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Abstract

We present LAReQA, a challenging new
benchmark for language-agnostic answer re-
trieval from a multilingual candidate pool. Un-
like previous cross-lingual tasks, LAReQA
tests for “strong” cross-lingual alignment, re-
quiring semantically related cross-language
pairs to be closer in representation space than
unrelated same-language pairs. This level of
alignment is important for the practical task
of cross-lingual information retrieval. Build-
ing on multilingual BERT (mBERT), we study
different strategies for achieving strong align-
ment. We find that augmenting training data
via machine translation is effective, and im-
proves significantly over using mBERT out-
of-the-box. Interestingly, model performance
on zero-shot variants of our task that only
target “weak” alignment is not predictive of
performance on LAReQA. This finding un-
derscores our claim that language-agnostic re-
trieval is a substantively new kind of cross-
lingual evaluation, and suggests that measur-
ing both weak and strong alignment will be
important for improving cross-lingual systems
going forward. We release our dataset and
evaluation code at https://github.com/

google-research-datasets/lareqa.

1 Introduction

Recent progress in self-supervised pretraining for
language understanding has enabled training large
multilingual models on 100+ languages at the
same time, as in multilingual BERT (mBERT) and
XLM-R (Devlin et al., 2019; Conneau et al., 2019).
These models, despite being trained without any ex-
plicit objective of cross-lingual alignment, are sur-
prisingly effective for cross-lingual transfer (Pires
‡
Work done as a Google AI Resident.
∗

Corresponding authors: uma.roy.us@gmail.com,
nconstant@google.com

Spanish

English

Legend
  Question
  Answer
  English
  Spanish
     Correct Answer
     Incorrect Answer

(a) Weak Alignment (b) Strong Alignment

Figure 1: A weakly aligned multilingual embedding
space enables zero-shot transfer between languages,
but incorrect answers in the same language are pre-
ferred over correct answers in a different language. A
strongly aligned embedding space “factors out” lan-
guage, so the most semantically relevant pairs are al-
ways the closest, regardless of language.

et al., 2019; Wu and Dredze, 2019; Conneau et al.,
2019), suggesting that the models may have learned
to “factor out” language and embed inputs into a
language-agnostic space.

At the same time, Wu and Dredze (2019) observe
that mBERT representations at all layers are highly
accurate (>96%) at classifying language ID, which
the authors find “surprising given the model’s zero-
shot cross-lingual abilities”. This raises an inter-
esting question. To what degree are models like
mBERT and XLM-R language agnostic or easily
adaptable to be so? Have they effectively disen-
tangled the language-specific signal from the un-
derlying semantic content, with each occupying a
separate subspace? Can the learned representations
be adapted by a lightweight alignment procedure
to be truly language agnostic?

To address these questions, we introduce a chal-
lenging new task, LAReQA: Language Agnos-
tic Retrieval Question Answering, which requires
models to retrieve relevant cross-lingual answers
from a multilingual candidate pool. Perform-

https://github.com/google-research-datasets/lareqa
https://github.com/google-research-datasets/lareqa
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ing well on this task demands a stronger degree
of cross-lingual alignment than previous cross-
lingual evaluations like XNLI (Conneau et al.,
2018). Concretely, we propose to distinguish
“weak” vs. “strong” alignment, defined as follows
and illustrated in Figures 1a–1b:

Weak Alignment For any item in language L1,
the nearest neighbor in language L2 is the most
semantically relevant item. (The specific notion of
“relevance” may vary across tasks.)

Strong Alignment For any item, all semantically
relevant items are closer than all irrelevant items,
regardless of their language. Crucially, relevant
items in different languages are closer than irrele-
vant items in the same language.1

To our knowledge, LAReQA is the first cross-
lingual benchmark to target strong alignment.2

Building on top of multilingual BERT, we develop
and test several baseline models on LAReQA. We
find that mBERT already exhibits strong alignment
between some language pairs, but that this can be
improved significantly by leveraging machine trans-
lation to extend the set of training examples and
encourage cross-lingual alignment.

One observation that emerges from our exper-
iments is that strong alignment comes at a cost.
Specifically, our baseline that reaches the best
LAReQA performance lags behind other baselines
on the narrower task of retrieving relevant answers
that match the question language.

Our main contributions are: (1) We propose a
new framework for classifying different degrees
of cross-lingual alignment. (2) We propose a chal-
lenging new benchmark to evaluate language bias
in representations, setting stricter notions of cross-
lingual embedding space alignment. (3) We investi-
gate the potential for multilingual BERT to achieve
“strong” cross-lingual alignment, including vari-
ous fine-tuning techniques to improve alignment.
(4) We publish our trained models and LAReQA
benchmarking code for others to reproduce.3

1Stricter notions of cross-lingual alignment are possible,
such as requiring that model representations remove any trace
of the original text language, preventing language ID from
being reconstructed. We treat these as sub-types of “strong”
alignment, but leave their investigation for future work.

2Pires et al. (2019) develop a related heuristic by calcu-
lating the average vector delta between two languages, and
testing how well translation targets can be retrieved by finding
the closest neighbor to the source plus the delta.

3Our trained models are available at https://
tfhub.dev/s?q=lareqa. Our dataset and evalu-

2 Looking for Answers across Languages

In this section, we present the practical task of
answer retrieval from a multilingual candidate
pool, and argue that this task goes beyond existing
cross-lingual benchmarks in demanding models
with strongly aligned multilingual representations.
The task can be summarized as: given a question
in one language and potential answers in many
different languages, retrieve the best answer for
the question, regardless of language. We begin by
describing why this task is both useful and chal-
lenging. Subsequently, we compare this task with
existing cross-lingual tasks, and show how they
differ in their ability to measure “language bias”.

2.1 Practical Value of Cross-lingual Retrieval
Finding relevant answers to questions from a large
multilingual candidate pool is not a contrived task.
User-generated content on the web is increasingly
multilingual4, and the best answer to a given ques-
tion may be written in a different language than
the question. Current information retrieval systems
typically do not surface such “cross-lingual” re-
sults. This shortcoming is particularly problematic
for speakers of languages with a smaller web pres-
ence, who may be forced to issue queries in a less
familiar language in order to find useful results.

If search engines were language agnostic, re-
trieved results would come from a wide range of
languages. Of course, some results would have
to be machine translated to be made interpretable
to a given user. But in many cases, even a poorly
translated relevant result is more helpful than a less
relevant native result.

One domain where cross-lingual retrieval is
particularly valuable is in searching over user-
generated content such as reviews of products and
businesses. For example, suppose a Thai speaker
wants to know if a local library offers private meet-
ing rooms, and this question is answered by an
existing Arabic user review of the library. Being
able to respond to the Thai question by surfacing (a
translation of) the relevant Arabic review unlocks
content that was previously inaccessible.

There are various options for how to implement
such a cross-lingual retrieval system in practice,
not all of which require a model to support cross-
language matching. One solution would be to store

ation code are available at https://github.com/
google-research-datasets/lareqa.

4For example, see https://en.wikipedia.org/
wiki/Wikipedia:Size_of_Wikipedia.

https://tfhub.dev/s?q=lareqa
https://tfhub.dev/s?q=lareqa
https://github.com/google-research-datasets/lareqa
https://github.com/google-research-datasets/lareqa
https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
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English translations alongside results in the index,
and translate all queries to English before perform-
ing search. Alternatively, one could pre-translate
results into all languages ahead of time. However
as these solutions require extra storage, we believe
it is worth considering the simpler approach of
retrieving multilingual results directly with a cross-
lingual model.

2.2 Language Bias

From the modeling perspective, one of the main
challenges in retrieving relevant answers from
across languages is avoiding “language bias”,
where a model prefers one language over another.
It’s clear why this bias is harmful: if the model
prefers answers in a given language, it is prone
to retrieve irrelevant results in that language over
relevant results from another language.

The main type of language bias we observe in
our experiments is same-language bias—the ten-
dency for models to prefer answers that match the
question language. This is illustrated in Figure 1a,
where the embeddings cluster primarily by lan-
guage, and incorrect same-language candidates are
preferred over any cross-language candidate. For
a multilingual model to avoid same-language bias,
it must align text from different languages under a
language-agnostic embedding space, as in 1b.

2.3 Taxonomy of Cross-lingual Tasks

Existing cross-lingual tasks—including all tasks in
the recent XTREME suite (Hu et al., 2020)—fall
into two categories, as described below. Neither
type allows us to diagnose language bias and test
for language-agnostic embeddings. The key miss-
ing piece is that none of these tasks require the
model to make a choice among candidates in dif-
ferent languages.

Monolingual Tasks in Many Languages Most
existing cross-lingual benchmarks are formed by
collecting monolingual tasks across various lan-
guages. Often, these evaluations are framed in
terms of zero-shot or few-shot transfer learning,
with the assumption that a practitioner only has
access to task-specific training data in a single lan-
guage. For instance, XNLI (Conneau et al., 2018)
tests how well a model fine-tuned on an English
classification task (natural language inference) can
generalize to non-English versions of the same task.
Similarly, MLDoc (Schwenk and Li, 2018) and
PAWS-X (Yang et al., 2019b) test cross-language

transfer on document classification and paraphrase
identification respectively.

Several recent cross-lingual QA benchmarks can
also be described as cross-lingual collections of
monolingual tasks. For example, XQuAD (Artetxe
et al., 2019) extends the popular SQuAD (Ra-
jpurkar et al., 2016) benchmark to cover QA pairs
in 11 languages, but models are only tested on find-
ing answers in contexts that match the question lan-
guage.5 TyDi QA (Clark et al., 2020) and MLQA’s
(Lewis et al., 2019) “cross-lingual transfer” task
also fall under this category.

Cross-lingual Tasks with Monolingual Candi-
dates A second class of cross-lingual tasks tests
whether a model can, given an input in language X,
identify a target in language Y. However, crucially,
the set of candidates is restricted to language Y.
Thus, while the task is inherently cross-lingual, it
does not test for language bias.

BUCC (Zweigenbaum et al., 2017) is a task of
this type. Given an English sentence, the task
is to retrieve the corresponding translation from
a monolingual pool of candidates in another lan-
guage. Similarly, Tatoeba (Artetxe and Schwenk,
2019) tests retrieval of translation pairs between
English and 112 languages, but is restricted to
monolingual pools. Bilingual lexicon induction
or BLI (Glavaš et al., 2019) is a similar task of
cross-lingual retrieval from a monolingual pool,
but targeting words rather than sentences.6

MLQA (Lewis et al., 2019) is an extractive ques-
tion answering task, and in one variant of the task,
“generalized cross-lingual transfer”, the question
and answer are drawn from different languages.
However, even in this case, the candidate answers
are restricted to spans within a specific (monolin-
gual) paragraph of context, so there is no way to
assess whether the model is biased in preferring
answers in one language over another.

3 LAReQA

Having motivated the need for a cross-lingual
benchmark that asks models to choose between

5Due to its parallel construction, it is possible to construct
“mixed-language” QA pairs from XQuAD. This is the ap-
proach we take in Section 3.

6One could construct versions of BUCC, Tatoeba and BLI
that test for strong alignment, by switching to multilingual
candidate pools. It would be interesting to compare these
benchmarks to LAReQA in future work. Note, however, that
the resulting tasks are somewhat “unnatural”, in that there is
typically no need to consider same-language candidates when
mining for translation pairs or building a bilingual lexicon.



5922

languages, we now present a concrete case of such
a cross-lingual evaluation, LAReQA: Language-
Agnostic Retrieval Question Answering.

3.1 Constructing LAReQA

Our goal is to construct a QA retrieval task over
a large multilingual pool where many or most
of the target answers are found in a different
language than the question itself. To achieve
this, we take the existing cross-lingual extractive
QA tasks XQuAD and MLQA and convert them
into retrieval tasks: XQuAD-R and MLQA-R.
These sets are designed so as to include parallel
QA pairs across languages, allowing us to match
questions with answers from different languages.
We release XQuAD-R at https://github.com/
google-research-datasets/lareqa.

XQuAD is constructed by taking 240 paragraphs
from the SQuAD v1.1 dev set and professionally
translating the questions and contexts into 10 lan-
guages. Thus each question appears in 11 differ-
ent languages and has 11 parallel correct answers.
MLQA is constructed by using LASER (Artetxe
and Schwenk, 2019) to mine parallel sentences
from Wikipedia, which annotators then use to gen-
erate questions. Unlike XQuAD, the questions in
MLQA have a variable number (2–4) of parallel
correct answers across the corpus. Additionally,
MLQA only covers 7 of the 11 XQuAD languages,
and contexts surrounding the answer are not guar-
anteed to be parallel. See Artetxe et al. (2019) and
Lewis et al. (2019) for more details on these sets.

To convert these span-tagging tasks into retrieval
tasks, we follow the procedure from ReQA (Ah-
mad et al., 2019). Specifically, we break each
contextual paragraph into sentences7, and include
all sentences across the dataset as candidate an-
swers. A sentence is considered a correct answer
to a question if it contains the target answer span
for either that question or an equivalent question in
another language (as identified by qas id).8 Ta-
ble 1 shows the number of questions and candidates
per language in XQuAD-R and MLQA-R. We use
the MLQA dev set rather than the larger test set to

7Sentence boundaries are generated by an internal sen-
tence breaker. For Thai we use https://pypi.org/
project/thai-segmenter.

8For both XQuAD and MLQA, there were no cases where
an answer span crossed a sentence boundary. One sentence can
be the correct answer for multiple questions (with different
qas id), as long as it contains the relevant target answer
spans. We include all sentences from contextual paragraphs
as candidates, even those that do not answer any question.

XQuAD-R MLQA-R
questions candidates questions candidates

ar 1190 1222 517 2545
de 1190 1276 512 2362
el 1190 1234 - -
en 1190 1180 1148 6264
es 1190 1215 500 1787
hi 1190 1244 507 2426
ru 1190 1219 - -
th 1190 852 - -
tr 1190 1167 - -
vi 1190 1209 511 2828
zh 1190 1196 504 2322

Table 1: Numbers of questions and candidates per lan-
guage in XQuAD-R and MLQA-R.

keep the speed of evaluation reasonable. While the
contexts for XQuAD are parallel across languages,
differences in sentence breaking lead to variations
in the number of candidates per language.9

3.2 Evaluation

For our primary evaluation, we use the standard in-
formation retrieval metric “mean average precision”
(mAP), which measures a model’s ability to rank
relevant results over irrelevant ones. This metric is
suitable when there are multiple relevant results for
a given query. In our case, an XQuAD-R question
will have 11 relevant answers, while an MLQA-R
question will have 2–4 relevant answers.

Formally, given a set of questions Q and a rank-
ing function over all candidates, mean average pre-
cision is defined as in Equation 1, where Ri is the
number of correct answers for question qi, P@j(qi)
is the Precision@j for qi and rel(i, j) is an “in-
dicator” function with value 1 if the j-th ranked
candidate for qi is correct, 0 otherwise.

mAP =
1

T

∑
qi∈Q

1

Ri

K∑
j=1

P@j(qi)× rel(i, j) (1)

The mAP metric falls between 0 and 1. Any
model that ranks all C correct answers in the top
C positions (regardless of order) will achieve a
perfect 1.0. Note, such a model cannot have strong
language bias, as it needs to rank correct answers

9Thai is an outlier, with around 70% the sentences per para-
graph as the other languages. This is likely due to erroneous
or ambiguous sentence breaking. Note, Thai lacks explicit sen-
tence boundary markers, and human agreement on sentence
breaking is much lower than English (Aroonmanakun, 2007).

https://github.com/google-research-datasets/lareqa
https://github.com/google-research-datasets/lareqa
https://pypi.org/project/thai-segmenter
https://pypi.org/project/thai-segmenter
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Figure 2: mBERT dual encoder architecture.

in every language highly. On the other hand, being
free from language bias is not sufficient for high
mAP. As a trivial example, a model that ranks
candidates randomly will have a low mAP. In sum,
performing well on LAReQA mAP requires both
strong QA retrieval quality, as well as an absence
of language bias.

4 Baseline Models

We consider several neural baseline models for eval-
uation on LAReQA. All our baselines are “dual
encoder” models (Gillick et al., 2018), encoding
questions and candidate answers separately. Un-
like full cross-attention models, this architecture en-
ables retrieval through approximate nearest neigh-
bor search, and thereby scales well to large-scale
retrieval problems. For more discussion of dual
encoders for deep retrieval, see Gillick et al. (2018)
and Ahmad et al. (2019).

Our baselines leverage multilingual BERT (De-
vlin et al., 2019), or “mBERT”, for cross-lingual
pretraining. These baselines allow us to test
(i) how well mBERT already aligns languages in
a language-agnostic space, and (ii) the degree to
which it can be adapted to do so.

We initialize each tower of a dual encoder model
with pretrained mBERT, sharing weights between
the question and answer encoding towers10, as in
Figure 2. To obtain final question and answer en-
codings, we normalize the BERT CLS token to unit
L2 norm. The model score for a QA pair S(q, a)
is the dot product of these encodings.

We fine-tune the mBERT towers for QA retrieval
on SQuAD training data using an “in-batch sam-

10When feeding inputs to the answer encoding tower, we
concatenate the answer sentence and its containing context
paragraph (“answer context”), using BERT’s segment ids to
distinguish between the two.
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Figure 3: Sample batches for each baseline.

pled softmax” loss (Henderson et al., 2017), as this
has been observed to converge quickly and perform
well on retrieval tasks (Gillick et al., 2018). The
loss, given in Equation 2, encourages the score of
a correct answer pair S(qi, ai) to be higher than
scores for incorrect answer pairings from the mini-
batch S(qi, aj):11

− 1

K

K∑
i=1

S(qi, ai)− log
K∑

j=1 j 6=i

eS(qi, aj)

 (2)

We train four variants of our mBERT model
(110M parameters), using different fine-tuning
datasets and batching procedures. Each model is
fine-tuned on 32 TPU-v3 cores, with a batch size
of 2,048. The in-batch sampled softmax is calcu-
lated separately per core, over sub-batches of 64
QA pairs. We use the standard BERT learning
rate schedule, with an initial learning rate of 1e-5,
which performed the best among {1e-6, 3e-6, 1e-5,
3e-5}. We train all baselines for 100,000 steps and
observe no overfitting.

Our first baseline “En-En” adapts mBERT to
QA retrieval by fine-tuning on the 80,000 English
QA pairs from the SQuAD v1.1 train set, with the
ranking loss from Equation 2. This baseline tests
how well mBERT can perform language-agnostic
retrieval when only fine-tuning on English data.

Our second baseline “X-X” extends the same
SQuAD train set by translating each example into
the 11 XQuAD languages using an in-house trans-

11In practice, we scale the similarity scores by a trainable
constant factor before computing the softmax, as we observed
this led to faster convergence.
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XQuAD-R MLQA-R
En-En 0.29 0.36
X-X 0.23 0.26
X-X-mono 0.52 0.49
X-Y 0.66 0.49
Translate-Test 0.72 0.58

Table 2: Mean average precision (mAP) of baseline
models on XQuAD-R and MLQA-R.

lation system. Within each example, the question
and answer language are the same, giving 880,000
pairs total. If these pairs are shuffled and batched
naively, as in Figure 3b, we expect the model to ex-
hibit strong same-language bias, as all positive ex-
amples are within-language, while many in-batch
negatives are cross-language. To avoid this bias,
our third baseline “X-X-mono” trains on the same
examples, but ensures that each batch is monolin-
gual, as shown in Figure 3c.

Our fourth baseline “X-Y” is similar to X-X, but
allows a question and answer to be translated into
different languages, giving 9,680,000 examples.
This setup is the first to directly incentivize the
model to treat answers from other languages as
correct, which we expect to further reduce same-
language bias.

Our final baseline “Translate-Test” is not a
proper text embedding model, as it relies on an
external translation system at test time. Here, we
simply translate any test data into English, and then
score it with our En-En model.

Additionally, we compare the above baselines
with Universal Sentence Encoder Multilingual QA
(Yang et al., 2019a), which specifically targets
cross-lingual QA retrieval. However, this model
only supports 8 of the 11 XQuAD languages, and
we found it was not competitive with our mBERT
baselines, even when restricting evaluation to the
supported languages. See Appendix A for details.

5 Results and Analysis

5.1 LAReQA Performance

We compare our five baseline models on the
LAReQA task in Table 2. On both XQuAD-R
and MLQA-R, the strongest model is the
Translate-Test baseline. This is unsurprising in
that LAReQA demands language-agnostic retrieval,
and Translate-Test leverages an external machine
translation system to actively “remove” the effects
of language, by translating all test data to English.

mAP mAP Rank
−rand −same % ∆ (% ∆)

En-En 0.29 0.22 0.24 4
X-X 0.23 0.15 0.37 5
X-X-mono 0.52 0.47 0.10 2
X-Y 0.65 0.64 0.02 1
Translate-Test 0.69 0.60 0.13 3

Table 3: Performance on modified versions of
XQuAD-R where one target answer is removed, either
from the same language as the question (−same) or a
random other language (−rand).

Among the pure embedding approaches, X-Y
does the best on XQuAD-R, and is tied for best on
MLQA-R. The success of X-Y shows that training
directly on “mixed-language” QA pairs is helpful
for the end task of language-agnostic retrieval from
a multilingual pool.

As expected, X-X-mono outperforms X-X, in-
dicating that using a ranking loss with in-batch
negatives is problematic when positives are within-
language but negatives are mixed-language. Indeed,
we will see shortly that X-X exhibits severe same-
language bias.

For the remainder of the paper, we focus on
XQuAD-R, as it is better balanced across lan-
guages than MLQA-R, and the two sets showed
similar results.

5.2 Language Bias

We offer two additional analyses to more directly
illustrate the language biases of our baselines. A
third analysis, looking at the language distribution
among top retrieved candidates, is given in Ap-
pendix B, and is consistent with the results here.

Remove One Target We rerun the XQuAD-R
evaluation, but for each question, we remove one
of its 11 target answers from the multilingual can-
didate pool. If a model is free of same-language
bias, the effect of removing a single target should
be constant, regardless of whether the removed tar-
get was in the same language as the question or not.
Table 3 shows that in fact all our baselines perform
better when a random cross-language target is re-
moved (−rand), as compared to the same-language
target (−same). Looking at the delta between these
conditions, the X-Y baseline only displays a mini-
mal bias, falling from 0.62 to 0.61 mAP. The most
affected model is X-X, whose training procedure
actively encouraged same-language bias. Interest-
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Figure 4: mAP on XQuAD-R broken down by question language (row) and answer language (column), when only
one correct answer is included in the multilingual candidate pool.

ingly, even En-En shows a significant delta, indi-
cating that simply fine-tuning mBERT on English
QA is not sufficient to produce an embedding space
that is strongly language agnostic.

Limit to One Target As a more in-depth analy-
sis of language bias, we evaluate on retrieval from
a multilingual pool containing just one correct an-
swer. For XQuAD-R, since each question has 11
answers, this means evaluating on each target sep-
arately, with the other 10 targets removed from
the pool. The heatmaps in Figure 4 show each
baseline’s mAP on single-answer retrieval, broken
down by question language and answer language.
Note, in this case mAP is equivalent to mean recip-
rocal rank (MRR)—the average inverse rank of the
target answer. In line with our previous findings, all
models display some degree of same-language bias,
showing better performance on the diagonal, where
Q and A languages match, than off-diagonal. The
degree of bias matches the ranking from Table 3.
X-Y displays the least bias, with most language
pairs reaching over 0.4 mAP. As before, X-X is
the most biased, but we also see significant bias in
En-En and X-X-mono.

These results also shed light on how well
mBERT supports strong cross-lingual alignment
“out of the box”. Interestingly, even En-En shows
fairly strong alignment among typologically related
languages (e.g. 0.61 mAP on English-to-German
and 0.57 on English-to-Spanish). These findings
parallel those of Pires et al. (2019) and Wu and
Dredze (2019), who observe that mBERT zero-shot
transfer is more effective among related languages.
Our retrieval performance is lower between unre-
lated languages (e.g. 0.06 Arabic-to-Chinese), as
well as on pairs where one of the languages is less
well represented in mBERT’s Wikipedia training
data (Greek, Hindi and Thai).

While mBERT exhibits some strong cross-
lingual alignment out of the box, our results show
that this can be improved by using cross-lingual
objectives, as in X-X-mono and X-Y. This finding
echoes work by Artetxe and Schwenk (2019), Con-
neau and Lample (2019), Singh et al. (2019) and
Siddhant et al. (2020) showing that cross-lingual
training can improve zero-shot transfer.

One point worth highlighting is the trade-off
between on-diagonal and off-diagonal performance.
If we limit attention to the diagonal, the models
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rank X-X>X-X-mono>En-En>X-Y. Thus, it
appears there is a “cost” to strong cross-lingual
alignment. For a given application, it may be worth
sacrificing same-language quality to achieve better
cross-language performance. However this raises
the question: Is there any training technique that
can achieve strong cross-lingual alignment without
degrading within-language performance?

5.3 Comparison to Standard Zero-Shot
Cross-Lingual Transfer

To highlight the difference between LAReQA and
standard zero-shot cross-lingual evaluations like
XNLI, we construct a zero-shot version of our QA
retrieval task. We process the XQuAD data as be-
fore, but instead of a shared multilingual candidate
pool, we restrict candidates to those matching the
question language. Thus, like XNLI and the origi-
nal XQuAD task, we’re testing a model’s ability to
generalize to monolingual tasks in new languages.

The performance of our baselines on this “zero-
shot” retrieval from a monolingual pool is shown
in Table 4. Remarkably, the model ranking under
this task diverges from that under our proposed
LAReQA task of retrieval from a multilingual pool.
In particular, the X-X(-mono) baselines which were
only trained on “within-language” examples now
perform the best, beating the top LAReQA base-
lines Translate-Test and X-Y.

This result supports our claim that LAReQA
tests for cross-lingual alignment in a way that ex-
isting zero-shot evaluations do not. Despite their
strong language bias, visible in the dark diagonals
in Figure 4, the X-X(-mono) models give excellent
performance in the typical zero-shot cross-lingual
transfer scenario. Yet, as we saw in in Table 2,
these baselines are fundamentally ill-suited for re-
trieval from a multilingual pool, which demands
strongly aligned multilingual embeddings. As an
extreme case, X-X scored a mere 0.23 on LAReQA
mAP, compared to the best embedding model X-Y
and the best overall baseline Translate-Test with
0.63 and 0.70 respectively.

5.4 Embedding Spaces
Figure 5 plots the first two principal components
of each baseline’s embeddings of all XQuAD-R
questions and candidates in English and Chinese
(chosen as they are genetically unrelated languages
with distinct scripts). The X-X embeddings show a
dramatic separation between Chinese and English.
This is a clear case of weak alignment, where a
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Figure 5: Model embeddings of all English and Chi-
nese questions and candidates from XQuAD-R, visual-
ized under 2D PCA.

model achieves good zero-shot performance (cf. Ta-
ble 4) despite its embeddings being principally de-
termined by language.

More generally, we observe that the more a
model separates languages in embedding space,
the worse it performs on LAReQA (cf. Table 2).
This ordering is also reflected in the degree to
which language ID is predictable from the embed-
dings. When we use a logistic regression to pre-
dict language (English vs. Chinese) from the ques-
tion and candidate embeddings, the accuracies on a
one-third holdout are X-X: 99.2%, En-En: 97.7%,
X-X-mono: 87.5% and X-Y: 54.0%. This supports
the claim that LAReQA is a better test of strong
alignment than current zero-shot tasks.

6 Conclusion

LAReQA is a challenging new benchmark testing
answer retrieval from a multilingual candidate pool.
It goes further than previous cross-lingual bench-
marks in requiring “strong” cross-lingual align-
ment, which is a step closer to truly language-
agnostic representations.

We believe there is significant headroom for
models to improve on LAReQA. Our best ini-
tial baseline sidesteps the alignment problem by
simply translating all test data to English. Among
embedding-based models, our strongest baseline
(“X-Y”) actively removes language bias by aug-
menting training data to include machine-translated
cross-lingual examples. However, to achieve strong
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L
A

R
eQ

A

ar de el en es hi ru th tr vi zh Avg Rank
En-En 0.76 0.87 0.78 0.90 0.87 0.76 0.85 0.51 0.77 0.84 0.85 0.80 4 4
X-X 0.83 0.87 0.84 0.89 0.88 0.83 0.86 0.75 0.84 0.87 0.88 0.85 2 5
X-X-mono 0.83 0.88 0.85 0.90 0.89 0.84 0.87 0.76 0.85 0.88 0.89 0.86 1 3
X-Y 0.75 0.83 0.79 0.85 0.83 0.76 0.82 0.69 0.78 0.80 0.82 0.79 5 2
Translate-Test 0.83 0.87 0.86 0.90 0.88 0.81 0.86 0.74 0.82 0.84 0.85 0.84 3 1

Table 4: mAP on the zero-shot version of XQuAD-R, retrieving a single answer from a monolingual pool that
matches the question language.

alignment, this model sacrifices performance on
both retrieval from a monolingual pool (Table 4),
as well as retrieval of same-language candidates
(Figure 4d diagonal). It is an interesting question
for future work whether strong alignment always
comes at a cost, or if better training techniques
will lead to models that can improve on all these
measures simultaneously.
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A USE-QA

We test the Universal Sentence Encoder Multilin-
gual QA (Yang et al., 2019a), which specifically
targets cross-lingual QA retrieval on our LAReQA
benchmark. The architecture and training details of
USE-QA are provided in Yang et al. (2019a). We
use the USE-QA model out of the box12 without
fine-tuning on any SQuAD data, as it was already
trained specifically for retrieval QA. As USE-QA
only supports 8 of the 11 XQuAD languages (ar,
de, en, es, ru, th, tr, zh), we restrict our evaluation
to these languages when comparing USE-QA to
other models.

XQuAD-RUSE

En-En 0.33
X-X 0.25
X-X-mono 0.55
X-Y 0.67
Translate-Test 0.73
USE-QA 0.51

Table 5: Mean average precision (mAP) of baseline
models on XQuAD-RUSE , a version of XQuAD-R re-
stricted to the 8 languages supported by USE-QA.

From Table 5, we can see USE-QA is not com-
petitive with the mBERT baselines, despite being
trained specifically for QA retrieval over a large
in-house QA dataset. However, it may be possi-
ble to improve this performance by fine-tuning for
SQuAD retrieval.

B Language Distributions of Top Results

Our core LAReQA mAP metric tests for both ques-
tion answering (QA) matching ability, as well as
absence of language bias. We can factor out QA
performance and focus more directly on language
bias by simply ignoring which answers are correct,
and observing the distribution of languages that a
model retrieves among its top-ranked candidates.

12https://tfhub.dev/google/
universal-sentence-encoder-multilingual-qa

The heatmaps in Figure 6 show for each ques-
tion language (row), the frequency of different an-
swer languages (column) among the top 100 re-
trieved candidates, for each of our baseline models
on the XQuAD-R dataset. The strong diagonal
in X-X indicates that when the question is in a
given language, nearly all of the top 100 retrieved
results are in the same language. Overall, this mea-
sure of language bias is consistent with those dis-
cussed in Section 5.2, with the models ranking
X-Y>X-X-mono>En-En>X-X.

Interestingly, X-Y performs almost perfectly on
this “semantics-free” measurement of language
bias. This is in contrast to the mAP performance
of the same model in Figure 4d, where the retrieval
of correct answers is somewhat improved when
the Q and A languages match. Taken together, we
can say that X-Y is nearly perfectly unbiased in
which languages it retrieves on the whole, but is
slightly biased as to which language pairs exhibit
the strongest QA matching.

https://tfhub.dev/google/universal-sentence-encoder-multilingual-qa
https://tfhub.dev/google/universal-sentence-encoder-multilingual-qa


5930

ar de el en es hi ru th tr vi zh

ar
de

el
en

es
hi

ru
th

tr
vi

zh

(a) En-En

ar de el en es hi ru th tr vi zh

ar
de

el
en

es
hi

ru
th

tr
vi

zh

(b) X-X
0.0

0.2

0.4

0.6

0.8

1.0

ar de el en es hi ru th tr vi zh

ar
de

el
en

es
hi

ru
th

tr
vi

zh

(c) X-X-mono

ar de el en es hi ru th tr vi zh

ar
de

el
en

es
hi

ru
th

tr
vi

zh

(d) X-Y
0.0

0.2

0.4

0.6

0.8

1.0

Figure 6: Proportion of top-100 retrieved answers that are in a given language (column), broken down by question
language (row). Each row sums to 1.0.


