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Abstract

We propose Exaus — a new benchmark
dataset for cross-lingual and multilingual
question answering for high school examina-
tions. We collected more than 24,000 high-
quality high school exam questions in 16 lan-
guages, covering 8 language families and 24
school subjects from Natural Sciences and So-
cial Sciences, among others.

FExaus offers a fine-grained evaluation frame-
work across multiple languages and subjects,
which allows precise analysis and comparison
of various models. We perform various ex-
periments with existing top-performing multi-
lingual pre-trained models and we show that
Exaus offers multiple challenges that require
multilingual knowledge and reasoning in mul-
tiple domains. We hope that Exaus will en-
able researchers to explore challenging reason-
ing and knowledge transfer methods and pre-
trained models for school question answer-
ing in various languages which was not pos-
sible before. The data, code, pre-trained mod-
els, and evaluation are available at http://
github.com/mhardalov/exams—ga.

1 Introduction

Research on science question answering has at-
tracted a lot of attention in recent years (Clark,
2015; Schoenick et al., 2017; Clark et al., 2019).
Such questions are challenging as they require do-
main and common sense knowledge (Clark et al.,
2018), as well as complex reasoning and differ-
ent forms of inference over a variety of knowl-
edge sources (Khashabi et al., 2016, 2018). In-
deed, a combination of these was required to
achieve noticeable performance gains (Clark et al.,
2016). This inevitably made research in school-
level science Question Answering (QA) hard for
languages other than English due to the scarceness
of resources (Clark et al., 2014; Khot et al., 2017,
2018; Bhakthavatsalam et al., 2020).
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Figure 1: Properties and examples from Eyapus.

Languages

There has been a recent mini-revolution in QA,
as well as in the field of Natural Language Pro-
cessing (NLP) in general, due to the invention
of the Transformer (Vaswani et al., 2017), and
the subsequent rise of large-scale pre-trained mod-
els (Peters et al., 2018; Radford et al., 2018, 2019;
Devlin et al., 2019; Lan et al., 2020; Yang et al.,
2019; Liu et al., 2019c¢; Raffel et al., 2020). Nowa-
days, fine-tuning such models on task-specific
data has become an essential element of any top-
scoring QA system. Yet, for science QA, train-
ing on datasets from a different domain (Sun et al.,
2019; Khashabi et al., 2020) and carefully selected
background knowledge (Banerjee et al., 2019; Ni
et al., 2019) could improve such models further.

The success of large-scale pre-trained models
and the development of their multilingual versions
(Devlin et al., 2019; Conneau et al., 2020) gives
hopes for supposedly better performance in mul-
tilingual question answering. Therefore, several
new datasets have been released for multilingual
reading comprehension and open-domain question
answering in the Wikipedia domain (Liu et al.,
2019a; Lewis et al., 2020; Artetxe et al., 2020;
Clark et al., 2020).
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Here, we present E'yaus, a new dataset and
benchmark for multilingual and cross-lingual eval-
uation of models and methods for answering di-
verse school science questions (see Figure 1).

Our contributions are as follows:

e We advance the task of science Question An-
swering (QA) with multilingual and cross-
lingual evaluations.

e We collect a new challenging dataset E'yaus
from multilingual high school examinations,
which offers several advantages over existing
datasets: (i) it covers various domains, (i) it
is nearly three times larger than pre-existing
Science QA datasets, (iii) it extends multi-
lingual QA tasks to more languages, (iv) the
questions are written by experts, rather than
translated or crowdsourced, (v) the questions
are harder since they are from matriculation
exams rather than 4-8th grade.

e We use fine-grained evaluation — per subject
and per language — which yields more precise
comparison between models.

e We perform extensive experiments and anal-
ysis using top-performing multilingual mod-
els (mBERT, XLM-R), and we show that
Exaus offers several challenges that such
models would need to overcome in the
future, including multi-lingual and cross-
lingual knowledge retrieval, aggregation, and
reasoning, among others.

We release our code, pre-trained models and data
for research purposes. '

2 Related Work

Science QA The work in Science Question An-
swering emerged in recent years with the devel-
opment of several challenging datasets. The most
notable is ARC (Clark et al., 2018), which is a
QA reasoning challenge that contains both Easy
and Challenge questions from 4th to 8th grade ex-
aminations in the Natural Science domain. As
in E'yaus, the questions in ARC are created by
experts, albeit our dataset covers a wide variety
of high school (8th-12th grade) subjects includ-
ing but not limited to, Natural Sciences, Social
Sciences, Applied Studies, Arts, Religion, etc.
(see Section 3.2 for details). We provide defini-
tions of the less known subjects in E'yaus in Ap-
pendix B.1.

'The Exapus dataset and code are publicly available at
http://github.com/mhardalov/exams—ga

The early versions of ARC (Clark, 2015;
Schoenick et al., 2017) inspired several crowd-
sourced datasets: Welbl et al. (2017) proposed
a scalable approach for crowdsourcing science
questions given a set of basic supporting science
facts. Dalvi et al. (2019) focused on specific
phenomena including understanding science pro-
cedural texts, Mihaylov et al. (2018) and Khot
et al. (2020) studied multi-step reasoning, given
a set of science facts and commonsense knowl-
edge, Tafjord et al. (2019), and Mitra et al. (2019)
worked on reasoning about qualitative relation-
ships, and declarative texts, among others. Un-
like these English-only datasets, Fxaus offers
questions in 16 languages. Moreover, it con-
tains questions about multiple subjects, which are
presumably harder as they were extracted mostly
from matriculation examinations (8-12th grade).
Finally, E’xaus contains over 24,000 questions,
which is more than three times as many as in ARC.

Multilingual and Cross-lingual QA  Recently,
several QA datasets have been created that cover
languages other than English, but still focusing
on one such language. Gupta et al. (2018) pro-
posed a parallel QA task for English and Hindi,
Liu et al. (2019b) collected a bilingual cloze-style
dataset in Chinese and English. Jing et al. (2019)
crowdsourced parallel paragraphs from novels in
Chinese and English. A few datasets investigated
multiple-choice school QA (Hardalov et al., 2019;
Van Nguyena et al., 2020), albeit in a limited do-
main, and for lower school grades (1st-5th). Other
efforts focused on building bi-lingual datasets that
are similar in spirit to SQuAD (Rajpurkar et al.,
2016) — extractive reading comprehension over
open-domain articles. Such datasets are collected
by crowdsourcing questions, following a proce-
dure similar to (Rajpurkar et al., 2016), in Rus-
sian (Efimov et al., 2020), Korean (Lim et al.,
2019), French (d’Hoffschmidt et al., 2020), or
by translating existing English QA pairs to Span-
ish (Carrino et al., 2020).

Recently, some multilingual datasets, were re-
leased to the public. MLQA (Lewis et al., 2020),
and XQuAD (Artetxe et al., 2020) use transla-
tions by professionals and extend the monolingual
SQuAD (Rajpurkar et al., 2016) to 7 and 11 lan-
guages, respectively, thus forming cross-lingual
evaluation benchmarks. Clark et al. (2020) col-
lected an entirely new dataset (TyDi QA) of ques-
tions in 11 typologically diverse languages.
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Lang Family #Subjects Question Len Choice Len #Choices #Questions Vocab
Albanian Albanian 8 15.0 5.0 4.0 1,505 11,572
Arabic Semitic 5 10.3 3.4 4.0 562 5,189
Bulgarian Balto-Slavic 6 13.0 33 4.0 2937 15,127
Croatian Balto-Slavic 14 14.7 4.1 3.9 2,879 20,689
French Romance 3 184 10.5 3.5 318 2,576
German Germanic 5 18.3 9.1 3.5 577 4,664
Hungarian Finno-Ugric 10 11.6 59 3.9 2,267 15,045
Italian Romance 12 20.0 5.6 39 1,256 9,050
Lithuanian  Balto-Slavic 2 9.7 4.7 4.0 593 5,394
Macedonian Balto-Slavic 8 13.4 4.5 4.0 2,075 13,114
Polish Balto-Slavic 1 13.7 43 4.0 1,971 18,990
Portuguese  Romance 4 19.9 8.6 4.0 924 6,811
Serbian Balto-Slavic 14 154 43 39 1,637 15,509
Spanish Romance 2 23.0 10.2 3.2 235 2,130
Turkish Turkic 8 19.5 4.6 44 1,964 22,069
Vietnamese  Austroasian 6 37.0 6.4 4.0 2,443 6,076
#Langs 16 #Families 8 24 17.19 5.08 3.96 24,143 158,942

Table 1: Statistics about E'xyaus. The average length of the question (Question Len) and the choices (sChoice Len)
are measured in number of tokens, and the vocabulary size (Vocab) is measured in number of words.

The task was to ask a question, and then the
shortest span answering it from a list of para-
graphs was selected. As these datasets are com-
plementary, rather than making each other obso-
lete, hereby the recently released XTREME (Hu
et al., 2020) benchmark combined them in a joint
task. FEyaus differs from the aforementioned
multilingual benchmarks in several aspects. First,
we extend the multilingual QA efforts to a dif-
ferent, more challenging domain (Clark et al.,
2018). Second, our datasets support more lan-
guages. Next, the questions in Exaus are writ-
ten by educational experts rather than non-expert
annotators, making the evaluation results compa-
rable to a top-performing student. Finally, our
fine-grained evaluation for different subjects, lan-
guages, and combinations thereof allows for in-
depth analysis and comparison.

3 FExaus Dataset

We introduce Eyaus, a new benchmark dataset
for multilingual and cross-lingual question an-
swering from high school examinations. In this
section, we present the properties of the dataset,
and we give details about the process of data col-
lection, preparation and normalization, as well as
information about the data splits, and the parallel
questions.

3.1 Dataset Statistics

We collected Exyaus from official state exams
prepared by the ministries of education of var-
ious countries. These exams are taken by stu-
dents graduating from high school, and often re-
quire knowledge learned through the entire course.

de es fr hr hu it mk sq sr
de -
es 199 -
fr 253 120 -
hr 189 134 109 -
hu 456 159 274 236 -
it 30 9 15 1,214 99 -
mk 0 0 O 0 0 0 -
sq 0 0 O 0 0 0 1,403 -
sr 40 25 20 1,564 104 1,002 0 0 -
tr 0 0 O 0 0 0 1,222 981 O

Table 2: Parallel questions for different language pairs.

The questions cover a large variety of subjects and
material based on the country’s education system.
Moreover, we do not focus only on major school
subjects such as Biology, Chemistry, Geography,
History, and Physics, but we also cover highly-
specialized ones such as Agriculture, Geology, In-
formatics, as well as some applied and profiled
studies. These characteristics make the questions
in the dataset of very high variety, and not eas-
ily solvable, due to the need for highly specialized
knowledge. Next, we discuss the cross-lingual and
the multilingual properties of our dataset.

Parallel Questions Some countries allow stu-
dents to take official examinations in several lan-
guages. Such parallel examinations also exist in
our dataset. In particular, there are 9,857 paral-
lel question pairs spread across seven languages
as shown in Table 2. The parallel pairs are coming
from Croatia (Croatian, Serbian, Italian, Hungar-
ian), Hungary (Hungarian, German, French, Span-
ish, Croatian, Serbian, Italian), and North Mace-
donia (Macedonian, Albanian, Turkish).
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Figure 2: Relative sizes of the subjects. Those that
cover less than 1.5% of the examples are in Other.

Multilinguality Our dataset includes a total of
24,143 questions in 16 languages from eight lan-
guage families. Each question is a 3-way to 5-way
(3.96 on average) multiple-choice question with a
single correct answer. Table 1 shows a breakdown
for each language, where the number of subjects,
questions, and the vocabulary size are shown as
absolute numbers, while the question length, the
choice length, and the number of choices are av-
eraged. All statistics about the questions and the
answer options are measured in terms of words.
We see that we have a rich vocabulary with al-
most 160,000 unique words. Interestingly, there
are ~9,500 shared words between at least one
pair of languages in our dataset, excluding num-
bers and punctuation. As expected, the overlap-
ping words are mostly between closely related lan-
guages (bg-mk, bg-sr, es-it, es-pt, hr-sr, mk-sr).
Other common shared words are subject-specific
words such as person names (e.g., Abraham, Karl,
Ivan), chemical compounds (e.g., NaOH, HCI),
units (e.g., m/s, g/mol), etc. Then, there are cog-
nates with the exact same spelling (homographs)
even between unrelated languages, mostly words
of Latin or Greek origin, e.g., temperatura (tem-
perature) and forma (form). Finally, there are also
false friends, whose meaning differs across lan-
guages, e.g., para can mean for (es/pt) vs. money
(mk/tr/sq) vs. couple (pl); similarly, ser can mean
be (es/pt) vs. cheese (pl) vs. after (vi).

3.2 Subjects and Categories

Each education system has its own specifics, re-
sulting in some differences in curricula, topics,
and even naming of the subjects. That being
said, the original, non-normalized categories in
our dataset are more than 40 for exams from just
a few countries. Given the sparse nature of the
subjects, we use a two-level taxonomy in order to
categorize them into logically connected groups.

The lower-level is a subject, and the higher level is
a major group. We normalized the subject using
a two-step algorithm: first, we put each subject
(with its original naming) in a separate category,
then, if the subject was general enough, e.g., Bi-
ology, History, etc., or there were no similar ones,
we retained the category; otherwise, we merged
all similar subjects together in a unifying category,
e.g., Economics Basics, and Economics & Mar-
keting. We repeated the aforementioned steps un-
til there were no suitable merge candidates. As
a result, we ended up with a total of 24 subjects
(see Appendix B for more details), which we fur-
ther grouped into three major categories, based on
the main branches of science: Natural Science
— “the study of natural phenomena”, Social Sci-
ences — “the study of human behavior and soci-
eties”, Other — Applied Studies, Arts, Religion,
etc. (see Figure 1). 2

The distribution of the major categories is Natu-
ral Sciences (40.0%) and Social Sciences (44.0%)
and 16.0% for Others (these are the actual num-
bers, not approximate). The remaining questions
are labeled as Other as they are not suitable for the
two main categories. Figure 2 presents the relative
sizes of the subjects in the dataset.

3.3 Collection and Preparation

Here, we describe the process of collecting and
preparing the data, as it is not trivial and it could
be applied to other languages and examinations.
First, we identified potential online sources of
publicly available school exams starting from the
Matriculation Examination page in Wikipedia.
For all languages in our dataset, the first step
in the process of data collection was to download
the PDF files per year, per subject, and per lan-
guage (when parallel languages were available in
the same source). We converted the PDF files
to text and we used only those that were well-
formatted and followed the document structure.
Then, we used Regular Expressions (RegEx) to
parse the questions, their corresponding choices
and the correct answer choice. In order to ensure
that all our questions are answerable using textual
input only, we removed questions that contained
visual information. We did that using a manu-
ally curated list of words such as map, table, pic-
ture, graph, etc., in the corresponding language.

“https://en.wikipedia.org/wiki/Branches_of science
*https://en.wikipedia.org/wiki/Matriculation_examination
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Multilingual Cross-lingual
Language Train Dev Test | Train Dev
Albanian 565 185 755 | 1,194 311
Arabic - - 562 - -
Bulgarian 1,100 365 1,472 | 2,344 593
Croatian 1,003 335 1,541 | 2,341 538
French - - 318 - -
German - - 577 - -
Hungarian 707 263 1,297 | 1,731 536
Italian 464 156 636 | 1,010 246
Lithuanian - - 593 - -
Macedonian 778 265 1,032 | 1,665 410
Polish 739 246 986 | 1,577 394
Portuguese 346 115 463 740 184
Serbian 596 197 844 | 1,323 314
Spanish - - 235 - -
Turkish 747 240 977 | 1,571 393
Vietnamese 916 305 1,222 | 1,955 488
Combined \ 7,961 2,672 13,510 \ - -

Table 3: Number of examples in the data splits based
on the experimental setup.

Next, we performed data cleaning to ensure the
quality of the generated dataset, by manually re-
viewing each question and its choices and ensur-
ing that all options, text, and symbols (e.g., u, —
, o, <—) were displayed correctly. As a result, we
filtered out about 17% of the questions (the per-
centage varies based on the source, the language,
and the subject). Finally, in order to remove fre-
quency bias such as “most answers are B)”, we
shuffled each question’s choices.

3.4 Data Splits

In our experiments, we aim at evaluating the mul-
tilingual and the cross-lingual question answering
capabilities of different models. Therefore, we
split the data in order to support both evaluation
strategies: Multilingual and Cross-lingual.

Multilingual In this setup, we want to train and
to evaluate a given model with multiple languages,
and thus we need multilingual training, validation
and fest sets. In order to ensure that we include
as many of the languages as possible, we first split
the questions independently for each language L
into Trainy,, Devy,, Test;, with 37.5%, 12.5%, 50%
of the examples, respectively.* We then unite all
language-specific subsets into the multilingual sets
Trainp;,,;, Dev s, Testasur, and we used them for
training, development, and testing.

*For languages with fewer than 900 examples, we only
have Testy,.

Multihop Reasoning 15.5%

Causal Explanation 9.9%
/

\
\
. /
_—Spartial Kinematic 5.9%

___Hypothetical Counterfactual 5.3%

————Comparison 5.3%
\\ ~—Algebraic 3.6%
“~——Negation 2.3%

|

Question Logic 19.5%—__

/
Linguistic Matching 32.7%——

Figure 3: Relative sizes of reasoning types in Exapus.

Since we have parallel data for several lan-
guages (discussed in Section 3.1), in this setup,
we ensure that the same parallel questions are only
found in either training, development or testing, so
that we do not leak the answer from training via
some other language. In order to do that, we sam-
ple the questions with the assumptions and the ra-
tios mentioned above, stratified per subject in the
given language. The number of examples per lan-
guage and the total number of multilingual sets are
shown in the first three columns of Table 3.

Cross-Lingual In this setting, we want to ex-
plore the capability of a model to transfer its
knowledge from a single source language L. to
a new unseen target language L;4. In order to en-
sure that we have a larger training set, we train the
model on 80% of L., we validate on 20% of the
same language, and we test on a subset of Ltgt.(’
The last three columns of Table 3 show the num-
ber of examples used for training and validation
with the corresponding language.

3.5 Reasoning and Knowledge Types

In order to give a better understanding of the rea-
soning, and the knowledge types in Eyaus, we
sampled and annotated 250 questions, all of which
are from the multilingual Dev. For each question,
we provided English translations as not all anno-
tators were native speakers of the questions’ lan-
guage. We followed the procedure and re-used the
annotation types presented in earlier work (Clark
et al., 2018; Boratko et al., 2018). However, as
they were designed mainly for Nature Science
questions, we extended them with two new anno-
tation types: “Domain Facts and Knowledge” and
“Negation” (see Appendix C for examples).

>Sometimes, grouping parallel questions in the same split
slightly violates the splitting ratios.

8To ensure that the cross-lingual evaluation is comparable
to the multilingual one, we use the same subset of questions
from language L4, that are used in Testas;
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The relative sizes of the knowledge and the rea-
soning types are shown in Figures 3 and 4. Here,
we must note that the sizes are approximate rather
than exact, since the annotations are subjective and
the distribution may vary.

4 Baseline Models

We divide our baselines into the following two
categories: (i) models without additional training,
and (i7) fine-tuned models. The first group con-
tains common baselines, i.e., random guessing and
information retrieval solver (Clark et al., 2016). In
addition, we evaluate the knowledge contained in
the pre-trained language model, i.e., mBERT (De-
vlin et al., 2019) and XLM-R (Conneau et al.,
2020), and we use it as an answering mechanism.
The second group of baselines compare the learn-
ing ability of state-of-the-art multilingual models
on the task of multiple-choice question answering.
Since we have multi-choice questions, we adopt
accuracy as an evaluation measure, as this is stan-
dard for this setup.

4.1 No Additional Training

Information Retrieval (IR) This IR baseline is
from Clark et al. (2016), and it ranks the possible
options o for each question ¢ based on the rele-
vance score returned by a search engine’. In par-
ticular, for each option o;, we form a query by ap-
pending the option’s text to the question’s (g + 0;),
and we send this concatenation to the search en-
gine. We then sum the returned scores for the top-
10 hits, and we predict the choice with the highest
score to be the correct answer. More detailed dis-
cussion can be found in Appendix D.

"We build and use a separate index for each language us-
ing ElasticSearch.

Pre-trained Model as a Knowledge Base (KB)
As we start to understand pre-trained BERT-like
models better(Petroni et al., 2019; Rogers et al.,
2020), we observe some interesting phenomena.
Here, we evaluate the knowledge contained in the
model by leveraging the standard masking mech-
anism used in pre-training. We tokenize each
question-option pair into subwords, and then we
replace all the pieces from the option with the
special [MASK] token. Following the notation
from Devlin et al. (2019), the input sequence can
be written as follows:

[CLST Q1] ... [Qn] [M-Oy] ... [M_-Om] [SEP],

where Q is the question, and M_O is the masked
option. Following the notation above, we obtain a
score for each option in the question based on the
normalized log-probability for the entire masked
sequence. (see Eq. 1).

1

= W ZIOgPMLM(t’Q> ey

te0;

score(O;)

We could probably obtain better results for that
evaluation if we form the question-option pairs as
a single statement, e.g., “What is the purpose of
something? [SEP] [M_O] — The purpose of some-
thing is [M_O].”

4.2 Fine-Tuned Models

We are interested in evaluating the ability of pre-
trained models to transfer science-based knowl-
edge across languages when fine-tuned.

In order to evaluate the QA capability of these
models, we follow the established approach in this
setting (Devlin et al., 2019; Liu et al., 2019¢; Sun
et al., 2019), and we fine-tune them to predict the
correct answer in a multi-choice setting, given a
selected context. This setup feeds the pre-trained
model with a text, tokenized using the correspond-
ing tokenizer for the model in the format:

[CLS] C [SEP] Q + O [SEP],
where C, Q and O are the tokenized knowledge
context (see Appendix D), the question, and the
option, respectively. Each question-option pair
(Q+O) is evaluated, and the one with the highest
confidence of being an answer is selected.

In our experiments, we used the Transform-
ers library (Wolf et al., 2019). We experimented
with the best-performing multilingual models: the
Multilingual version of BERT, or mBERT Devlin
et al. (2019), and the recently proposed XLM-
RoBERTa, or XLM-R (Conneau et al., 2020).
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ARC RI12 Exaus
Lang/Set E C en|ar bg de e fr hr hu it It mk pl pt sq sr tr vi| Al
Random Guess 25.0 25.0 25.0{25.0 25.0 29.4 32.0 29.4 26.7 27.7 26.0 25.0 25.0 25.0 25.0 25.0 26.2 23.1 25.0|25.9
IR (Wikipedia) - [31.0 29.6 29.3 27.2 32.1 31.9 29.7 27.6 29.8 32.2 29.2 27.5 25.3 31.8 28.5 27.5|29.5
XLM-R on RACE 61.6 459 57.4|39.1 439 37.2 40.0 37.4 38.8 39.9 36.9 40.5 45.9 33.9 374 423 35.6 37.1 35.9|39.1
w/ SciENs 73.6 51.2 68.4|39.1 442 35.5 37.9 37.1 385 37.9 39.5 41.3 49.8 36.1 39.3 42.5 37.4 37.4 35.9|39.6
then on Exaps (Full) [72.8 52.6 68.8|40.7 47.2 39.7 42.1 39.6 41.6 40.2 40.6 40.6 53.1 38.3 38.9 44.6 39.6 40.3 37.5|42.0
XLM-Rgse (Full) 542 36.4 54.6|34.5 35.7 36.7 38.3 36.5 35.6 33.3 33.3 33.2 41.4 30.8 29.8 33.5 32.3 30.4 32.1|34.1
mBERT (Full) 63.8 38.9 57.0|34.5 39.5 35.3 40.9 349 353 32.7 36.0 34.4 42.1 30.0 29.8 30.9 34.3 31.8 31.7|34.6
mBERT (E'xapus only) | 39.6 28.5 35.1|31.9 34.1 30.4 37.9 33.3 32.6 29.3 31.1 31.9 42.4 29.0 28.3 29.9 30.8 25.4 30.0|31.7
XLM-R as KB 30.8 26.2 27.2|31.0 27.2 31.7 37.9 29.9 27.6 29.3 28.0 28.3 23.5 24.6 27.0 25.6 254 24.4 24.9|27.0
XLM-R (Full) w/o ctx [45.4 39.2 47.6|30.2 34.8 34.3 30.2 33.0 33.6 33.4 28.5 30.9 37.5 30.0 32.4 36.7 32.1 31.7 30.4|32.8

Table 4: Overall per-language evaluation. The first three columns show the results on ARC Easy (E), ARC Chal-
lenge (C), and Regents 12 LivEnv (en). The following columns show the per-language and the overall results (the

last column All) for all languages. All is the score averaged over all E'yaus questions.

Multilingual BERT (Devlin et al., 2019) is a
fundamental multilingual model trained on 104
languages with a vocabulary of 110K word-pieces,
with a total of 172M parameters (12 layers, 768
hidden states, 12 heads).

XLM-RoBERTa (Conneau et al., 2020) is a re-
cent multilingual model based on RoBERTa (Liu
et al., 2019¢). It is trained on 100 languages, with
a larger vocabulary of 250K sentence pieces. It
comes in two sizes: XLM-Rp,s. (270M parame-
ters, same architecture as mBERT, except vocab
size), and XLM-R (550M parameters, 24 layers,
1,024 hidden states, 16 heads). For completeness,
we include both in our experiments.

We fine-tuned the aforementioned models fol-
lowing the standard procedure for multiple-choice
comprehension tasks, as described in (Devlin
et al.,, 2019) and (Liu et al., 2019c), using the
Transformers library (Wolf et al., 2019). The train-
ing details can be found in Appendix A.

5 Experiments and Results

In this section, we evaluate the performance of
the baseline models described in Section 4 on the
Exaus dataset. In Table 4, we show the overall
per-language performance of the evaluated mod-
els. The first group shows simple baselines: ran-
dom guessing and IR over Wikipedia articles. IR
is better than random guessing, but it is clear that
most questions require reasoning beyond simple
word matching. In the last group, we evaluate the
knowledge contained in the models before and af-
ter the QA fine-tuning. First, we evaluate XLM-R
as a knowledge base, and then we use the Full
model but with the question—option pair only.

5.1 Multilingual Evaluation

The next two groups show (i) how continuous fine-
tuning of XLM-R on multi-choice machine read-
ing comprehension and multi-choice science QA
helps, and (ii) how the different models (XLM-R,
XLM-Rpgyse, and mBERT) compare. We follow a
standard training scheme for such tasks: first we
fine-tune on RACE (Lai et al., 2017) (~85k EN
questions over documents), then on the AI2 En-
glish science datasets (we call them SciENs for
shorter), including ~9k EN questions with pro-
vided relevant contexts®, and, finally, on our mul-
tilingual training set (see Section 3.4) with re-
trieved relevant contexts from Wikipedia (see Ap-
pendix D), which is our desired multilingual eval-
uation setting and we call it Full. We can also
see that training on the SciENs, which has mostly
primary school questions from Natural Sciences,
only yields +0.5% improvement on Eyas. Nev-
ertheless, we see a 2.4% improvement with multi-
lingual fine-tuning on E'xyaus and +0.5% for En-
glish. In the third group, we compare the results
from mBERT, XLM-Rg,, and XLLM-R after fine-
tuning. Increasing the capacity of the model yields
improvements: XLM-R scores 7.4% higher on
Exaps, and more than 14% on English datasets,
compared to its base version (XLM-Rpas). How-
ever, mBERT and XLM-Rg,s have close perfor-
mance, with mBERT having a small advantage in
the multilingual setting.

Finally, we fine-tuned mBERT on E'yaus only.
As expected, the performance drops by 3% abso-
lute compared to the Full setup.

8We use the data described at nhttp://leaderboard.
allenai.org/arc/submission/blcotvl7rrltlue6bsv0

5433


http://leaderboard.allenai.org/arc/submission/blcotvl7rrltlue6bsv0
http://leaderboard.allenai.org/arc/submission/blcotvl7rrltlue6bsv0

Lang‘ Ag  Acn RIZ‘ de es fr it pt bg hr It mk pl sr hu sq ¢tr vi ar
engg \73.6* 512" 68.4°(355" 379 37.1 39.5 39.3 442 385 413 498 36.1 374 379 425 37.4 359 39.1
wiit | +1.4 +13 +14|+62 +4.2° +03° - [-37° +12 +41 +09 +08 +1.5 +3.1 +2.8 +09 -1.3 +1.8 +1.8
w/pt [+0.1 +12 -08 422 +25° 25 +14° - 403 00 +2.0 +08 -0.1 -06 -0.6 -1.3 +1.3 +0.6 +1.1
w/bg | +0.6 +04 -04 |+43.6 +08 +1.6 +34 -19 - +1.5" 429" +1.6" +0.1" +1.5" +2.0 +2.3 09 -0.8 +08
w/hr | +1.1 +1.7 -02 | +4.8 +3.8 +0.3 | +5.8 -2.8 +1.7° - 402" -0.1" +12" +6.7° +2.8 +1.7 +1.2 +0.5 -0.1
w/mk|+1.5 -05 +22|+1.0 +42 -03 +20 -26 +1.8° +3.9° +1.5° - +19" 0.0 +2.0 +6.9 +4.8 +0.5 +4.5
w/pl |20 -1.5 31| 00 +04 -25 +0.1 -13 +1.1" +1.0° -0.5° -02" - 0.0 -04 +0.3 +02 -1.4 +0.9
w/st | +1.8 -0.1 -12 [+2.6 +51 +19 +28 -0.6 +22" +6.2° +0.2° +1.3" +1.3° - +14 -04 -0.7 -1.0 +3.2
w/hu | 08 -08 -1.0 [+7.8 +102 +2.8 +1.1 -19 +0.7 +0.8 -32 +0.1 +09 +09 - -02 -02 -0.6 -14
w/sq | -0.1 403 -15|435 -05 -06 +0.8 +09 +09 +0.8 +1.0 +34 +0.6 +0.6 +1.9 - +0.4 +0.3 +0.2
w/itr | -05 +1.1 -15|+15 430 -19 +23 -30 +1.0 +1.0 27 +15 +02 +12 +24 +37 - -1.0 +1.8
w/vi | -05 +04 -08 | 429 +34 +4.1 +1.1 +1.1 +1.5 +1.7 +04 +04 +2.1 0.0 +1.7 +0.8 +1.1 - +3.4

Table 5: Cross-lingual zero-shot performance on Exyaus. The first three columns show the performance on the
test set of the AI2 science datasets (English), followed by per-language evaluation. The underlined values mark

languages that have parallel data with the source language, and the ones with an asterisk” are from the same family.

5.2 Knowledge Evaluation

The last two rows of Table 4 evaluate the knowl-
edge in the best model, namely XLM-R. With
XLM-R as KB (see Section 4.1) we see small im-
provement over the random baseline: +5% ARC
Easy, 2% on R12, and just +1% on Exaus and
ARC Challenge. Furthermore, we evaluate the
knowledge contained in the model after the Full
fine-tuning by excluding the relevant knowledge
context (ctx). This is better than the XLM-R as KB,
but it still achieves inferior overall results, which
shows that the stored knowledge is not enough,
and that we need to explicitly obtain additional
knowledge from an external source.

5.3 Cross-lingual Evaluation

Table 5 shows the results from the cross-lingual
zero-shot transfer compared to the English-only
baseline eng;;, from XLM-R fine-tuned on SciEN.
The languages are ordered by family, and then
alphabetically. We further fine-tune on a single
source language and we test on all other languages
using the splits described in Subsection 3.4. The
results show that the additional fine-tuning on a
single language is mostly positive. This is no-
table when fine-tuning on a language with simi-
lar linguistic characteristics to the target language,
e.g., Balto-Slavic: bg-sr, hr-mk, pl-mk, sr-bg.

We also see gains when the source language
contains more questions from largely represented
and harder subjects. Examples of such are the
experiments showing the positive effects of train-
ing on Vietnamese and Macedonian as source lan-
guages; they both contain such subjects: Biology,
History, Chemistry, Physics, and Geography.

This is an indication that the knowledge from
the same or from related subjects in a non-related
language is preferred over knowledge from non-
related subjects from a related language. For the
same reasons, Portuguese and Polish show neg-
ative effects of fine-tuning on some of the target
languages. They contain mostly niche subjects
such as Professional, Philosophy, Economics, Ge-
ology. We see a noticeable drop in accuracy for
Portuguese almost everywhere, but it has positive
effect on languages that contain similar subjects
(Biology, Economics) or are from the same lan-
guage family such as Spanish and Italian (for Por-
tuguese). We see the opposite in the Lithuanian-
Polish pair, languages from the same family (but
different subjects) have negative, or no effect on
each other. Finally, we analyze the results from
language pairs containing parallel examples (the
underlined values). Such pairs show consistent
improvement (+5 to +10), which suggests that the
model learns to align the parallel knowledge from
the source language to the target language. How-
ever, we also must note that the effect is strongly
dependent on the size of the overlapping sets.

5.4 Per-subject Fine-grained Evaluation

Fine-grained evaluation (Mihaylov and Frank,
2019; Xu et al., 2020) allows an in-depth analy-
sis of the question answering models. One of the
nice features of E'yaus is that it supports subject-
related fine-grained evaluation. On Figure 5, the
results are shown by subject group and per-subject
for Natural Science.”

Per-subject results for Social Science and Other are
available in Appendix E.
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Figure 5: Fine-grained evaluation by language and school subjects.

We can see that the Natural Science questions
are the most challenging ones, which is mostly
due to Chemistry and Physics. Those questions re-
quire very complex reasoning and knowledge such
as understanding physical models, processes and
causes, comparisons, algebraic skills and multi-
hop reasoning (see Section 3.5). These skills are
currently beyond the capabilities of the current QA
models, and pose interesting challenges for future
work (Welbl et al., 2018; Yang et al., 2018; Sax-
ton et al., 2019; Lample and Charton, 2020). In-
formatics is another challenging subject, as it re-
quires understanding programming code and posi-
tional numerical systems among others.

6 Discussion

Our results show that initial fine-tuning on a large
monolingual out-of-domain multi-choice machine
reading comprehension dataset (RACE (Lai et al.,
2017)) performs much better than no ftrain-
ing baselines for answering multilingual Exayps
questions. Moreover, additional training on En-
glish science QA in lower school levels has no
significant effect on the overall accuracy. These
results suggest that further investigation of fine-
tuning with other multilingual datasets (Gupta
et al.,, 2018; Lewis et al.,, 2020; Clark et al.,
2020; Efimov et al., 2020; d’Hoffschmidt et al.,
2020; Artetxe et al., 2020; Longpre et al., 2020)
is needed in order to understand the domain trans-
fer benefits to science QA in Eyaus, even if they
are not in a multi-choice setting (Khashabi et al.,
2020). Using domain-adaptive and task-adaptive
pre-training (Gururangan et al., 2020) to the mul-
tilingual science QA might offer further potential
benefits.

Moreover, we need a better knowledge context
for a given question—choice pair (the last row in
Table 4). Knowing that the context retrieved from
the noisy Wikipedia corpus is relevant for answer-
ing E'xaus questions, suggests that we need a bet-
ter multilingual science corpus, similar to Clark
et al. (2018); Pan et al. (2019); Bhakthavatsalam
et al. (2020). We further need better multilin-
gual knowledge selection and ranking (Banerjee
et al., 2019). Finally, our cross-lingual experi-
ments show that we can align the knowledge be-
tween languages from parallel examples, which
poses a new question: Is it only due to keyword
matching or could the model align full sentences?

7 Conclusion and Future Work

We presented Fxaus, a new challenging cross-
lingual and multilingual benchmark for science
QA in 16 languages and 24 subjects from high
school examinations.

We further proposed new fine-grained evalua-
tion that allows precise comparison across differ-
ent languages and school subjects. We performed
various experiments and analysis with pre-trained
multilingual models (XLM-R, mBERT), and we
demonstrated that there is a need for better reason-
ing and knowledge transfer in order to solve some
of the questions from Exaus. We hope that our
publicly available data and code will enable work
on multilingual models that can reason about ques-
tion answering in the challenging science domain.

In future work, we plan to extend the dataset
with more questions, more subjects, and more lan-
guages. We further plan to develop new models to
address the specific challenges we identified.
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A Fine-Tuning and Hyper-parameters

In this work, we are interested in the cross-
lingual transferability of multilingual models such
as mBERT (Devlin et al., 2019) and XLM-
RoBERTa (Conneau et al., 2020), each of which
comes pre-trained on more than 100 languages.
We evaluated the QA capabilities of these models,
following the established protocol (Devlin et al.,
2019; Liu et al., 2019c; Sun et al., 2019), namely
we fine-tuned them to predict the correct answer
in a multi-choice setting, given a selected context.
The aforementioned setup feeds the pre-trained
model with a text, processed using the model’s to-
kenizer in the following format:

[CLS] C [SEP] Q + O [SEP]

where C, Q and O are the tokenized knowledge
Context (see Appendix D), Question, and Option,
respectively.

We used the Transformers library (Wolf et al.,
2019). We fine-tuned mBERT, XLM-R, and
XLM-Rg; in three steps. We first fine-tuned the
models with RACE (Lai et al., 2017), a multiple-
choice reading comprehension dataset with around
85k questions for training. Then, we trained on the
combination of ARC (Clark et al., 2018), Open-
BookQA (Mihaylov et al., 2018), and Regents
Living Environments, as in the AristoRoBER-
TaV7 ARC Challenge leaderboard entry!'?; we re-
fer to these datasets as SciENs (Science English
datasets). We used the resulting pre-trained mod-
els as base models for our Multilingual and Cross-
lingual evaluations (Section 5 in the paper). For
the multilingual evaluation, we continued training
the model, previously fine-tuned on the SciENs
datasets, with our multilingual Train,;,,; set, vali-
dating on Dev,;,,; and testing on Test,,;. For our
cross-lingual evaluation, we continued training the
SciENs model on separate languages, as described
in Section 5.3.

In Table 6, we show the values of the hyper-
parameters for each fine-tuning step and corre-
sponding model. Note that these hyper-parameters
were not obtained with an exhaustive search, and
thus a better setting might exist for each model and
dataset. Initially, we used the hyper-parameters for
AristoRoBERTaV7 ARC Leaderboard submission
for English-only RoBERTa (Liu et al., 2019c):
epochs = 4, learning rate = le-5.

Ohttps://leaderboard.allenai.org/arc/
submission/blcotvl7rrltlue6bbsv0

With these parameters alone, the models did not
perform well, and thus we added a warmup of 0.1
and a weight decay of 0.06, which stabilized the
training. In all experiments, we used the Adam
optimizer with $1=0.9, 82=0.999, and e=1e-08.

We further performed manual tuning of the
hyper-parameters: we experimented with varia-
tions thereof, depending on the performance on
the corresponding development sets, and we ended
up with the values in Table 6. Moreover, we ad-
justed the batch size and the accumulation steps
depending on the availability of the GPUs on our
cluster: Nvidia GTX 1080 Ti (Pascal, 11GB mem-
ory) or Nvidia Quadro RTX 6000 (24GB). For
each examined setting, we trained for up-to 6
epochs, evaluating the model on the corresponding
development set every 100 to 1000 update steps,
depending on the dataset size and the effective
batch size. For the final evaluations, we chose the
model with the highest accuracy score on the cor-
responding development set.

Fine-tuning XLM-R (550M parameters) on
Nvidia Quadro RTX 6000 (24GB) with the
given hyper-parameters took around three hours
per epoch when fine-tuned on RACE (~85k
examples), 30 minutes per epoch when fine-
tuned on SciENs (~9k examples), and 30 min-
utes on Exaups on Trainpg,; (~8k examples).
Fine-tuning XLM-Rp,s (270M parameters) and
mBERT (172M parameters) on Nvidia GTX 1080
Ti (Pascal, 11GB memory) with the given hyper-
parameters took roughly 2 to 2.5 hours per epoch
when fine-tuned on RACE (~85k examples), 30 to
35 minutes per epoch when fine-tuned on SciENs
(~9k examples), and additional 30 minutes on the
Exaups Trainyg,; (~8k examples).

B Subject Analysis

The Natural Science group contains five subjects.
The corresponding question length is 16.4 char-
acters and 3.9 answers on average. Some of the
subjects are well-known and widely studied, such
as Physics, Biology and Chemistry. They appear
in at least 10 out of the 16 languages, covering 7
out of 8 language families. However, Geology is
less common and is present for only 4 languages.
Finally, Science is an isolated subject for Arabic.
This group contributes a total of 9,962 questions in
the entire dataset, as shown in Table 7. The major
groups in the table are divided with a horizontal
line for convenience.

5440


https://leaderboard.allenai.org/arc/submission/blcotvl7rrltlue6bsv0
https://leaderboard.allenai.org/arc/submission/blcotvl7rrltlue6bsv0

Model Batch Size  Accum. Steps Max Seq. Len. Learn Rate Warmup Weight Decay

fine-tune on RACE (Step 1)
mBERT 4 64 320 0.00005 0.1 -
XLM-R
XLM-Rpec 2 16 320 0.00001 0.1 0.06

fine-tune on SciENs (Step 2)
mBERT
XLM-R 2 16 320 0.00001 0.2 0.06
XLM‘RBase

Exaus Trainar, (Step 3 - Multilingual)
mBERT
XLM-R 2 16 320 0.00001 0.2 0.06
XLM'RBase
for each source language (Step 3 - Cross-lingual)

mBERT
XLM-R 2 8 320 0.00001 0.2 0.06
XLM'RBase

Table 6: The hyper-parameter values we used for fine-tuning.

The second subject group covers Social Sci-
ences. Geography, History, Philosophy, Psychol-
ogy and Ethics are more common, and thus are
included in seven languages on average (see Ta-
ble 7). The subject group’s average question
length is 18.5 characters. The only sizeable de-
viation being for Citizenship, as most of the ques-
tions in this subject explain some social situation
in detail.

The last and smallest of the three subject groups
is Others. It combines subjects that cannot be cat-
egorized as exactly science-related (either social
or natural). Those subjects are often specific for a
particular country or culture and are fairly diverse.
As expected, they are present for less languages
(just two).

B.1 Subject Definitions

Next, we give a brief description of the less com-
monly known subjects included in our dataset.

Agriculture covers questions about soil farming
and preservation, small animals breeding and their
general health care, and vehicle maintenance and
repair.

Business & Economics is a term used to com-
bine five similar subjects related to business and
economics. The questions in these subjects cover
theoretical questions on economics basis, market-
ing questions, business questions with elements of
accountancy, finances, and organizational studies.

Citizenship is a specific subject from the Viet-
namese school system, which tries to inform and
give better perspective on different social situa-
tions, to educate students in how to perform better,
and to be a more aware member of the society by
analyzing different norms and personal morality.

Fine Arts contains analytical and historical
questions about different forms of art such as
movies, music, art, etc.

Forestry studies the craft of managing, using,
conserving, and repairing forests, woodlands, and
associated resources around them such as water
sources and soil.

Geology is the study of the Earth, with the gen-
eral exclusion of present-day life, flow within the
ocean, and the atmosphere. Questions from this
subject cover branches of Geology such as Eco-
nomical Geology, Marine Geology, Geomorphol-
ogy, and Geophysics.

Informatics consists of questions about basic
hardware knowledge and software management as
well as basics of different positional numeral sys-
tems (e.g., binary and hexadecimal).

Islamic Studies refers to the academic studies
of Islam, Quran excerpts, and Muslim morality.
This a subject studied in the Qatari educational
system during both middle and high school.
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Group Subject Language Grade QLen ChLen #Ch #Q Vocab
Natural Science Biology ar, bg, hr, hu, it, sr, H 18.2 4.6 4.0 3,042 24,603
sq, mk, tr, pt, vi
Natural Science Chemistry bg, hr, it, sr, de, hu, H 17.3 4.6 4.2 2,315 14,420
sq, mk, tr, vi
Natural Science Geology hr, it, sr, 1t, pt H 12.9 56 4.0 720 7,251
Natural Science Physics ar, bg, hr, it, st, fr,de, H 249 7.0 3.6 3,465 26,103
hu, es, sq, mk, tr, vi
Natural Science Science ar M, H 9.1 3.0 40 120 1,239
Social Science  Busin. & Econ. fr, de, hu, sq, mk, tr, pt H 5.7 6.5 39 2,012 16,875
Social Science Citizenship vi H 45.1 63 40 119 980
Social Science Ethics hr, it, sr H 15.5 26 40 194 1,859
Social Science  Geography bg, hr, fr, de, hu, it, H 15.2 50 4.2 1,349 11,207
ST, €8, tr, Vi
Social Science History bg, hr, it, sr, It, sq, H 16.6 59 4.1 3,300 32,709
mk, tr, vi
Social Science Philosophy bg, hr, it, sr, sq, mk, H 16.5 39 4.1 1,903 19,373
tr, pt
Social Science Politics hr, hu, it, sr H 18.2 2.8 3.0 493 5,068
Social Science Psychology hr, it, sr H 16.5 39 4.1 1,903 19,373
Social Science Social ar M, H 10.8 34 4.0 277 2,828
Social Science  Sociology hr, it, sr, sq, mk, tr H 15.2 34 40 566 6,374
Other Agriculture hu H 7.9 36 43 215 1918
Other Fine Arts sq, mk H 12.1 38 40 757 5,691
Other Forestry hu H 7.8 29 3.7 241 1,957
Other Informatics hr, it, sr H 18.7 62 4.0 311 2,695
Other Islamic Studies ar M, H 94 3.0 4.0 78 925
Other Landscaping hu H 7.4 3.8 49 49 596
Other Professional pl H 13.7 43 4.0 1,971 18,990
Other Religion hr, sr H 10.3 36 40 222 2,159
Other Tourism de, hu H 8.8 52 4.0 20 359

Table 7: Per-subject statistics. The grade is High (H), and Middle (M). The average length of the question (Q Len)
and the choices (Ch Len) are measured in number of tokens, and the vocabulary size (Vocab) is shown in number

of words.

Landscaping teaches about modifying the visi-
ble features of an area of land, trees and park deco-
rations. It also contains questions about plants and
soils.

Politics covers Croatia’s political system, histor-
ical questions about the country’s development,
as well as different regulations and laws, interna-
tional relations and contracts.

Professional subject is present in the Polish
school system and covers knowledge on specific
professions such as flight attendant, babysitter,
care taker, office worker in terms of profession’s
regulations, rules and established norms, etc.

Religion subject covers Christianity studies
such as Bible knowledge, related traditions,
e.g., baptism, marriage, etc.

Tourism covers hospitality management, as
well as basis of business and traditions in Hungary
and its neighbouring countries.

Science which is used in the Arabic school sys-
tem throughout middle and high grade studies
combines general science questions from Biology,
Chemistry, Physics Geology and their branches
such as as Biophysics, Astrophysics, and Bio-
chemistry.

Social subject, similarly to Science, combines
questions from political, cultural, historical and
geographical studies.

Sociology is the study of society, patterns of so-
cial relationships, social interaction, and culture
that surrounds our everyday life.
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Language  Wiki code | #Sentences #Articles Stop word Stemming Keyword Language
(millions) (millions) removal extraction specific

ARC Corpus - ‘ 14.6 - v v v v

German de 50.0 243 v v v v

French fr 30.0 22V v v v

Italian it 17.5 1.61 v v v v

Spanish es 22.7 1.60 v v v

Polish pl 15.6 1.41 v

Vietnamese  vi 6.4 1.25 v v v

Portuguese  pt 11.6 1.03 v v v

Arabic ar 6.0 104 vV v v

Serbian sr 4.6 0.63

Hungarian  hu 7.1 0.47 v v v

Turkish tr 4.0 0.35 v v v v

Bulgarian  bg 3.0 0.26 v v v

Croatian hr 2.7 0.22

Lithuanian It 2.0 020 v v v

Macedonian mk 1.6 0.11

Albanian sq | 0.8 0.08

Table 8: Description of the per-language indices used as a source of background knowledge in our experiments.

C Reasoning and Knowledge Types

For our reasoning and knowledge type annota-
tions, we followed the procedure and re-used the
annotation types presented in (Clark et al., 2018;
Boratko et al., 2018). However, as they were de-
signed mainly for Natural Science questions, we
had to extend them with two new types:

Domain Facts and Knowledge (Knowledge)
This skill requires specific expertise in properties
and facts in a given domain, e.g., physical proper-
ties, characteristics of a chemical element.

Example from Philosophy (Portugal):

Which of the following is an example of a priori
knowledge?

A) I know my name.

B) I know how old I am.

C) I know that no brother is an only child. v’

D) I know some parents are not married.

Negation (Reasoning) is a direct statement of
negation, and it is often combined with other rea-
soning types such as linguistic matching.

Example from Fine Arts (North Macedonia):

Which of the following works of art does not belong to
the fine arts?

A) Graphics.

B) Poem. v’

C) Design.

D) Sculpture.

D Background Knowledge Corpus

Students need good textbooks to study before they
can pass an exam, and the same holds for a good
machine reading model. However, finding the in-
formation needed to answer a question, especially
for questions in such a narrow domain as the sub-
jects studied in high schools, usually requires a
collection of specialized texts. The ARC Cor-
pus (Clark et al., 2018) is an example of such a
collection. It is built by querying a major search
engine, and around 100 hand-written templates for
80 science topics covered by US elementary and
middle schools. Albeit effective, this strategy re-
lies on crafting templates for all language—subject
pairs, making the task time-consuming if applied
to multiple languages and subjects.

In our work, we used articles from Wikipedia
to build a background knowledge corpus for each
language. In particular, we parsed the text from
the entire Wikipage, removing non-textual con-
tent, e.g., HTML tags, tables, etc. Following the
common strategy used to solve similar tasks in En-
glish (Clark et al., 2018; Mihaylov et al., 2018),
we split each document into sentences and we in-
dexed them using an inverted index. In order to
reduce the search space, and to mitigate the effect
of known linguistic phenomena within the same
language family, e.g., homonyms, partially shared
alphabet, etc., we created a separate index for each
language.
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Figure 6: Fine-grained evaluation by language and school subjects in Social Science and Other.

Table 8 describes the main characteristics of
the indices created for each language from its
Wikipedia dump.!! We compared the size of our
index to the one from ARC (Clark et al., 2018).
The number of articles for each language is taken
from Wikipedia’s official statistics '>. We also
marked the language analysis applied on the index.
Some of the languages in Eyaus are low-resource
ones, especially the ones from the Balto-Slavic
family, which is also clear from their Wikipedia
sizes. In the table, we see that half of the languages
have under one million articles, and Albanian even
falls under 100K. Moreover, even more languages
are comparable with the number of sentences in
the ARC Corpus, which is also built from science
books. Finally, some of the languages (Serbian,
Croatian, Macedonian, and Albanian) are not pro-
cessed with any language-specific ElasticSearch
analyzers.

"'We used the official Wiki dumps from March 2020 for
all languages. http://dumps.wikimedia.org/

2The statistics are extracted from http://meta.
wikimedia.org/wiki/List_of_ Wikipedias

E Fine-Grained Evaluation

Figure 6 shows fine-grained evaluation for two
subject groups: Social Science and Others. We
can see that these subjects are less challenging
than Natural Science. One reason is that many
of the subjects in these two groups such as Busi-
ness & Economics, Geography, and History can be
answered using knowledge that is easily accessi-
ble in sources such as Wikipedia (e.g., “Who was
the first prime minister of Poland after 1990?7”),
i.e., without the need for complex reasoning or
calculations, which are often needed in order to
answer questions in subjects such as Physics and
Chemistry. Nevertheless, while seeing scores as
high as 60% for some subjects and languages, the
current multilingual QA models are still far from
perfect, which leaves a lot of room for improve-
ment.

5444


http://dumps.wikimedia.org/
http://meta.wikimedia.org/wiki/List_of_Wikipedias
http://meta.wikimedia.org/wiki/List_of_Wikipedias

