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Abstract

Product attribute values are essential in many
e-commerce scenarios, such as customer ser-
vice robots, product recommendations, and
product retrieval. While in the real world, the
attribute values of a product are usually incom-
plete and vary over time, which greatly hinders
the practical applications. In this paper, we
propose a multimodal method to jointly pre-
dict product attributes and extract values from
textual product descriptions with the help of
the product images. We argue that product at-
tributes and values are highly correlated, e.g.,
it will be easier to extract the values on condi-
tion that the product attributes are given. Thus,
we jointly model the attribute prediction and
value extraction tasks from multiple aspects to-
wards the interactions between attributes and
values. Moreover, product images have dis-
tinct effects on our tasks for different prod-
uct attributes and values. Thus, we selectively
draw useful visual information from product
images to enhance our model. We annotate a
multimodal product attribute value dataset that
contains 87,194 instances, and the experimen-
tal results on this dataset demonstrate that ex-
plicitly modeling the relationship between at-
tributes and values facilitates our method to
establish the correspondence between them,
and selectively utilizing visual product infor-
mation is necessary for the task. Our code
and dataset are available at https://github.
com/jd-aig/JAVE.

1 Introduction

Product attribute values that provide details of the
product are crucial parts of e-commerce, which
help customers to make purchasing decisions and
facilitate retailers on many applications, such as
question answering system (Yih et al., 2015; Yu
et al., 2017), product recommendations (Gong,
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This golden lapel
shirt can be paired 
with black shoes 
……
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Collar Type lapel
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Figure 1: An example of predicting attributes and ex-
tracting values from the textual product description
with the aid of the visual product information.

2009; Cao et al., 2018), and product retrieval (Liao
et al., 2018; Magnani et al., 2019). While product
attribute values are pervasively incomplete for a
massive number of products on the e-commerce
platform. According to our statistics on a main-
stream e-commerce platform in China, there are
over 40 attributes for the products in clothing cat-
egory, but the average count of attributes present
for each product is fewer than 8. The absence of
the product attributes seriously affects customers’
shopping experience and reduces the potential of
successful trading. In this paper, we propose a
method to jointly predict product attributes and
extract the corresponding values with multimodal
product information, as shown in Figure 1.

Though plenty of systems have been proposed to
supplement product attribute values (Putthividhya
and Hu, 2011; More, 2016; Shinzato and Sekine,
2013; Zheng et al., 2018; Xu et al., 2019), the re-
lationship between product attributes and values
are not sufficiently explored, and most of these
approaches primarily focus on the text informa-
tion. Attributes and values are, however, known to
strongly depend on each other, and vision can play
a particularly essential role for this task.

https://github.com/jd-aig/JAVE
https://github.com/jd-aig/JAVE
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Figure 2: Framework of our model.

Intuitively, product attributes and values are mu-
tually indicative. Given a textual product descrip-
tion, we can extract attribute values more accurately
with a known product attribute. We model the re-
lationship between product attributes and values
from the following three aspects. First, we apply
a multitask learning (Caruana, 1997) method to
predict the product attributes and the values jointly.
Second, we extract values with the guidance of
the predicted product attributes. Third, we adopt
a Kullback-Leibler (KL) (Kullback and Leibler,
1951) measurement to penalize the inconsistency
between the distribution of the product attribute
prediction and that of the value extraction.

Furthermore, beyond the textual product descrip-
tions, product images can provide additional clues
for the attribute prediction and value extraction
tasks. Figure 1 illustrates this phenomenon. Given
a description “This golden band collar shirt can be
paired with black shoes”, the term “golden” can
be ambiguous for predicting the product attributes.
While by viewing the product image, we can easily
recognize the attribute corresponding to “golden”
is “Color” instead of “Material”. Moreover, the
product image can indicate that the term “black” is
not an attribute value of the current product; thus,
it should not be extracted. This may be tricky for
the model based on purely textual descriptions, but
leveraging the visual information can make it easier.
In addition, multimodal information shows promis-

ing efficiency on many tasks (Lu et al., 2016; Li
et al., 2017; Anderson et al., 2018; Li et al., 2018;
Yu et al., 2019; Li et al., 2019; Tan and Bansal,
2019; Liu et al., 2019; Su et al., 2020; Li et al.,
2020). Therefore, we propose to incorporate vi-
sual information into our task. First, we selec-
tively enhance the semantic representation of the
textual product descriptions with a global-gated
cross-modality attention module that is anticipated
to benefit attribute prediction task with visually
grounded semantics. Moreover, for different val-
ues, our model selectively utilizes visual informa-
tion with a regional-gated cross-modality attention
module to improve the accuracy of values extrac-
tion.

Our main contributions are threefold:

• We propose an end-to-end model to predict
product attributes and extract the correspond-
ing values.

• Our model can selectively adopt visual prod-
uct information by global and regional visual
gates to enhance the attribute prediction and
value extraction model.

• We build a multimodal product attribute value
dataset that contains 87,194 instances, involv-
ing various product categories.
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2 Model

2.1 Overview

In this work, we tackle the product attribute-value
pair completion task, i.e., predicting attributes
and extracting the corresponding values for e-
commerce products. The input of the task is a
“textual product description, product image” pair,
and the outputs are the product attributes (there may
be more than one attribute in the descriptions) and
the corresponding values. We model the product
attribute prediction task as a sequence-level mul-
tilabel classification task and the value extraction
task as a sequence labeling task.

The framework of our proposed Multimodal
Joint Attribute Prediction and Value Extraction
model (M-JAVE) is shown in Figure 2. The in-
put sentence is encoded by a pretrained BERT
model (Devlin et al., 2019), and the image is en-
coded by a pretrained ResNet model (He et al.,
2016). The global-gated cross-modality attention
layer encodes text and image into the multimodal
hidden representations. Then, the M-JAVE model
predicts the product attributes based on the multi-
modal representations. Next, the model extracts
the values based on the previously predicted prod-
uct attributes and the multimodal representations
obtained through the regional-gated cross-modality
attention layer. We apply the multitask learning
framework to jointly model the product attribute
prediction and value extraction. Considering the
constraints between the product attributes and val-
ues, we adopt a KL loss to penalize the inconsis-
tency between the distribution of the product at-
tribute prediction and that of the value extraction.

2.2 Text Encoder

The text embedding vectors are encoded by a
BERT-base model, which uses a concatenation
of WordPiece (Wu et al., 2016) embeddings, po-
sitional embeddings, and segment embeddings
as the input representation. In addition, a spe-
cial classification embedding ([CLS]) is inserted
as the first token, and a special token ([SEP ])
is added as the final token. Given a textual
product description sentence decorated with two
special tokens x = ([CLS], x1, ..., xN , [SEP ]),
BERT outputs an embedding sequence h =
(h0, h1, ..., hN , hN+1).

2.3 Image Encoder

We apply the ResNet (He et al., 2016) to encode the
product images. We extract the activations from the
last pooling layer of ResNet-101 that is pretrained
on the ImageNet (Deng et al., 2009) as the global
visual feature vG. We use the 7 × 7 × 2048 fea-
ture map of the conv5 layer as the regional image
feature v = (v1, ..., vK), where K = 49.

2.4 Global-Gated Cross-Modality Attention
Layer

Intuitively, for a specific product, as different
modalities are semantically pertinent, we apply a
cross-modality attention module to incorporate the
textual and visual semantics into the multimodal
hidden representations.

Inspired by the self-attention mecha-
nism (Vaswani et al., 2017), we build a
cross-modality attention layer capable of di-
rectly associating source tokens at different
positions of the sentence and different regions
of the image, by computing the attention score
between each token-token pair and token-region
pair, respectively. We argue that what is crucial
to the cross-modality attention layer is the ability
to selectively enrich the semantic representation
of a sentence through the aid of an image. In
other words, we need to avoid introducing noises
resulted from when the image fails to represent
some semantic meaning of words, such as abstract
concepts. To achieve this, we design a global
visual gate to filter out visual noise for any words
that are irrelevant based on the visual signals.

Specifically, we feed the text and image repre-
sentations hi and vk into the global-gated cross-
modality attention layer, and then we obtain the
enhanced multimodal representation h

′
i as follows:

etij = (W t
Qhi)(W

t
Khj)

T /
√
d (1)

αt
ij = exp(etij)/

∑
m

exp(etim) (2)

evik = (W v
Qhi)(W

v
Kvk)T /

√
d (3)

αv
ik = exp(evik)/

∑
n

exp(evin) (4)

h
′
i =

∑
j
αt
ijW

t
V hj + gGi

∑
k
αv
ikW

v
V vk (5)

where W t
Q, W t

K , W t
V , W v

Q, W v
K , W v

V are weight
matrices, and d is the dimension of W t

Qhi.
The global visual gate gGi is determined by the

representation of the sentence and the image, which
are obtained by the text encoder and the image
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encoder, respectively, as follows:

gGi = σ(W1hi +W2vG + b) (6)

where W1 and W2 are weight matrices.

2.5 Product Attribute Prediction
For an instance in the dataset, given ya =
(ya1 , ..., y

a
L), where yal = 1 denotes the instance

with l-th attribute label, to predict the product at-
tributes, we feed the text representation hi, the
multimodal representation h

′
i, and h0 perceptron

(the special classification element [CLS] in BERT)
into a feed-forward layer to output the predicted
attribute labels ŷa = (ŷ1

a, ..., ŷL
a):

ŷa = σ(W3

∑
i
hi +W4

∑
i
h
′
i +W5h0) (7)

where W3, W4 and W5 are weight matrices.
Then we calculate the loss of the attribute predic-

tion task by binary cross entropy over all L labels:

Lossa = CrossEntropy(ya, ŷa) (8)

2.6 Product Value Extraction
We regard the value extraction as a sequence label-
ing task that tags the input x = (x1, ..., xN ) with
the label sequence yv = (yv1 , ..., y

v
N ) in the BIO

format, e.g., attribute label “Material” corresponds
to tags “B-Material” and “I-Material”.

We argue that the product attributes can provide
crucial indications for the attribute values. For ex-
ample, given a sentence “The red collar and golden
buttons in the shirt form a colorful fashion topic”
and the predicted product attribute “Color”, it is
easy to recognize the value “golden” corresponding
to attribute “Color” instead of “Material”. Thus,
we incorporate the result of the product attribute
prediction ŷa to improve the value extraction.

Moreover, for a given product attribute, some
regions of the image corresponding are more im-
portant than others. Thus, we set a gate gRk for each
image region to obtain a weighted visual seman-
tic representation, which aims to use the regional
image information more efficiently. Specifically,
we feed text representation hi, multimodal rep-
resentation h

′
i, and image representation vk into

a regional-gated cross-modality attention layer
and output the value labels ŷv = (ŷ1

v, ..., ŷN
v):

ŷvi = softmax(W6hi +W7h
′
i +W8ŷa

+
∑

k
gRk α

v
ikW

v
V vk) (9)

where W6, W7, W8, and W v
V are weight matrices.

The regional visual gate gRk is determined by the
regional visual semantics and the product attributes
as follows:

gRk = σ(W9ŷa +W10vk) (10)

where W9 and W10 are weight matrices.
Then we calculate the loss of the value extraction

task by cross entropy:

Lossv = CrossEntropy(yv, ŷv) (11)

2.7 Multitask Learning
To jointly model product attribute prediction and
value extraction, our method is trained end-to-end
via minimizing Lossa and Lossv coordinatively.

Moreover, the outputs of attribute prediction and
value extraction are highly correlated, and thus we
adopt a KL constraint between the outputs. Given
the l-th attribute label, we assume that there are two
corresponding value extraction tags e.g., attribute
label “Material” corresponds to tags “B-Material”
and “I-Material”, and their probabilities can be
expressed as yv(Bl) and yv(Il). Then the attribute
prediction distribution mapped from the output of
the corresponding value extraction task can be as-
signed as ŷv→a = (ŷv→a

1 , ..., ŷv→a
L ), where

ŷv→a
l =

1

2
(max

i
ŷvi (Bl) + max

i
ŷvi (Il)) (12)

The KL loss is:

KL(ŷa||ŷv→a) =
∑

l
ŷal log

ŷal
ŷv→a
l

(13)

and the final joint loss function is

Loss =Lossa + Lossv + λKL(ŷa||ŷv→a) (14)

3 Dataset

We collect a Multimodal E-commerce Product At-
tribute Value Extraction (MEPAVE) dataset with
textual product descriptions and product images.
Specifically, we collect instances from a main-
stream Chinese e-commerce platform1. Crowd-
sourcing annotators are well-experienced in the
area of e-commerce. Given a sentence, they are
required to annotate the position of values men-
tioned in the sentence and label the corresponding
attributes. In addition, the annotators also need to
check the validity of the product text-image from

1https://www.jd.com/
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Category #Product #Instance #Attr #Value
Clothes 12,240 34,154 14 1,210
Shoes 9,022 20,525 10 1,036
Bags 3,376 8,307 8 631
Luggage 1,291 2,227 7 275
Dresses 4,567 12,283 13 714
Boots 713 2,090 11 322
Pants 2,832 7,608 13 595
Total 34,041 87,194 26 2,129

Table 1: Statistics of the our MEPAVE dataset.

its main page in e-commerce websites, and the
unqualified ones will be removed. We randomly
select 1,000 instances to be annotated three times
to ensure annotation consistency; the consistency
rate is 92.83%. Finally, we obtained 87,194 text-
image instances consisting of the following cate-
gories of products: Clothes, Pants, Dresses, Shoes,
Boots, Luggage, and Bags, and involving 26 types
of product attributes such as “Material”, “Collar
Type”, “Color”, etc. The distribution of different
product categories and attribute values is shown in
Table 1. We randomly split all the instances into a
training set with 71,194 instances, a validation set
with 8,000 instances, and a testing set with 8,000
instances.

IV et al. (2017) release the English Multimodal
Attribute Extraction (MAE) dataset. Each instance
in the MAE dataset contains a textual product de-
scription, a collection of images, and attribute-
value pairs, where the values are not constrained
to present in the textual product description. To
verify our model on the MAE dataset, we select the
instances whose values are in the textual product de-
scription, and we label the values by exactly match-
ing. We denote this subset of the MAE dataset as
MAE-text and the rest as MAE-image (values can
be only inferred by the images).

4 Experiment

We compare our proposed methods with the fol-
lowing baselines: WSM is the method that uses
attribute values in the training set to retrieve the
attribute values in the testing set by word match-
ing. Sep-BERT is the pretrained BERT model
with feed-forward layers to perform these two sub-
tasks separately. RNN-LSTM (Hakkani-Tür et al.,
2016), Attn-BiRNN (Liu and Lane, 2016), Slot-
Gated (Goo et al., 2018), and Joint-BERT (Chen
et al., 2019) are the models to address intent clas-
sification and slot filling tasks, which are similar
to the attribute prediction and value extraction, and

Item Value
Text Hidden Size 768
Image Hidden Size 2048
Image Block Number 49 (7*7)
Attention Vector Size 200
Max Sequence Length 46
Learning Rate 0.0001
Activation Function sigmoid
Lambda for KL Loss 0.5
Batch Size 128
Epoch Number 50
Model Size 112M
GPU 1x NVIDIA Tesla P40
Training Time 50 minutes

Table 2: Details about hyper-parameters.

Model Attribute Value
WSM 77.20 72.52
Sep-BERT 86.34 83.12
RNN-LSTM (Hakkani-Tür et al., 2016) 85.76 82.92
Attn-BiRNN (Liu and Lane, 2016) 86.10 83.28
Slot-Gated (Goo et al., 2018) 86.70 83.35
Joint-BERT (Chen et al., 2019) 86.93 83.73
ScalingUp (Xu et al., 2019) - 77.12
JAVE (LSTM based) 87.88 84.09
JAVE (BERT based) 87.98 84.78
M-JAVE (LSTM based) 90.19 86.41
M-JAVE (BERT based) 90.69 87.17

Table 3: Main results (F1 score %) of comparative
methods and variants of our model.

we adopt these models to our task. RNN-LSTM
and Attn-BiRNN use a bidirectional LSTM and
an attention-based model for joint learning, respec-
tively. Slot-Gated introduces a gate-based mech-
anism to learn the relationship between these two
tasks. Joint-BERT finetunes the BERT model with
joint learning. ScalingUp (Xu et al., 2019) adopts
BiLSTM, CRF, and attention mechanism for in-
troducing hidden semantic interaction between at-
tribute and text.

We report the results of our text-only and mul-
timodal models, i.e., JAVE and M-JAVE. In addi-
tion, to eliminate the influences of different text en-
coders, we also conduct experiments with BiLSTM
as the text encoder. Details about hyper-parameters
are shown in Table 2.

4.1 Main Results

We evaluate our model on two subtasks, including
attribute prediction and value extraction. The main
results in Table 3 show that our proposed M-JAVE
model based on the BERT and the Bidirectional
LSTM (BiLSTM) both outperform the baselines
significantly (paired t-test, p-value < 0.01), which
proves an excellent generalization ability of our
methods. From the results of our proposed M-JAVE
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Figure 3: Experimental results of the M-JAVE model
for each product category.

and JAVE models, we can observe that the BERT
is advantageous over the LSTM and visual prod-
uct information improves the performance. The
M-JAVE model achieves the best performance of
90.69% and 87.17% F1 scores on two subtasks.

Moreover, experimental results demonstrate
the superiority of our JAVE model (either
based on LSTM or BERT) against the models
of WSM, RNN-LSTM, Sep-BERT, and joint-
learning based models including Attn-BiRNN,
Slot-Gated and Joint-BERT, indicating that the
strategies for integrating the relationship between
attributes and values into our models are necessary
for the tasks. We evaluate the ScalingUp model
to predict the value for each given attribute on our
dataset, and the result is unsatisfactory. With the
in-depth study, we found that it can be ascribed
to identifying values that do not correspond to the
given attribute. Over 34.52% of the predicted val-
ues are not the actual values for the input attributes,
whereas this number is only 16.51% for our JAVE
model. As a result, the ScalingUp model obtains
a higher recall score (93.78%) while a lower preci-
sion score of (65.48%) than our model (89.82% for
recall score and 80.27% for the precision score).
We argue that explicitly modeling the relationship
between attributes and values facilitates our meth-
ods to establish the correspondence between them.

More details including the results for each prod-
uct category and for each type of attribute are
shown in Figure 3 and 4. We can find that our
proposed method achieves satisfactory results for
every category, and is not only suitable for simple
attributes related to appearance, such as “Color”
and “Pant Length”, but also can deal with complex
attributes, such as “Elasticity” and “Material”.

To verify the adaptability of our proposed mod-
els, we conduct experiments on the English MAE
dataset (IV et al., 2017). The model proposed along
with the MAE dataset takes textual product descrip-
tions, visual information, and product attributes as
input and treats the attribute value extraction task

Model MAE MAE-text MAE-image
MAE-model 59.48 72.96 52.11
M-JAVE (LSTM) - 74.41 -
M-JAVE (BERT) - 75.01 -

Table 4: Experimental results (accuracy %) of our pro-
posed model and MAE baseline model (MAE-model).

as predicting the value for a given product attribute.
Thus, we compare our M-JAVE model with the
MAE-model only on the value extraction task.

As shown in Table 4, on the MAE-text subset,
our M-JAVE (LSTM) and M-JAVE (BERT) models
outperform the MAE-model with 1.45% and 2.05%
accuracy gains, respectively. On the original MAE
and MAE-image subset, the accuracy scores of the
MAE-model are 59.48% and 52.11%, respectively,
which are much lower than that on the MAE-text
subset. We argue that it may be risky to predict
the product values that do not appear in the textual
product descriptions, and defining the value predic-
tion as an extractive-based task is more reasonable
for practical applications.

4.2 Ablation Study
We perform ablation studies to confirm the effec-
tiveness of the main modules of our models.

4.2.1 Modeling the Relationship between
Product Attributes and Values

We explore the relationship between attributes and
values from three aspects, including 1) applying
the multitask learning to jointly predict the product
attributes and values, 2) extracting values based on
the predicted product attributes, and 3) introducing
a KL loss to penalize the inconsistency between
the results of product attributes and values.

Based on our text-only model, i.e., JAVE, we
conduct experiments to evaluate the effectiveness
of modeling the relationship by ablating the mod-
ules corresponding to the above three aspects.

• w/o MTL is the model without multitask learn-
ing (i.e., the two subtasks are addressed sepa-
rately).

• w/o AttrPred is the model without using the
predicted product attributes in value extraction
(i.e., remove W8ŷa in Eq. 9).

• w/o KL loss is the model without the KL loss
(i.e., set λ = 0 in Eq. 14).

Furthermore, we get the upper bound of attribute
prediction training with the ground-truth values



2135

Unrelated to AppearanceRelated to Appearance

0
20
40
60
80

100

Colo
r

Shap
e

Slee
ve

 Len
gth

Skir
t L

en
gth

Pant
 Len

gth

Pant
 Shap

e

Coll
ar 

Typ
e

Slee
ve

 Typ
e

Wais
t T

yp
e

Boo
t H

eig
ht

Heel
 H

eig
ht

Upp
er 

Heig
ht

Toe
 Shap

e

Patt
ern

 Typ
e

Hem
 Typ

e

Pock
et 

Typ
e

Neck
lin

e D
ept

h

Slit 
Typ

e

Clos
ure

 Typ
e

Tech
no

log
y

Styl
e

Silh
ou

ett
e

Seas
on

Thic
kn

ess

Elas
tic

ity

Mate
ria

l

F1 (%) for Attribute Prediction F1 (%) for Value Extraction

Figure 4: Experimental results of the M-JAVE model for each type of attribute.

Model Attribute Value
JAVE 87.98 84.78
JAVE w/o MTL 87.36 83.99
JAVE w/o AttrPred 86.74 83.90
JAVE w/o KL-Loss 87.24 84.26
JAVE (UpBound of Attribute Task) 89.03 100.0
JAVE (UpBound of Value Task) 100.0 88.72

Table 5: Experimental results (F1 score %) for ablation
study on the relationship between attributes and values.
“UpBound” denotes “Upper Bound”.

Model Attribute Value
M-JAVE 90.69 87.17
M-JAVE w/o Visual Info (JAVE) 87.98 84.78
M-JAVE w/o Global-Gated CrossMAtt 88.52 85.90
M-JAVE w/o Regional-Gated CrossMAtt 88.29 85.38
M-JAVE w/o Global Visual Gate 87.27 80.32
M-JAVE w/o Regional Visual Gate 87.66 82.54

Table 6: Experimental results (F1 score %) for ablation
study on the product images.

(Eq. 13); we get the upper bound of value extraction
training with the ground-truth attributes (Eq. 9 and
13).

Table 5 shows a comparison of the JAVE model
concerning the ablations. We can see that the JAVE
model achieves the best performance. The results
of the method “JAVE w/o MTL”, “JAVE w/o Attr-
Pred”, and “JAVE w/o KL loss” drop the F1 scores
by 0.62%, 1.24%, and 0.74% respectively for prod-
uct attribute prediction, and drop the F1 scores by
0.79%, 0.88% and 0.52% respectively for value
extraction, showing the effectiveness of modeling
the relationship between product attributes and val-
ues. The results for the upper bound study shows
the strong correlation between product attribute
prediction and value extraction.

4.2.2 Integrating Visual Product Information
Our model mainly utilizes visual information of
products from two aspects, including 1) predict-
ing product attributes with a global-gated cross-
modality attention module, and 2) extracting val-

ues with a regional-gated cross-modality attention
module. We evaluate the effectiveness of visual
product information as follows.

• w/o Visual Info is the model without utilizing
visual information (i.e., JAVE).

• w/o Global-Gated CrossMAtt is the model
without the global-gated cross-modality atten-
tion (i.e., remove the right part in Eq. 5).

• w/o Regional-Gated CrossMAtt is the model
without the regional-gated cross-modality at-
tention (i.e., remove the right-most part in
Eq. 9 inside the softmax function).

• w/o Global Visual Gate is the model with-
out the global visual gate (i.e., remove gGi in
Eq. 5).

• w/o Regional Visual Gate is the model with-
out the regional visual gate, (i.e., remove gRk
in Eq. 9).

From Table 6, we can see that removing global-
gated or regional-gated cross-modality attention
modules degrades the performances on both sub-
tasks, proving the effectiveness of visual informa-
tion for our task.

Moreover, for the models with cross-modality
attention modules while without global or regional
visual gates, i.e., M-JAVE w/o Global Visual Gate
and M-JAVE w/o Regional Visual Gate, respec-
tively, the performances are worse than that of
M-JAVE significantly. Remarkably, the models
of M-JAVE w/o Global Visual Gate and M-JAVE
w/o Regional Visual Gate underperform the models
thoroughly removing visual-related modules.

To sum up, using the visual product information
indiscriminately poses detrimental effects on the
model, and selectively utilizing visual product in-
formation with global and regional visual gates are
essential for our tasks.
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4.3 Adversarial Evaluation of Attribute
Prediction and Value Extraction

To further verify whether the visual product infor-
mation can improve the performance of product
attribute prediction and value extraction, we adopt
an adversarial evaluation method (Elliott, 2018)
that measures the performance variation when our
model is presented with a random incongruent im-
age.

The awareness score of a modelM on an evalu-
ation dataset D is defined as follows:

∆Awareness =
1

|D|

|D|∑
i

aM(xi, yi, vi, v̄i) (15)

Where ∆Awareness denotes the image awareness. x,
y denote the the text and the values of the product,
respectively. v, v̄ denote the congruent image and
the incongruent image, respectively.

We use the F1 score to calculate awareness score
for a single instance:

aM = F1(xi, yi, vi)− F1(xi, yi, v̄i) (16)

Under this definition, the output of the evaluation
performance measure should be higher in the pres-
ence of the congruent data than incongruent data,
i.e., F1(xi, yi, vi) > F1(xi, yi, v̄i). If this is the
case, on average, then the overall image awareness
of a model ∆Awareness is positive. This can only
happen when model outputs are evaluated more
favourably in the presence of the congruent image
data than the incongruent image data.

To determine if a model passes the proposed
evaluation, we conduct the statistical test using the
pairs of values that are calculated in the process of
computing the image awareness scores (Eq. 16)

Table 7 shows the evaluation results of product
attribute prediction and value extraction. We find
that, on both subtasks, the F1 scores with incon-
gruent images are much lower than that with the
congruent images, and ∆Awareness is significant
positive. Moreover, we use K = 8 separate p val-
ues from each test based on Fisher’s method, and
get X 2=6790.80, p <0.0001 in product attribute
prediction and X 2=780.80, p <0.0001 in value
extraction, which proves that the incongruent im-
age significantly degrades the model’s performance.
We can conclude that the visual information make
substantial contribution to the attribute prediction
and value extraction tasks.

C I ∆Awareness

Value 87.48 78.570.23 11.260.18
Attribute 89.57 86.640.13 3.20.08

Table 7: F1 scores in the Congruent and Incongruent
settings, along with the Meteor-awareness results. In-
congruent and ∆Awareness scores are the mean and
standard deviation of 8 permutations of product images
in test dataset.

Attribute Value
Models PI QA ∆↓ PI QA ∆↓
JAVE 87.98 73.40 14.58 84.78 70.47 14.31
M-JAVE 90.69 77.71 12.98 87.17 76.17 11.00

Table 8: Experimental results (F1 score %) for domain
adaptation. ∆↓ denotes the F1 score gap for the PI and
QA domains.

4.4 Domain Adaptation

To verify the robustness of our models, we con-
duct an evaluation on the out-of-domain data. The
source domain is our formal product information
(PI) mentioned in Section 3. The target domain
is the oral Question-Answering (QA), where the
textual description consists of QA pairs about the
product in the real e-commerce customer service
dialogue, and the visual information is from the
image of product mentioned in the dialogue. We di-
rectly apply the JAVE and M-JAVE models trained
on PI to test on the QA testing set containing 900
manually annotated instances.

As shown in Table 8, on the QA testing set, M-
JAVE outperforms JAVE with 4.31% and 5.70% F1

scores on the attribute prediction and value extrac-
tion tasks, respectively. For the attribute prediction
task, the gap between the results on the PI and
QA testing reduces from 14.58% to 12.98% when
using the visual information. Similarly, the gap
reduces from 14.31% to 11.00% for the value ex-
traction task. This demonstrates that visual product
information makes our model more robust.

4.5 Low-Resource Evaluation

To further verify the robustness of our model, we
evaluate our models trained with subsets of the
whole training set in different proportions. For
each proportion, we randomly sample the train-
ing data three times, and we report the mean and
standard deviation in Table 9. It illustrates that
visual product information brings considerable ad-
vantages on the robustness when few training in-
stances are available.
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% of data 100% 80% 60% 40% 20%
Attribute
JAVE 87.98 86.830.31 84.810.64 76.892.81 72.133.64
M-JAVE 90.69 88.480.21 86.140.52 81.231.66 78.702.92
Value
JAVE 84.78 82.770.45 78.810.82 74.122.42 66.574.24
M-JAVE 87.17 86.610.28 83.880.67 79.671.87 74.633.23

Table 9: Results (mean and standard deviation) with
different sizes of of training data.

黑 色 稳 重 大 气 与 高 帮 设 计 更 好 加 持

利 落 的 小 翻 领 搭 配 甜 美 撞 色 绑 带
neat little lapel with a sweet contrast band

the stable black matches the high-top design very well

Figure 5: Heat maps for global (blocks above the text)
and regional (images on the right) visual gates.

4.6 Visualization

To evaluate the global and regional visual gates
qualitatively, we visualize these gates for different
attribute values with the M-JAVE model. The re-
sults are shown in Figure 5. For the blocks above
the text, the deeper color denotes the larger value
for the global visual gate gGi , i.e., more visual infor-
mation is used for enhancing the semantic meaning
of the text. We can find that the global visual gates
are positively related to the relevance between the
text and the image. For the product image on the
right, the lighter color denotes the larger value for
the regional visual gate gRk , i.e., more visual infor-
mation is drawn for extracting values. The results
demonstrate that the regional visual gate success-
fully captures useful parts of the product image.

5 Related Work

Recent approaches related to the attribute value pair
completion task can be classified as the following
two categories.

1) Predicting integral attribute-value tags.

Putthividhya and Hu (2011) and Zheng et al. (2018)
introduce a set of entity tags for each attribute (e.g.,
“B-Material” and “I-Material” for the attribute “Ma-
terial”). Putthividhya and Hu (2011) adopt a NER
system with bootstrapping to predict values, and
Zheng et al. (2018) apply a Bi-LSTM-CRF model
with the attention mechanism. It may be challeng-
ing to handle the massive amounts of attributes in
the real world.

2) Predicting values for given attributes.
Ghani et al. (2006) treat the task as a value classi-
fication task and create a specific text classifier
for each given attribute. More (2016) and Xu
et al. (2019) formulate the task as a special case of
NER (Bikel et al., 1999; Collobert et al., 2011) task
that predicts the values for each attribute. More
(2016) combines CRF and structured perceptron
with a curated normalization scheme to predict val-
ues, and Xu et al. (2019) regard attributes as queries
and adopt BIO tags for any attributes, making it ap-
plicable for the large-scaled attribute system. How-
ever, our experimental results show that the model
of Xu et al. (2019) may be insufficient to identify
which attribute a value corresponds to.

In this paper, we propose a third category of
method: jointly predicting attributes and ex-
tracting values. The attribute prediction module
provides guidance and constraints for the value
extraction module, which adapts our model to fit
large-scaled attribute applications. Moreover, we
explicitly model the relationship between attributes
and values, which helps to establish the correspon-
dence between them effectively.

6 Conclusion

We jointly tackle the tasks of e-commerce prod-
uct attribute prediction and value extraction from
multiple aspects towards the relationship between
product attributes and values, and we prove that
the models can benefit a lot from visual product
information by the aid of global and regional visual
gates. We collect a Multimodal E-commerce Prod-
uct Attribute Value Extraction (MEPAVE) dataset2.
The experimental results on this dataset show that
the correlations between product attributes and val-
ues are valuable for this task, and visual informa-
tion should be selectively used.

2https://github.com/jd-aig/JAVE
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