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Abstract
The free association task has been very influen-
tial both in cognitive science and in computa-
tional linguistics. However, little research has
been done to study how free associations de-
velop in childhood. The current work focuses
on the developmental hypothesis according to
which free word associations emerge by mir-
roring the co-occurrence distribution of chil-
dren’s linguistic environment. I trained a distri-
butional semantic model on a large corpus of
child language and I tested if it could predict
children’s responses. The results largely sup-
ported the hypothesis: Co-occurrence-based
similarity was a strong predictor of children’s
associative behavior even controlling for other
possible predictors such as phonological simi-
larity, word frequency, and word length. I dis-
cuss the findings in the light of theories of con-
ceptual development.

1 Introduction

The mental lexicon is organized into a structure
such that exposure to a given word, e.g. “cat”,
tends to activate semantically similar words such
as “milk” or “dog” (Collins and Loftus, 1975; Mc-
Namara, 2005). In order to characterize this struc-
ture, researchers in cognitive science have often
relied on the free association task where people are
given a list of cue words and asked to provide the
first words that come to mind. Data from this task
— especially the word association norms collected
by Nelson et al. (2004)— have proven success-
ful in accounting for a variety of psycholinguistic
phenomena (De Deyne and Storms, 2015). In ad-
dition, they have often been used as ground truth
in evaluating the ability of NLP models to approxi-
mate human lexico-semantic organization (Silberer
et al., 2013; Fourtassi and Dupoux, 2013; Vulić
et al., 2017) .

While adult word associations have been exten-
sively studied, it is still poorly understood how

these associations develop in childhood. This is a
significant gap in the developmental literature: To
the extent that word free associations help us un-
derstand conceptual organization, the study of how
these associations develop can inform our theories
of conceptual development (Wojcik and Kandhadai,
2019).

Previous work has shown that adults’ word
associations can be predicted by patterns of co-
occurrence in language use (Griffiths et al., 2007)
(but see De Deyne et al. 2016), that is, pairs of
words that tend to appear as cue-response in the
free association data are also those that co-occur
frequently in the language people are exposed to.
Developmentally, thus, a plausible scenario is that
word associations first originate in childhood by
mirroring the co-occurrence distribution in the lan-
guage children hear around them. Previous re-
search has shown that word co-occurrence can sup-
port linguistic and conceptual development (e.g.,
Fourtassi et al. 2014, 2019), here I investigate how
co-occurrence in child-directed speech can predict
children’s free associations.

The paper is organized as follows. First, I briefly
present the data and methods. Second, I 1) quan-
tify the variability in children’s associations com-
pared to that of adults, 2) explore if, despite individ-
ual variability, co-occurrence probabilities predict
word associations, and 3) test if co-occurrence simi-
larity remains predictive when controlling for other
factors such as phonological similarity, response
frequency, and response length. Finally, I discuss
the results in the light of theories of early concep-
tual development.

2 Data and Methods

2.1 Word Association Data

I rely on a new dataset of children’s free associa-
tions collected by Wojcik and Kandhadai (2019).
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For a detailed description of the data collection pro-
cess, please refer to that paper. In brief, the authors
used age-appropriate stimuli to collect word asso-
ciations from both children (N = 60; age range 3
– 8 years) and adults (N = 60). Participants were
instructed to respond to a cue word with the first
word that came to mind. The list of cue words con-
sisted of 65 of the most frequent words in a large
corpus of child language. It contained 25 nouns,
17 adjectives, 12 verbs, and 6 others (e.g., “yes”).1

Following Wojcik and Kandhadai (2019), and in
order to maximize the statistical power of the anal-
yses, participants were categorized by age group as
“Adult”, “Older children” (6 – 8 years), or “Younger
children” (3–5 years).

2.2 Methods

2.2.1 Normalized Entropy

In order to quantify individual variability, I fol-
lowed (Dubossarsky et al., 2017) in measuring, for
each cue word y, the normalized entropy H(y) de-
fined as:

H(y) =
N∑
i=1

p(xi) ∗ log2(p(xi))
log2(N)

Where p(xi) is the probability of a response xi,
which I obtain, for each cue y, by averaging across
responses for that cue. N is the total number of
different responses given by all participants for a
given cue. H has values between 0 (total agree-
ment) and 1 (no agreement).

2.2.2 Co-occurrence-based Similarity

I derived co-occurrence similarity in children’s
linguistic environment using Word2vec (Mikolov
et al., 2013), a widely used distributional seman-
tic model where pairs of words are assigned a
similarity score based on the patterns of their co-
occurrence in similar contexts (the context being
the set of neighboring words). I trained the model
on a large corpus of child language (CHILDES,
MacWhinney 2000). Since I evaluate free asso-
ciation data of children aged 3 years and older, I
chose to restrict the input data to the first three
years (the common amount of exposure across age
groups), allowing us to make comparison between
age groups based on similar data. For compari-
son, I also used pre-trained vectors from Google

1The data is publically available at osf.io/qat7w

Freebase trained on about 100 billion words from
various news articles.2

2.2.3 Phonological Distance
First, I converted the orthographic transcription
of word pairs into their phonological forms using
the CMU pronouncing dictionary. 3 Then, I mea-
sured the Levenshtein distance (also known as edit
distance) of each pair. This measure counts the
minimum number of operations (insertions, dele-
tions, substitutions) required to change one member
of the pair into the other. Based on previous re-
search that reported children tend to give phonolog-
ically similar responses (e.g., “house” - “mouse”)
(Cronin, 2002), I defined a binary variable that dis-
tinguished between small values of edit distance
(edit ≤ 1) and larger values (edit > 1).

2.2.4 Frequency and Length
Previous research has shown that both frequency
and length play an important role in children’s ex-
pressive language (Braginsky et al., 2019; Fourtassi
et al., 2020). I test the extent to which they also con-
strain children’s expressive free word associations.
Note that while co-occurrence and phonological
similarity characterize the relationship between the
cue and the response, frequency and length char-
acterize only the response: They capture possible
response tendencies regardless of the identity of
the cue word. I obtained word frequency based on
CHILDES data and I defined word length as the
number of phones in the phonological transcrip-
tion.

3 Analyses

3.1 The Development of Individual
Variability

In Figure 1, the normalized entropy by age group
shows how heterogeneity in responses develops.
Children had higher entropy than adults, show-
ing a greater diversity in their responses. This re-
sult replicates findings by Wojcik and Kandhadai
(2019) who used different measures such as id-
iosyncrasy (percent of responses given by only one
participant) and the number of common responses.
I did not find a difference between the younger and
older children, however: Both had as much variabil-
ity in their responses on average, suggesting that

2the pre-trained vectors can be found at
https://code.google.com/archive/p/word2vec/

3Retrieved from http://www.speech.cs.cmu.edu/cgi-
bin/cmudict



51

Figure 1: Mean normalized entropy by age group. The
error bars indicate 95% confidence intervals.

children in this age range have not really started
developing a shared lexical organization with one
another, at least not to the same extent that adults
do.

3.2 The Role of Co-occurrence in the
Linguistic Environment

Figure 2 shows the average co-occurrence-based
similarity of cue-response pairs in each age group
using data from both CHILDES and Google Free-
base. I found several interesting results. First,
even Younger children were well above chance
(chance being the average co-occurrence-based
similarity between two random words), meaning
that their associations already begins to reflect the
co-occurrence distribution in the linguistic environ-
ment. Second, we see a clear developmental trend:
On the one hand, older children had a higher corre-
lation score than Younger children, suggesting that
children mirror more and more the distribution of
the input between 3 and 8 years old. On the other
hand, adults had a higher score than older children,
showing that development continues beyond this
age range. Finally, I obtained similar developmen-
tal patterns whether I used CHILDES or Freebase,
suggesting that children’s associations reflect the
distributional structure of their native language be-
yond the idiosyncrasies of child-directed speech.

3.3 Comparison to Other Developmental
Factors

Here I examine how the role of co-occurrence com-
pares to other possible predictors. I ran a mixed-
effects model where the predicted variable was the
probability of a response given a cue (obtained
by summing over similar responses and dividing

Figure 2: Average cosine similarity of cue-target pairs
in each age group using data from both CHILDES and
Freebase. The dotted lines represent chance similarity
values in each training dataset. The error bars indicate
95% confidence intervals.

by all responses for a given cue). The predic-
tors were the co-occurrence-based similarity from
CHILDES (co-occurrence), phonological dis-
tance (Phono), log-frequency (LogFreq), and
length (Length) (all were centered and scaled).
To study change across time, I added an interaction
term with age (Age) to each predictor. Finally, to
take into account the possibly correlated data for
the same cue, I specified Cue as a random effect in
the model. The results of this regression are shown
in Table 1.

Table 1: Estimates of a regression model predict-
ing the probability of responses in free association
data. The model was specified as Response ∼
(co-occurrence + Phono + LogFreq +
Length)*Age + (1 | Cue)

Predictors Estimates (95% CI)
(Intercept) 7.997∗∗∗ (6.497, 9.497)
Co-occurrence 4.562∗∗∗ (3.924, 5.199)
LogFreq 2.022∗∗∗ (1.314, 2.730)
Length 0.203 (−0.510, 0.916)
Phono 3.428∗∗∗ (2.026, 4.831)
Age −1.520 (−3.040, 0.0001)
Co-occurrence:Age 1.695∗∗∗ (0.997, 2.393)
LogFreq:Age 1.004∗ (0.233, 1.774)
Length:Age 0.204 (−0.582, 0.989)
Phono:Age 2.045∗∗ (0.521, 3.570)

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001

Confirming the previous analysis, the response’s
degree of co-occurrence with the cue strongly pre-
dicted the response’s probability, even controlling
for other predictors. The response’s phonological
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distance with the cue and the response’s frequency
in the linguistic environment were also strong pre-
dictors of the response’s probability. That is, partic-
ipants were overall more likely to provide phono-
logically dissimilar and frequent responses. The
length of the response, however, was not a signifi-
cant predictor.

Concerning developmental change, co-
occurrence strongly interacted with age, meaning
that the effect of co-occurrence-based similarity
becomes greater over development. The same can
be said about phonological distance: Participants
provide less and less phonologically similar
response as they grow older. Frequency also varied
with age, although to a lesser extent, meaning
that responses get slightly more frequent over
development.

in order to compare younger and older groups in
a more direct fashion, I ran a second regression that
was identical to the first one, but with adult data
removed. In this second regression (estimates not
shown here), co-occurrence-based similarity also
interacted with age, indicating that a developmen-
tal change occurs between 3 and 8 years whereby
children’s responses mirror more and more the dis-
tribution of the language they are exposed to.

4 Discussion

Despite the fact that free associations varied greatly
from child to child, they were highly predicted by
their co-occurrence-based similarity in the linguis-
tic environment. This prediction remained strong
even controlling for other factors that may influence
children’s responses such as phonological similar-
ity, word frequency, and word length. I found an
interesting developmental change that appears to
take place between 3 and 8 years old and whereby
children’s responses reflect more and more the co-
occurrence structure of their native language, while
becoming less tied to the lower-level phonologi-
cal similarity. That said, I also found a difference
between older children and adults, suggesting this
development continues well into late childhood.

Since free associations have been used to study
conceptual organization, the current study con-
tributes to the literature on conceptual development.
A big challenge in this literature is to understand
how taxonomic categories (e.g., animal vs. arti-
fact) are formed by children despite the fact that
members of such categories do not necessarily look
similar (e.g., fish and bird). Using free association

data (the same I use here), Wojcik and Kandhadai
(2019) showed that children’s free associations be-
come more paradigmatic/taxonomic in nature be-
tween 3 and 8 years old.

Researchers have suggested children can learn
such abstract categories (at least partly) through the
language they hear around them. In fact, cues from
language can provide children with information
beyond what they can obtain through observation
alone (Gelman, 2009; Harris, 2012; Csibra and
Gergely, 2009). In particular, word co-occurrence
in child-directed speech has been shown to be a reli-
able cue for several taxonomic categories (Huebner
and Willits, 2018; Fourtassi et al., 2019). For ex-
ample, though “fish” and “bird” do not look very
similar, people talk about them in similar linguistic
contexts, typically leading to a high co-occurrence-
based similarity.

The current study provides (correlational) ev-
idence for this proposal by showing that, at the
same time children’s associations become more tax-
onomic (Wojcik and Kandhadai, 2019), they also
become more tuned with the word co-occurrence
distribution of their native language. I suggest that
these are not totally independent developments,
and more precisely, that the later could (at least
partly) influence the former. If this were to be true,
then we could possibly explain a major high-level
episode in conceptual development based on a sim-
ple mechanism of tracking statistical co-occurrence
in language (which we know children are highly
skilled at, see Saffran et al. 1996).

Future investigations should go beyond the lim-
itations of the current work. For example, here I
predicted data from one set of children (free word
association) with data about the experience of a
completely different set (CHILDES corpus). Such
a research approach has been used before (e.g., Bra-
ginsky et al. 2019). It is cost-effective, allowing
us to collect large data and average out differences
between children and their input. However, this
approach fundamentally limits the amount of vari-
ability we can capture in terms of how the input
may influence uptake. One way to mitigate this
limitation is through doing dense data analysis, cor-
relating input and behavior for the same child (e.g.,
Roy et al. 2015). Another (complementary) ap-
proach is to explore if the phenomenon can be pro-
duced in controlled, albeit simplified, behavioral
experiments (e.g., Unger et al. 2020).
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