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Abstract 

Stroke is one of the leading causes of death 

and disability worldwide. Stroke is treata-

ble, but it is prone to disability after treat-

ment. To grasp the degree of disability 

caused by stroke, we use magnetic reso-

nance imaging text records to predict stroke 

and measure the performance according to 

the document-level and sentence-level rep-

resentation. As a result of the experiment, 

the document-level representation shows 

better performance. 

1 Introduction 

Stroke is a neurologic disorder that is characterized 

by an acute disruption of cerebral blood flow and 

corresponding symptoms lasting more than 24 

hours. Stroke is one of the leading causes of death 

and disability worldwide (Sacco et al., 2013; 

Campbell et al., 2019). As the incidence of stroke 

is increasing and proportion of stroke survivors 

with a disability is also increasing recently, there 

are increasing demands of proper diagnosis and 

long-term treatment strategy to reduce the global 

burden of stroke (Ekker et al., 2019). Among the 

diagnostic tools for stroke, the most important im-

aging methods are brain computed tomography 

(CT) and magnetic resonance image (MRI). We 

can obtain vascular images and various functional 

images by brain MRI. Its usefulness can change re-

cent paradigm of the stroke treatment (Wang et al., 

2016; Atchaneeyasakul et al., 2020). 

Stroke is treatable, but it is prone to disability 

after treatment and must be prevented in advance 

(Park et al., 2018). To grasp the degree of disability 

caused by stroke, many studies have been con-

ducted to predict stroke prognosis in recent years 

(Shrestha et al., 2015; Pack et al., 2018; Monteiro 

et al., 2018).  

Park et al. (2018) used the medical examination 

results of 3,605 patients as input features. For input 

features, a total of 76 features are extracted as re-

sults of medical tests such as 12-lead electrocardi-

ography, chest x-ray, lipid profiles, standard blood 

tests, and other diagnoses. Among these features, 

only 19 features were used through feature selec-

tion, and these features were input to the Bayesian 

network to predict the prognosis of stroke. 

Monteiro et al. (2018) used several medical ex-

amination records, such as CT and MRI, from ad-

mission to discharge of 425 patients, as input fea-

tures. These features are input into machine learn-

ing models such as logistic regression, decision 

tree, support vector machine, random forest, and 

extreme gradient boosting (XGB) model to predict 

stroke prognosis. 

Previous studies have predicted the prognosis of 

stroke using various diagnostic results. Since a vast 

number of tests are required for these prediction 

methods, a burden of a lot of time and cost may 

occur from the patient’s point of view.  In this study, 

the prognosis of stroke is predicted using only MRI 

text records created after radiologists analyze MRI 

images. 

Stroke prognosis prediction using MRI texts 

corresponds to the text classification task. Recently, 

the text classification task is showing good perfor-

mance through a convolutional neural network 

(CNN) which extracts local information of adja-

cent words, long short-term memory (LSTM), 

which is good in the sequential data processing, bi-

directional LSTM (Bi-LSTM), which has forward-

backward LSTM structure, XGB, which is level-

wise tree-based learning algorithms of gradient 

boosting method, and light gradient boosting ma-

chine (LGBM), which is leaf-wise tree-based 

learning algorithms of gradient boosting method 
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(Kim, 2014; Zhou et al., 2015; Alzamzami et al., 

2020). 

 Few widely known studies have used MRI text 

recordings to predict stroke prognosis. In this study, 

rather than improving the performance, the 

performance difference according to the document 

representation method is identified and analyzed. 

In this paper, MRI text is represented at the 

document level or sentence level. 

Document-level representation is an approach 

that represents the entire document as a vector and 

considers it as an input and analyzes it. And sen-

tence-level representation is an approach that ana-

lyzes the entire document by representing each 

sentence constituting the document as individual 

vectors and inputting them.  

This paper is composed as follows. Section 2 is 

about a dataset and describes the MRI text records 

used in this study. Section 3 describes the architec-

ture of the model corresponding to each represen-

tation regarding Figure 1. Section 4 shows experi-

mental results, including the hyperparameters used 

in the experiment, and compares and analyzes the 

results of various representation levels. Section 5 

describes a conclusion, which outlines the sum-

mary and plans for this study. 

2 Dataset 

MRI text records used in this study are collected 

from people hospitalized with acute ischemic 

stroke at Hallym University Chuncheon Sacred  

 

 
1 https://chuncheon.hallym.or.kr 

ID Text of MRI Label 

A 

1. focal old petechial hemorrhage in 

left parietal subcortical WM 

2. No diffusion restriction 

3. magnetic resonance angiography: 

No gross abnormal finding. 

0 

B 

1. multiple diffusion restriction in left 

temporo-parietal subcortical WMs. 

; multiple acute infarction. 

2. Old small infarct in left parietal 

cortex. 

1 

Heart Hospital 1  from February 2010 to Octo-

ber2019. Patients performed MRI scans several 

times during hospitalization. However, we only 

used here for text reports of brain MRI that were 

examined immediately after hospitalization. Text 

of MRI in Table 1 means text records of MRI im-

ages analyzed by radiologists, and the order of sen-

tences shown here is meaningless. A label is deter-

mined according to the score of modified rankin 

scale2 (mRS) which is a clinical outcome measure 

of the degree of disability. The mRS used in this 

study is the prognostic score of stroke patients after 

3 months, defined as 0-6 points. Patients with 

scores of 0-2 mRS are grouped as ‘good outcome’, 

and patients with a score of 3-6 are grouped as 

‘poor outcome’ (Powers et al., 2015; Rangaraju et 

al., 2017). In this study, label 0 is defined as 'good 

outcome' and label 1 as 'poor outcome'. 

The total number of MRI text records collected 

is 2,071. In MRI text records, the number of MRI 

2 https://en.wikipedia.org/wiki/Modified_Rankin_Scale 

Table 1: Examples of MRI text records 

Figure 1: (a). Representation of document-level, (b). Representation of TF-IDF, (c). Representation of sentence-

level using word embedding, (d). Representation of sentence-level using sentence embedding 

https://en.wikipedia.org/wiki/Modified_Rankin_Scale
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text records with label 0 is 1,317, and the number 

of MRI text records with label 1 is 754. In the MRI 

text record, the average number of sentences is 10, 

the minimum number of sentences is 1, and the 

maximum number of sentences is 40. 

3 Document Representation 

In this study, two document representation meth-

ods, document-level and sentence-level, are used 

to predict the prognosis of stroke.  

3.1 Document-Level Representation 

In the document-level representation, the docu-

ment's entire contents are represented like a single 

sentence and entered into the model. In this repre-

sentation, word embedding and TF-IDF are used. 

The model structure using word embedding is 

shown in (a) of Figure 1, and the model structure 

using TF-IDF is shown in (b) of Figure 1. 

Document-Level using Word Embedding Word 

vectors extracted through word embedding can be 

inputs of CNN, multi-filter CNNs, LSTM, or Bi-

LSTM, and the structures of these models can be 

described as follow: 

• When CNN is used, the features of adja-

cent words are entered into global max-

pooling to extract the most prominent 

features. Finally, these features predict 

the prognosis of stroke through the soft-

max layer. 

• When multi-filter CNNs are used, the 

features of adjacent words for each filter 

size are entered into global max-pooling 

to extract the most prominent features, 

and then these features are concatenated 

into one vector. Finally, concatenated one 

vector predicts the prognosis of stroke 

using the softmax. 

• When LSTM is used, the last hidden state 

that contains the entire information of the 

document predicts the prognosis of stroke 

using the softmax layer. 

• When Bi-LSTM is used instead of LSTM, 

the last hidden states of forward LSTM 

and backward LSTM are concatenated. 

The concatenated hidden states predict 

 
3 https://github.com/dmlc/xgboost 

the prognosis of stroke using the softmax 

layer. 

Document-Level using TF-IDF The weights of 

the words extracted from each document through 

TF-IDF are finally entered into the level-wise tree-

based learning algorithm XGB3  or the leaf-wise 

tree-based learning algorithm LGBM4  to predict 

the prognosis of the stroke. 

3.2 Sentence-Level Representation 

In the sentence-level representation, a document 

is divided into sentences and represented with 

several sentences. Since these divided sentences 

need to use information about the entire document 

to predict stroke prognosis, all the sentences about 

the document are entered into the model at once. 

In this representation, word embedding and sen-

tence embedding are used. The model structure 

using word embedding is shown in (c) of Figure 

1, and the model structure using sentence embed-

ding is shown in (d) of Figure 1. 

Sentence-Level using Word Embedding When 

word embedding is used, to make information 

about divided sentences into the document, 

LSTM is applied to each sentence, then hidden 

states about each sentence are concatenated into 

one vector. Finally, the concatenated one vector 

predicts the prognosis of stroke using the softmax 

layer. LSTM used in this representation uses the 

siamese network that shares weights (Mueller and 

Thyagarajan, 2016). In the siamese network, 

weights are learned to approximate the prediction 

values by sharing the weights to several unor-

dered sentences. When using Bi-LSTM instead of 

LSTM, the last hidden states of forward LSTM 

and backward LSTM are concatenated, and the 

method after that is the same as LSTM. 

Sentence-Level using Sentence Embedding  

When sentence embedding is used, to make infor-

mation about divided sentences into entire infor-

mation about the document, sentence vectors about 

each sentence are concatenated into one vector. Fi-

nally, concatenated one vector predicts the progno-

sis of stroke using the softmax layer. 

4 Experiments 

 In this study, MRI text records remove all non-

4 https://github.com/microsoft/LightGBM 

https://github.com/microsoft/LightGBM
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No. Model Precision Recall F1-Score Accuracy 

a.1 CNN + Dense 0.796 0.7577 0.7689 79.81% 

a.2 Multi-Filter CNNs + Dense 0.8045 0.761 0.7733 80.29% 

a.3 LSTM + Dense 0.7525 0.7292 0.7329 76.53% 

a.4 Bi-LSTM + Dense 0.7643 0.7373 0.7458 77.5% 

b.1 XGB 0.7846 0.7468 0.7578 78.85% 

b.2 LGBM 0.7682 0.742 0.7506 77.88% 

c.1 LSTM + Dense 0.7732 0.7291 0.7404 77.6% 

c.2 Bi-LSTM + Dense 0.7196 0.7052 0.7096 73.85% 

d Dense 0.7333 0.7012 0.7089 74.62% 

English alphabet and stopwords, and all the texts 

are changed to lower case letters and then experi-

mented. For the experiment, the entire data is di-

vided in the ratio of training set: test set = 9: 1, and 

the training set is again divided into 5-fold.  Among 

the training set divided into folds, four folds learn 

a model, and the other fold validates a trained 

model. The performance of the model is measured 

by applying the test set to the trained model. 

4.1 Hyperparameters 

Word embedding uses BioWordVec, a pre-trained 

FastText model that represents the meaning of 

words in 200 dimensions (Zhang et al., 2019), and 

sentence embedding uses BioSentVec, a pre-

trained Sent2Vec model that represents the mean-

ing of sentences in 700 dimensions (Chen et al., 

2019). These models are pre-trained models for 

large clinical corpus. 

In CNN, the number of filters is 256, the filter 

size is 3, and the stride is 1. In multi-filter CNNs, 

all hyperparameters are the same as CNNs, except 

that the filter sizes are 3, 4, and 5. LSTM is used as 

the number of units of 100. Bi-LSTM is used as the 

number of units of 200. And XGB uses the basic 

hyperparameters provided by the Distributed Ma-

chine Learning Community5, and LGBM uses the 

basic hyperparameters provided by Microsoft 6 . 

Moreover, the loss function uses binary-cross en-

tropy, and the optimizer uses Adam. 

4.2 Results 

Table 2 shows the performance comparison of var-

ious representation methods and shows the experi-

ments' results with various models of each repre-

 
5 https://github.com/dmlc/xgboost/blob/master/doc/parame-

ter.rst 

sentation method. In the first column, a is a docu-

ment-level representation, b is the TF-IDF repre-

sentation, c and d are sentence-level representa-

tions through word embedding and sentence em-

bedding, respectively. Moreover, precision, recall, 

F1-score, and accuracy are Marco-Averaged scores 

and mean average values of 5 experiment results. 

As a result of the experiment, a.2, which consid-

ers the relationships of adjacent word representa-

tions in the document-level, shows the best perfor-

mance. And, b, which is a method that uses the fre-

quency of words appearing in the documents, was 

expected to show lower performance than a, but it 

is visible that the performance is higher than a.3 

and a.4. With these results, a.3 and a.4 consider 

word orders for each sentence, but due to the char-

acteristic of MRI text records, the order of sen-

tences was irregular, so we can infer that the per-

formance was relatively low. c and d, which are 

sentence-level representations that sufficiently 

consider sentence's information, expected to show 

better performance than a and b, but they show low 

performance. Through this, we can infer that in 

MRI text records, which do not have the order of 

sentences, it does not mean much to reconstruct 

documents into sentences. Based on these analyses, 

we confirm that the document-level representation 

method showed better performance in predicting 

the prognosis of stroke when using MRI text rec-

ords and that the relationship of adjacent words is 

more important than the sequential information. 

5 Conclusion 

In this study, the performance is compared and an-

alyzed according to the document-level and the 

sentence-level representation methods using MRI 

6 https://github.com/Microsoft/LightGBM/blob/mas-

ter/docs/Parameters.rst 

Table 2: Performance comparison according to various representations 
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text records to predict stroke prognosis. In the doc-

ument-level representation, the entire document is 

used as an input value of the model using word em-

bedding and TF-IDF, and in the sentence-level rep-

resentation, the document is divided into sentences 

and used as the input value of the model using word 

embedding and sentence embedding. As a result of 

the experiment, it is better to consider the infor-

mation of adjacent words using the document-level 

representation compared to the sentence-level rep-

resentation. 

Since the number of datasets used in this study 

is unbalanced, it may adversely affect performance 

improvements. Therefore, in future studies, we will 

include data used by other hospitals in the data 

used by this study to make more exquisite models. 

Also, based on the results of this study, we will in-

vestigate studies that detect a variety of diseases 

using neural networks based on a document-level 

representation. Accordingly, we will apply the lat-

est language model and various neural networks to 

improve performance for stroke prognosis predic-

tion. 
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