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Preface

Welcome to the 9th International Conference on “Recent Advances in Natural Language Processing”
(RANLP 2013) in Hissar, Bulgaria, 9-11 September 2013. The main objective of the conference is to
give researchers the opportunity to present new results in Natural Language Processing (NLP) based on
modern theories and methodologies.

The conference is preceded by two days of tutorials (7-8 September 2013) and the lecturers are:

o Preslav Nakov (Qatar Computing Research Institute, Qatar Foundation)
e Vivi Nastase (Fondazione Bruno Kessler)

e Diarmuid O Séaghdha (Cambridge University)

e Stan Szpakowicz (University of Ottawa)

e Iryna Gurevych (Technical University Darmstadt)

e Judith Eckle-Kohler (Technical University Darmstadt)

e Violeta Seretan (University of Geneva)

e Dekai Wu (Hong Kong University of Science & Technology)

The conference keynote speakers are:

Nicoletta Calzolari (Institute of Computational Linguistics “Antonio Zampolli”, Pisa)

Iryna Gurevych (Technical University Darmstadt)

Horacio Saggion (University Pompeu Fabra, Barcelona)

Violeta Seretan (University of Geneva)
Mark Stevenson (University of Sheffield)
Dekai Wu (Hong Kong University of Science & Technology)

This year 22 regular papers, 36 short papers, and 41 posters have been accepted for presentation at the
conference. In 2013 RANLP hosts 3 workshops on influential NLP topics, such as NLP for medicine and
biology, Linked Open Data (LOD) for NLP, semantic web and information extraction, and adaptation of
language resources.

The proceedings cover a wide variety of NLP topics: part of speech tagging, language resources,
semantics, opinion mining and sentiment analysis, multilingual NLP, language modelling, word
sense disambiguation, information extraction, term extraction, parsing, text summarisation, machine
translation, question answering, temporal processing, text simplification, named entity recognition, text
generation, text categorisation, NLP for special languages, morphology and syntax, etc.

We would like to thank all members of the Programme Committee and all additional reviewers. Together
they have ensured that the best papers were included in the proceedings and have provided invaluable
comments for the authors.

Finally, special thanks go to the University of Wolverhampton, the Bulgarian Academy of Sciences, the
ACOMIN European project, Ontotext, the Association for Computational Linguistics — Bulgaria for their
generous support for RANLP.

Welcome to Hissar and we hope that you enjoy the conference!

The RANLP 2013 Organisers
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Abstract

In this paper, we present ASMA, a fast
and efficient system for automatic seg-
mentation and fine grained part of speech
(POS) tagging of Modern Standard Ara-
bic (MSA). ASMA performs segmenta-
tion both of agglutinative and of inflec-
tional morphological boundaries within a
word. In this work, we compare ASMA to
two state of the art suites of MSA tools:
AMIRA 2.1 (Diab et al., 2007; Diab,
2009) and MADA+TOKAN 3.2. (Habash
et al., 2009). ASMA achieves comparable
results to these two systems’ state-of-the-
art performance. ASMA yields an accu-
racy of 98.34% for segmentation, and an
accuracy of 96.26% for POS tagging with
arich tagset and 97.59% accuracy with an
extremely reduced tagset.

1 Introduction

Arabic raises various challenges to natural lan-
guage processing (NLP): Arabic is a morpholog-
ically rich language (Tsarfaty et al., 2010), where
significant information concerning syntactic units
is expressed at the word level, which makes part of
speech (POS) tagging a challenge since it involves
morpho-syntactic disambiguation, including fea-
tures like voice, number, gender (Diab, 2007; Diab
et al., 2007; Habash et al., 2009).

We address the problem of full morpho-
syntactic disambiguation of words in context. We
devise a system, ASMA, that performs both in-
flectional morpheme segmentation and aggluti-
native clitic segmentation. For example, given
a surface word in context such as (°'V‘L“"“'4 3

(wabiHasanaAtihim, Eng. ‘and by their virtues’)!,

'"For Arabic examples, we use both the Arabic script and
the Buckwalter Arabic transliteration scheme (Buckwalter,
2004).

1

ASMA provides the following segmentation: 3 o
e Qi o2 wa bi Hasan aAti him, with the pre-
fixal clitics 3 o (wa bi, Eng. ‘and’ ‘by’), the stem

P

s (Hasan), the inflection morpheme u‘ (aAt),

and the suffixal pronominal morpheme o2 (him).

ASMA then assigns each one of these resulting
morphemes a POS tag. For an explanation of Ara-
bic morphology, cf. section 2.

The most successful approaches to date that
render this level of morphological segmentation
(addressing both inflectional as well as aggluti-
native boundaries) typically rely on employing a
morphological analyzer in the process (Habash
et al., 2009). We show that it is possible to
efficiently perform full morpho-syntactic disam-
biguation employing language-independent meth-
ods that are not based on a morphological ana-
lyzer. Our motivation is that dependence on a mor-
phological analyzer comes at the cost of develop-
ment since such an analyzer is generally based on
manually written rules and an extensive lexicon.

ASMA performs both inflectional morpheme
segmentation and agglutinative clitic segmenta-
tion, as well as fine grained POS tagging of Mod-
ern Standard Arabic (MSA). In ASMA, a seg-
ment 1s a stem, an inflectional affix, or a clitic.
ASMA does not handle morphotactic boundaries,
thereby potentially deriving stems which may not
be smoothed into correct lexemic forms for the
POS process. An example of the result of the
segmentation in ASMA is as follows: the surface

form Q\i\l 3J‘ (AlwilaAyaAt, Eng. ‘the states’) is

segmented into J! + L;\’f y+ &V (Al+wilaAy+aAr)
where wilaAy is a stem, Alis a clitic, and At is an
affixival inflectional suffix. It should be noted that
wilaAy is not a valid Arabic lexeme. For ASMA to
convert it into a lexeme, it would have to process
the morphotactics on the stem and render it as & N 9
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(wilaAyap) restoring the lexeme/lemma final & p.

The remainder of the paper is structured
as follows: Section 2 describes the pertinent
facts about Arabic morphology. Section 3 de-
scribes related work, namely on AMIRA 2.1 and
MADA+TOKAN 3.2. In section 4, we describe
ASMA, the overall system, in section 5, we report
results on the segmentation task, and in section 6
on the POS tagging task. In section 7 we provide
an error analysis, and conclude in section 9.

2 Arabic Morphology

Arabic exhibits derivational, inflectional, and ag-
glutinative morphology. Derivational morphology
is mostly templatic where a word is made up of a
root and a pattern, along with some idiosyncratic
information. For example, a root such as & & 4
(k t b) if combined with the pattern /a2a3, where
the numbers [1,2,3] designate the root radicals, re-
spectively, it results in the derivational form u.f

(katab, Eng. ‘to write’). Likewise for the same
root when it combines with the pattern /A2a3,
it result in the word @((kaAtab, Eng. ‘to cor-

respond’). All derivation forms undergo inflec-
tion reflecting various types of functional features
such as voice, number, aspect, gender, grammati-
cal case, tense, etc. The resulting word is known
as a lexeme. Therefore a lexeme such as c,q.f

(katabat, Eng. ‘she wrote’) reflects feminine [gen-
der], singular [number], past [tense], perfective
[aspect], 3rd [person] inflections for the verb. Typ-
ically, one of the fully inflected lexemes is consid-
ered a citation form, and it is known as the lemma.
The choice of a specific lexeme as a citation form
is a convention, and it is typically the 3rd person
masculine singular perfective form for verbs and
the 3rd person singular form for nouns. Hence
in this case the lemma is J (kataba, Eng. ‘he

wrote’). Arabic words often undergo clitic agglu-
tination to form surface words. For example, the
lexeme c,{\.':'gr(kAtabat, Eng. ‘she corresponded’)
could have an enclitic/suffixal pronoun as follows:
‘e.’V'C_jgr(kAtabathum, Eng. ‘she corresponded with
them’). The agglutination process results in mor-
photactic variations at the morpheme boundaries
where the orthography is changed for the under-
lying lexeme. For example, in a noun such as
WM § (wabiHasanathim, Eng. ‘and by their
virtue’), the underlying lexeme (same as lemma

in this case) is the noun {as (Hasanap), where
the lexeme final Taa-Marbuta & (p) is changed into

a regular & (f) when followed by a pronominal

clitic. Accordingly, segmenting off agglutinative
clitics without handling boundary morphotactics
to restore the underlying lexeme form results in
stems.

3 Related Work

AMIRA 2.1 (Diab et al.,, 2007; Diab, 2009)
is a supervised SVM-based machine learning
algorithm for processing MSA, including clitic
tokenization and normalization, POS tagging,
and base phrase chunking. Diab. et al. adopt
the inside-outside-beginning (IOB) chunk ap-
proach (Ramshaw and Marcus, 1995) for clitic
tokenization, i.e., each letter in a word is la-
beled as being at the beginning (B), the inside
(I), or the outside (O) of a chunk. Note that
the tokenization by Diab et al. does not split
off inflectional morphology. For example, while
ASMA would segment ‘o.V- L.M& 3 (wbHsnAthm)

into w+b+Hsn+At+hm, AMIRA 2.1 would out-
put w+b+HsnAt+hm, i.e., it does not split off the
number and gender inflectional suffix &1 At from

the stem > (Hsn).

One advantage of ASMA over AMIRA 2.1 is
thus that ASMA identifies inflectional morpheme
boundaries. Similar to AMIRA 2.1, ASMA em-
ploys an IOB chunking approach on the char-
acter level for segmentation of words into mor-
phemic chunks (clitics, stems, and inflectional af-
fixes). AMIRA 2.1 achieves an F-measure of
99.15% for the entire word being segmented cor-
rectly. AMIRA 2.1 also performs POS tagging. It
uses multiple POS tagsets ranging from a basic 24
tagset called Reduced TagSet (RTS) to an enriched
tagset (ERTS) of 75 tags. AMIRA 2.1. achieves an
accuracy of 96.6% for RTS and 96.13% for ERTS.
ASMA, in contrast, uses a fuller tagset of 139 POS
tags, which includes morphological information,
e.g., on gender and number.

MADA+TOKAN 3.2 Habash et al. Habash and
Rambow (2005; Habash et al. (2009) developed
MADA, a system for the morphological disam-
biguation of MSA. MADA relies on the output
of the Buckwalter Arabic Morphological Analyzer
(BAMA) (Buckwalter, 2004) and uses 14 individ-
ual SVM classifiers for learning individual fea-



tures, which makes it computationally costly com-
pared to ASMA which uses a single classifier
for each of the two tasks of segmentation and
morphological disambiguation. TOKAN, a sep-
arate tool, performs tokenization on the output
of MADA. For tokenization, Habash et al. report
98.85% word level accuracy and for POS tag-
ging, 96.1% accuracy. MADA+TOKAN 3.2 per-
form segmentation similar to ASMA. However,
MADA+TOKAN 3.2 depend on the underlying
morphological analyzer. In contrast to ASMA,
MADA+TOKAN 3.2 perform POS tagging yield-
ing the fully specified morphological analysis in
the ATB, which comprises 440 unique tags.

4 ASMA

4.1 Method: Memory-Based Learning

For both segmentation and POS tagging, we use
memory-based learning (MBL) (Aha et al., 1991)
classifiers. MBL is a lazy learning method that
does not abstract rules from the data, but rather
keeps all training data. During training, the learner
stores the training instances without abstraction.
Given a new instance, the classifier finds the k
nearest neighbors in the training set and chooses
their most frequent class for the new instance.
MBL has been shown to have a suitable bias for
NLP problems (Daelemans et al., 1999; Daele-
mans and van den Bosch, 2005) since it does not
abstract over irregularities or subregularities. For
each of the two classification tasks (i.e., segmenta-
tion and POS tagging), we use MBT (Daelemans
et al., 1996), a memory-based POS tagger that has
access to previous tagging decisions in addition to
an expressive feature set.

4.2 Data Sets and Splits

We use segmentation and POS data from the Penn
Arabic Treebank (PATB) (Maamouri et al., 2004),
specifically, we use the following parts: ATB1V4,
ATB2V3, ATB3V3.1 and ATB3V3.2 with differ-
ent splits as described below. The textual basis of
the treebank consists of newswire articles cover-
ing political, economic, cultural, sports, etc. top-
ics. Table 1 presents for each part the number of
words, the number of tokens (i.e., only clitics are
split off), the number of segments (i.e., clitic and
inflectional morphology is split off), the number
of news reports, and the source of the reports (i.e.,

the news agency)?. As mentioned above, Arabic
is generally written without diacritics. While the
ATB does have a version with diacritics restored,
for our experiments, we use the version without di-
acritics, for both segmentation and POS tagging.

For a fair comparison of ASMA to both AMIRA
and MADA, we adopt two different data splits,
AMIRA-SPLIT and MADA-SPLIT, with each
split corresponding to the data splits used in the
evaluations of these systems. The same splits
are used both for segmentation and POS tagging.
For the AMIRA-SPLIT, we follow the procedure
by Diab et al. (2004), but we use more recent re-
leases of the ATB than Diab et al. We split each
of the first three parts into 10% development data
(DEV), 80% training data (TRAIN), and 10% test
data (TEST). We then concatenate the respective
splits from each part. For example, to create a
single DEV set from the three parts, we concate-
nate the 10% DEYV data from ATB1V4, ATB2V3,
and ATB3V3.2, etc. For MADA-SPLIT, we fol-
low the MADA manual®. For this split, ATB1V4
and ATB2V3 and the first 80% of ATB3V3.1 are
used as the TRAIN set, the last 20% of ATB3V3.1
are divided into two halves, i.e. DEV and TEST
(each making up 10% of ATB3V3.1) respectively.
The development sets are used for parameter and
feature optimization.

S Segmentation

5.1 Setup

We define segmentation as an IOB classification
task, where each letter in a word is tagged with a
label indicating its place in a segment. The tagset
is {B-SEG, I-SEG, O}, where B is a tag assigned
to the beginning of a segment, I denotes the inside
of a segment, and O spaces between surface form
words.

Procedure: We performed a non-exhaustive
search for optimal settings for the following MBT
parameters: the MBL algorithm, the similarity
metric, the feature weighting method, and the
value of the k nearest neighbors. The best setting
used the IB1 algorithm with weighted overlap as
the similarity metric, gain ratio (GR) as a feature
weighting method, and a value of k = 1.

’The information is based on the LDC documen-
tation at http://www.ldc.upenn.edu/Catalog/
docs/ *.

Shttp://wwwl.ccls.columbia.edu/MADA



Data set # words #tokens #segments #texts Source
ATB1V4 145,386 167,280 209,187 734 AFP
ATB2V3 144,199 169,319 221,001 501 UMMAH
ATB3V3.1 | 340,281 402,291 551,171 600 An Nahar
ATB3V3.2 | 339,710 402,291 512,932 599 An Nahar

Table 1: Data statistics and sources

Our complete feature set comprises the six pre-
ceding characters, the previous tag decisions of all
the six preceding characters except the character
immediately preceding the focus character, the fo-
cus character itself and its ambiguity tag (hence-
forth, ambitag), and the seven following charac-
ters. For features, we tested (1) left only, right
only, and left and right contexts across various
window sizes and (2) different types of informa-
tion, e.g., feature sets with/without previous tag
decisions for left context, feature sets with/without
ambitags of right context. An ambitag is a combi-
nation of all tags of the ambiguity set of a word.

Evaluation: We evaluate segmentation in terms
of character-based accuracy, word level accuracy,
and precision, recall, and F-measure for segments.
For example, the word Q\i\l 3J‘ (AlwlAyAt, Eng.

‘the states’) has the correct segmentation J!+ L;if 9

+ OV Al+wlAy+At and comprises 8 characters. If

it is segmented incorrectly as dg 3J‘ + ol AL
wlAy+At), one of the 8 characte}s, the ‘w’ is in-
correctly classified as I as opposed to B, and con-
sequently, we have a character based accuracy of
7/8, a word level based accuracy of 0/8. On the
segment level, precision is 50%, recall 33.33%,
and the F-measure 41.65.

5.2 Segmentation Results

Table 2 shows the results for segmentation on
the two data splits, AMIRA-SPLIT and MADA-
SPLIT. For both data splits, the best features are
the six preceding characters, the previous tag deci-
sions of all the six preceding characters except the
character immediately preceding the focus charac-
ter, the focus character itself and its ambitag, and
the seven following characters.

AMIRA-SPLIT: On the TEST data for this
split, we reach an accuracy of 99.53%, a preci-
sion of 97.97%, a recall of 98.04% and an F of
98.01%. The segmentation accuracy is at 98.34%
for words.

MADA-SPLIT: For this data set, we achieve an
accuracy of 99.49%, precision of 97.72%, a recall
0of 97.85% and an F of 97.79%. Segmentation ac-
curacy for words is at 98.10%

These experiments show that on the segmenta-
tion level, the MADA split is slightly more com-
plex than the AMIRA split.

Our segmentation results are not fully compa-
rable to the tokenization performance of AMIRA
(Diab et al., 2004) since AMIRA does not split
off inflectional morphology. MADA (Habash and
Rambow, 2005; Habash et al., 2009), in contrast,
does perform segmentation, but it is based on a
morphological analyzer. ASMA, without the use
of any external resources, achieved a word accu-
racy of 98.10% on the MADA-SPLIT, which is
only slightly lower than MADA’s 98.85% word ac-
curacy.

6 POS Tagging

POS tagging is defined here so that each seg-
ment, rather than a full word (as in (Kiibler and
Mohamed, 2012)) or a token (as in (Diab et al.,
2004)), is assigned a POS tag. For the experiments
reported here, we modify the ATB tagset such that
case and mood tags are removed since those are
syntactic features that cannot be determined based
on a local context. While AMIRA, similar to
ASMA, does not predict case and mood, MADA
does at the cost of some performance loss. The re-
maining tagset comprises 139 segment-based tags.
The input for the POS tagger consists of gold
segmented data. The reasons for this decision
are mainly to allow us to compare our system to
AMIRA, which also uses gold segmentation.

6.1 Setup

Procedure: We performed a non-exhaustive
search for the best parameters described in sec-
tion 5. We use the IGTREE algorithm. We identi-
fied the modified value difference metric (MVDM)
as similarity metric, gain ratio (GR) as a feature
weighting method, and £ = 1 for known words



System Split Acc. Precision Recall F Word Acc.
ASMA AMIRA-SPLIT | 99.53 97.97 98.04 98.01 98.34

MADA-SPLIT | 99.49 97.72 97.85 97.79 98.10
MADA 3.2 98.85

Table 2: Segmentation results

and £ = 30 for unknown words as optimal pa-
rameters. For both data splits, the following fea-
ture sets give optimal results on the DEV set: For
known segments, the best feature set uses the fo-
cus segment, its ambitag, two previous segments,
and the predicted tag of three previous segments.
For unknown segments, the feature set consists
of the five previous segments and their predicted
tags, the focus segment itself and its ambitag, the
first five characters and the last three characters of
the focus segment, and six following segments and
their ambitags.

Evaluation: We evaluate based on segments, i.e.
on the units which were used for POS tagging,
rather than on full words. We report overall accu-
racy as well as accuracy on known segments and
on unknown segments.

6.2 POS Tagging Results

Table 3 shows the results for POS tagging on the
two data sets given the settings and the feature set
described above.

AMIRA-SPLIT: Using the feature set de-
scribed above, we reach an accuracy of 96.61%
on known words and 74.46% on unknown words,
averaging 96.26% on all words.

MADA-SPLIT: We reach an accuracy of
94.61% on known words and of 86.00% on un-
known words, averaging 94.67% on all words. In
comparison, the results for unknown words are
much higher. This is due to the fact that in the
MADA split, we only have 593 unknown words
while the AMIRA split has more than twice as
many (i.e. 1261 unknown words).

These experiments show that for POS tagging,
the MADA split is considerably more challenging
than the AMIRA split. This means that even if
results reported for MSA are based on the same
sub-word analysis, the data splits have to be taken
into account in a comparison as well.

Our POS tagging results are not directly com-
parable to AMIRA, because of the differences in
segmentation and because of the different POS
tagsets. They are comparable to those obtained

with MADA using tokenization by TOKAN. Roth
et al. (2008) report 94.7% accuracy on predict-
ing 10 morphological types of features, the clos-
est setting to our tagset. This is very close to the
94.67% we report using the MADA-SPLIT. Roth
et al. report a slight improvement for an extended
system using diacritic markers as additional input,
but as Kiibler and Mohamed (2012) have shown,
automatic diacritization must be extremely accu-
rate in order to be useful for POS tagging.

6.3 Experimenting with Other Tagsets

We also ran experiments with two other tagsets,
the standard RTS tagset, which is composed of
25 tags, and the CATiB tagset (Habash and Roth,
2009), which comprises only 6 tags, in order to
investigate the effect of using different levels of
morphological and morpho-syntactic information
in the tagset. The full tagset, as mentioned above,
includes all morphological information, except for
case and mood markers. The RTS tagset is a re-
duced version, resulting in a tagset that is simi-
lar to the English Penn Treebank tagset (Santorini,
1990). Using the RTS tagset also allows us to
make our results more comparable to AMIRA.
The CATiB tagset represents only the major word
classes, such as noun or verb. We used CATiB be-
cause its tagset corresponds to traditional notions
in Arabic grammar and because it was used in
the Columbia Arabic Treebank (Habash and Roth,
2009).

For this set of experiments, we use the same pa-
rameters and feature settings as described in sec-
tion 6.2 above. Thus, the results reported on this
set of experiments are potentially suboptimal. In
the future, we plan to tune the performance of
ASMA with each of these tagsets. Table 4 shows
the results of these experiments.

6.3.1 RTS

AMIRA-SPLIT: Using RTS, we reach an accu-
racy of 96.28%. This is very slightly higher than
our results for the full POS tagset (96.26%), and
it is very close to AMIRA’s results when using



System Split Acc: known Acc: unknown Acc: all
ASMA AMIRA-SPLIT 96.61 74.46 96.26

MADA-SPLIT 94.80 86.00 94.67
MADA 3.2 94.70
AMIRA 2.1 - ERTS 96.13

Table 3: POS tagging results

Tagset System Split Acc: known Acc: unknown Ace: all
RTS ASMA AMIRA-SPLIT 96.56 77.79 96.28
ASMA MADA-SPLIT 94.20 84.99 94.06
AMIRA 2.1 96.60
CATiB ASMA AMIRA-SPLIT 97.88 79.27 97.59
ASMA MADA-SPLIT 96.04 88.36 95.92

Table 4: POS tagging results with the RTS and CATiB tagsets

the RTS. But note that AMIRA uses tokenization
rather than segmentation; thus the results are not
directly comparable. We also notice that ASMA’s
performance on unknown words improves by al-
most 3 percent points to 77.79%, as opposed to
74.46% using the full tagset. This is to be expected
since guessing the morphological information for
an unknown word is more difficult than guessing
only the main category in RTS.

MADA-SPLIT: Here, ASMA reaches an over-
all accuracy of 94.06%. This is slightly lower than
for the full tagset (94.67%), due to a drop in accu-
racy on unknown words, from 86.00% to 84.99%
and a slight drop in accuracy on known words
from 94.80% to 94.20%.

The results for the RTS on both data splits show
that ASMA reaches state-of-the-art results, with-
out using morphological analysis and while us-
ing a classifier not optimized for sequence han-
dling, but which has access to previous classifi-
cation decisions. The results also show that, in
general, using the reduced tagset does not signif-
icantly change the difficulty of the task. In other
words, giving up morphological information in the
tagset in this specific case does not lead to higher
tagging accuracy.

6.3.2 CATiB

AMIRA-SPLIT: With the CATiB tagset, ASMA
reaches an overall accuracy of 97.59%, showing
that an extreme reduction of the tagset to one com-
pletely devoid of morphological information in-
creases tagging accuracy.

MADA-SPLIT: With the CATiB tagset used

Tag Conf. % | % of Error
NOUN 3.6 1.05
NOUN_PROP 8.16 0.62
ADJ 7.64 0.59
PV 7.76 0.30
PV _PASS 45.54 0.13
IV_PASS 45.23 0.12
ADJ.VN 43.23 0.11
v 3.38 0.10
PVSUFF_SUBI:3FS | 7.36 0.10
NOUN.VN 31.14 0.09

Table 5: Example results per POS category and
their respective confusable modified ATB POS tag

with this split, ASMA reaches an overall accuracy
of 95.92%.

Both sets of experiments show that the amount
of morphological and morpho-syntactic informa-
tion present in the POS tagset has an influence on
the difficulty of the POS tagging step, even though
the connection is not always a direct one. Thus,
if ASMA is used as a preprocessing system for
upstream modules, it is necessary to choose the
tagset with regard to the upstream task.

7 Error Analysis

We performed an error analysis to see which types
of errors ASMA makes. Table 5 presents a con-
fusion matrix for the ATB tagset we used in sec-
tion 6.2. We provide results only with the AMIRA
split, as the results for the MADA split are simi-
lar. The table is sorted based on the contribution



the confusion pair makes towards the overall error
rate.

The table shows that because of the high num-
ber of POS labels, each confusion case contributes
only marginally to the overall error rate. The most
likely errors involve nouns (NOUN), proper nouns
(NOUN_PROP), and adjectives (ADJ). These er-
rors can be explained via the characteristics of
Arabic: Proper nouns in Arabic are generally stan-
dard nouns used as names. Thus, the same word
can be used as either noun or proper noun, depend-
ing on the context. Additionally, unlike English,
Arabic proper nouns are not marked by capital-
ization or other orthographic means. The noun-
adjective distinction is not clear in Arabic: Adjec-
tives can be used as nouns, and they share the same
morphological patterns as nouns.

The next set concerns the POS tags PV_PASS,
IV_PASS, and ADJ.VN. With the lack of diacrit-
ics, the classifier is prone to erring with regard to
cases where diacritics play a crucial factor in car-
rying the grammatical function. Since passiviza-
tion is marked using diacritics in Arabic, passive
verbs also suffer from the lack of diacritics, both
in the perfective (i.e., PV_PASS) and imperfective
(i.e., IV_PASS) cases, and hence the misclassifica-
tion and high percent of confusion between pas-
sive and active verbs in the data. Adjectival verbal
nouns —i.e., ADJ.VN as in U.L-.i (mu‘lin, Eng. ’an-
nouncing’) — are also confused with adjectives as
these two parts of speech have very similar con-
texts, especially given the lack of diacritic nuna-
tion* characteristic of the adjectival verbal noun.

8 ASMA in Comparison

As described above, ASMA performs both in-
flectional morpheme segmentation and agglutina-
tive clitic segmentation, as well as fine grained
POS tagging of Modern Standard Arabic (MSA).
Compared to AMIRA, ASMA performs more
fine grained morphological disambiguation due to
ASMA’s identification of inflectional morpheme
boundaries. Compared to MADA, ASMA per-
forms the same tasks, however without using a
morphological analyzer. Given that restriction,
it still achieves state-of-the-art results, only min-
imally lower than MADA’s. One major advantage
of ASMA is the high speed with which it oper-

*Nunation indicates indefiniteness and refers to word-
final diacritics occuring as a short vowel followed by an un-
written /n/ sound.

ates: On a PowerPC 970 machine, with a Dar-
win Kernel Version 8.11.0 and 2GB memory, it
takes ASMA about 5 minutes to process 100000
words. Although we have not had the chance
to compare ASMA and MADA in terms of the
speed with which each operates, we believe that
ASMA is significantly faster than MADA. After
all, whereas MADA employs 14 individual SVM
classifiers to learn individual features, ASMA em-
ploys a single classifier per task, segmentation and
morpho-syntactic disambiguation. AMIRA is ob-
servably slower than ASMA. In addition, while
the MBL framework in ASMA uses virtually no
time to train, SVMs (which AMIRA and MADA
use) are known for long training times. Its speed
makes ASMA valuable especially for real-world
tasks, such as information retrieval and extraction,
and tasks depending on big data processing.

ASMA is flexible in terms of the granularity
of its output as it renders morphological disam-
biguation with three different tagsets (i.e., the full
ATB 139 tagset, the RTS, and the reduced CATiB
tagset). As such, ASMA can be customized to dif-
ferent NLP tasks depending on the specific needs
of each task. Both AMIRA and MADA also em-
ploy different tagsets. In the context of our intro-
duction of ASMA, we have shown how it is that
performance varies according to the size of the
tagset used. To the best of our knowledge, this
is the first report exploiting the CATiB tagset.

9 Conclusion and Future Work

In this paper, we have presented ASMA, a sys-
tem for automatic segmentation and morpho-
syntactic disambiguation of Modern Standard
Arabic (MSA). We compared ASMA to the two
most popular Arabic processing suites, AMIRA
and MADA, and showed ASMA’s advantages.
ASMA has the advantages of speed as well as
non-dependence on an external morphological an-
alyzer (unlike MADA). It also identifies mor-
pheme boundaries at a level more fine grained than
AMIRA. Moreover, ASMA performs POS tagging
with different degrees of granularity and hence can
be customized according to an upstream task if
used as a preprocessing system. For the future, we
plan to investigate the utility of using a conditional
random fields classifier either to complement or
replace ASMA’s current memory-based classifier.
In addition, we will attempt to improve ASMA’s
performance based on our error analysis.
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Abstract

This paper introduces a method for im-
proving tree edit distance (TED) for tex-
tual entailment. We explore two ways of
improving TED: we extend the standard
TED to use edit operations that apply to
subtrees as well as to single nodes; and
we use the ‘artificial bee colony’ algorithm
(ABC) to estimate the cost of edit oper-
ations for single nodes and subtrees and
to determine thresholds. The preliminary
results of the current work for checking
entailment between two texts are encour-
aging compared with the common bag-of-
words, string edit distance and standard
TED algorithms.

1 Introduction

One key task for natural language systems is to
determine whether one natural language sentence
entails another. Entailment can be defined as a re-
lationship between two sentences where the truth
of one sentence, the entailing expression, forces
the truth of another sentence, what is entailed.
Many natural language processing (NLP) tasks
such as information extraction and question an-
swering have to cope with this notion.

An alternative formulation for the entailment
between two texts is given by the recognising tex-
tual entailment (RTE) paradigm, which contrasts
with the standard definition of entailment above.
Dagan et al. (2005) describe RTE as a task of de-
termining, for two sentences text T and hypothe-
sis H, whether “...typically, a human reading T
would infer that H is most likely true.” According
to these authors, entailment holds if the truth of H,
as interpreted by a typical language user, can be
inferred from the meaning of 7. This notion of en-
tailment is less rigorous, and less clearly defined,
than the standard notion, but it can be useful for
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a number of tasks, and has been investigated very
extensively in recent times.

Tree edit distance (TED), which models 7-H
pairs by explicitly transforming 7 into H via a
minimal cost sequence of editing operations, has
been widely used for this task. Using TED poses
two challenges: the standard three operations (i.e.
deletion, insertion and exchange) apply only to
single nodes, rather than to subtrees; and estimat-
ing a combination of costs for these operations
with threshold(s) is hard when dealing with com-
plex problems. This is because alterations in these
costs or choosing a different combination of them
can lead to drastic changes in TED performance
(Mehdad and Magnini, 2009).

In order to overcome these challenges, we have
extended the standard TED to deal with subtree
operations as well as operations on single nodes.
This allows the algorithm to treat semantically co-
herent parts of the tree as single items, thus allow-
ing for instance entire modifiers (such as prepo-
sitional phrase (PPs)) to be inserted or deleted as
single units. We have also applied the artificial
bee colony (ABC) algorithm (Akay and Karaboga,
2012) to estimate costs both of edit operations
(single node and subtree) and of threshold(s).

The work was carried out as part of an attempt
to build a textual entailment (TE) system for mod-
ern standard Arabic (MSA)(Alabbas, 2011). MSA
poses a number of problems that, while familiar
from other languages, make tasks such as TE par-
ticularly difficult for this language—the lack of di-
acritics in written MSA combines with the com-
plex derivational and inflectional morphology of
the language to produce worse levels of lexical
ambiguity than occur in many other languages; the
combination of free word-order, pro-drop, verb-
less sentences and complex nominals produces
higher levels of syntactic ambiguity than occur
in many other languages; and the combination of
these combinations makes things even worse. We
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have tested our algorithms on a corpus of MSA T-
H pairs. This corpus contains 600 pairs, binary
annotated as ‘yes’ and ‘no’ (a 50%-50% split).
The average length of sentence in this dataset is
25 words per sentence, with some sentences con-
taining 40+ words (see (Alabbas, 2013) for fur-
ther details of this dataset and description of the
methodology used for collecting it). In order to
maintain comparability with work on TE for En-
glish, in Section 4 we have replicated a number of
standard techniques (bag-of-words, Levenshtein
distance on strings, standard TED). These exper-
iments show that the extended version of TED,
ETED, improves the performance of our technique
for Arabic by around 3% in f-score and around
2% in accuracy compared with a number of well-
known techniques. The relative performance of
the standard techniques on our Arabic testset repli-
cates the results reported for these techniques for
English testsets. We have also applied our ETED
to the English RTE2 testset, where it again outper-
forms the standard version of TED.

2 TED for RTE

The idea here is to convert both 7T and H from nat-
ural language expressions into parse trees through
parsing and then to explicitly transform 7°’s parse
tree into H’s parse tree, using a sequence of edit
operations (Kouylekov and Magnini, 2005; Bar-
Haim et al., 2007; Harmeling, 2009; Mehdad and
Magnini, 2009; Wang and Manning, 2010; Heil-
man and Smith, 2010; Stern et al., 2012). If a low-
cost transformation sequence can be found then
it may be that T entails H. Dependency parsers
(Kiibler et al., 2009) are popular for this task, as
in other NLP areas in recent years, since they al-
low us to be sensitive to the fact that the links in a
dependency tree carry linguistic information about
relations between complex units.

Different sets of operations on trees, using var-
ious types of transformations in order to derive H
from 7', have been suggested. Herrera et al. (2005),
for instance, used the notion of tree inclusion
(Kilpeldinen, 1992), which obtained one tree from
another by deleting nodes. Herrera et al. (2006)
and Marsi et al. (2006) used a tree alignment al-
gorithm (Meyers et al., 1996), which produces a
multiple sequence alignment on a set of sequences
over a fixed tree. TED (Zhang and Shasha, 1989;
Klein et al., 2000; Pawlik and Augsten, 2011) is
another example of a transformation-based model
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in that it computes the minimum cost sequence of
transformations (e.g. insertion, deletion and ex-
change of nodes) that turns one tree into the other.
To obtain more accurate predictions, it is impor-
tant to define an appropriate inventory of edit op-
erations and assign appropriate costs to the edit
operations during a training stage (Kouylekov and
Magnini, 2005; Harmeling, 2009). For instance,
exchanging a noun with its synonyms or hyper-
nyms should cost less than exchanging it with
an unrelated word. Heilman and Smith (2010)
extended the above mentioned operations (e.g.
move-sibling, relabel-edge, move-subtree, etc.),
since the available edit operations are limited in
capturing certain interesting and prevalent seman-
tic phenomena. Similarly, a heuristic set of 28
edit operations, which include numbers of node-
exchanges and restructuring of the entire parse
tree, is suggested (Harmeling, 2009).

TED-based inference requires the specification
of a cost for each edit operation and a threshold for
the total cost of the edit sequence. Selecting a best
set of costs and a suitable threshold is challeng-
ing. Some researchers have defined costs manu-
ally (Kouylekov and Magnini, 2005), but they are
usually learned automatically (Harmeling, 2009;
Wang and Manning, 2010; Heilman and Smith,
2010; Stern and Dagan, 2011), e.g. Mehdad and
Magnini (2009) have used particle swarm opti-
mization (PSO), which is a stochastic technique
that mimics the social behaviour of bird flocking
and fish schooling (Russell and Cohn, 2012), for
estimating and optimising the cost of each edit op-
eration for TED.

2.1 Standard TED

In this paper we will use Zhang and Shasha
(1989)’s TED algorithm (henceforth, ZS-TED),
which is an efficient technique based on dynamic
programming to calculate the approximate tree
matching for two rooted ordered trees, as a starting
point. Ordered trees are trees in which the left-to-
right order among siblings is significant. Approxi-
mate tree matching allows us to match a complete
tree with just some parts of another tree. There are
three operations, namely deleting, inserting and
exchanging a node, which can transform one or-
dered tree to another. A nonnegative real cost is
associated with each edit operation. These costs
are changed to match the requirements of specific
applications. Deleting a node x means attaching



its children to the parent of x. Insertion is the in-
verse of deletion, with an inserted node becom-
ing a parent of a consecutive subsequence in the
left-to-right order of its parent. Exchanging a node
alters its label. Detailed presentation of ZS-TED
can be found in (Bille, 2005): the main change
that we make to the basic algorithm is to include
extra tables for recording which operations were
performed rather than simply recording their cost.

2.2 Extended TED

The main weakness of ZS-TED is that it is not able
to perform transformations on subtrees (i.e. delete
subtree, insert subtree and exchange subtree). In
order to make ZS-TED deal with subtree opera-
tions, we need to follow two stages:

1. Run ZS-TED (without entire subtree opera-
tions) and compute the standard alignment from
the results;

. Go over the alignment and group subtrees op-
erations (e.g. every consecutive k deletions that
correspond to an entire subtree reduces the edit
distance score by a x k + (3 for any desired «
and (3 in interval [0,1]).

We have applied this technique on Zhang and
Shasha (1989)’s O(n?) algorithm but it will also
work for Klein (1998)’s O(n3log,,) algorithm, De-
maine et al. (2009)’s O(n?3) algorithm or Pawlik
and Augsten (2011)’s O(n?) algorithm. The ad-
ditional time cost of O(n?) can be ignored since
it is less than the time cost for any available TED
algorithm.

2.2.1 Find a sequence of single operations

In order to find the sequence of edit operations that
transforms one tree into another, such as the pair
shown in Figure 1, the computation proceeds as
follows: create a new matrix called 2, which has
the same dimensions as the matrix § which is used
to store the forest costs during ZS-TED to store the
sequence of edit operations as a list. In particu-
lar, when the values of § are computed, the values
of J are computed, by using the edit operation
labels: “i” for an insertion, “d” for deletion, “x”
for exchange and “m” for no operation (matching).
So, the final edit sequence to transform 77 into 75
in Figure 1 is dddmmiiimm.

The final mapping between 73 and 7% is shown
in Figure 1. For each mapping figure the inser-
tion, deletion, matching and exchange operations
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are shown with single, double, single dashed and
double dashed outline respectively. The matching
nodes (or subtrees) are linked with dashed arrows.

Figure 1: Standard TED, mapping between 77 and
Ts.

2.2.2 Find a sequence of subtree operations

Extending TED to cover subtree operations will
give us more flexibility when comparing trees (es-
pecially linguistic trees). Thus, we have extended
the TED algorithm to allow the standard edit oper-
ations (insert, delete and exchange) to apply both
single nodes and subtrees.

Let Ep—1.1 € {“d”, “i”, “x”, “m”} be an edit
operation sequence that transforms 77 into 75 by
applying the technique in Section 2.2.1. Sup-
pose that S' and S? are the optimal alignment
for 77 and T5 respectively, when the length of
St=82=1L.

To find the optimal single and subtree edit op-
erations sequence that transform 77 into 7%, each
largest sequence of same operation is checked to
see whether it contains subtree(s) or not. Checking
whether such a sequence corresponds to a subtree
depends on the type of edit operation, according
to the following rules: (i) if the operation is “d,”
the sequence is checked on the first tree; (ii) if the
operation is “i,” the sequence is checked on the
second tree; and (iii) otherwise, the sequence is
checked on both trees. After that, if the sequence
of operations corresponds to a subtree, then all the
symbols of the sequence are replaced by “+” ex-
cept the last one (which represents the root of the
subtree). Otherwise, checking starts from a new
sequence as explained below. For instance, let us
consider Ej, ..., E;, where 1 < h < L, 1 <
t < L, h < t,is a sequence of the same edit
operation, i.e. Ep_p; € {“d”, “1",“x”, “m”}.
Let us consider h0 = h, we firstly check nodes
S}, ..., St and S2, ..., S? to see whether they or not



are subtrees. If Ej is “d,” the nodes S,ll, ..., S} are
checked, whereas the nodes S7, ..., S7 are checked
when Ej, is “i.” Otherwise, the nodes S}, ..., S}
and S,QL, ..., 5% are checked. All edit operations
FEy, ..., By are replaced by “+” when this se-
quence is corresponding to a subtree. Then, we
start checking from the beginning of another se-
quence from the left of the subtree E},, ..., B, i.e.
t = h — 1. Otherwise, the checking is applied
with the sequence start from the next position, i.e.
h = h + 1. The checking is continued until h = ¢.
After that, when the (¢ — h) sequences that start
with different positions and end with ¢ position do
not contain a subtree, the checking starts from the
beginning with the new sequence, i.e. h = h0 and
t =t — 1. The process is repeated until h = t¢.

So, the final edit sequence to transform 7 into
T5 in Figure 1 is ++d+m++imm.

The final mapping between 77 and T5 according
to the extended TED is shown in Figure 2.

T

Figure 2: Extended TED with subtree operations,
mapping between 77 and 5.

3 Optimisation algorithms

We used two optimisation algorithms, genetic al-
gorithm (GA) and artificial bee colony (ABC), to
estimate the cost of each edit operation (i.e. for
single nodes and for subtrees) and threshold(s)
based on application and type of system output.

31 GA

The GA starts with an initial population of solu-
tions (known as chromosomes). In each gener-
ation, solutions from the current population are
taken and used to form a new population by modi-
fying the selected solutions’ genome (recombined
and possibly randomly mutated). This is moti-
vated by a hope that the new population will be
better than the old one. Solutions which are se-
lected to form new solutions (offspring) are se-
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lected according to their fitness—the more suitable
they are the more chances they have to reproduce.
The algorithm terminates when either a maximum
number of generations has been produced, or a
satisfactory fitness level has been reached for the
population. The main steps of the algorithm are
shown in Algorithm 1.

Algorithm 1 The basic algorithm for GA.

1: Initialise population;

2: repeat

3: Evaluation;

4 Reproduction;

5 Crossover;

6: Mutation;

7: until (termination conditions are met);

3.2 ABC algorithm

In the ABC algorithm, the colony of artificial bees
consists of three groups. First, employed bees go-
ing to the food source (a possible solution to the
problem to be optimised) that they have visited
previously. Second, onlookers waiting to choose
a food source. Third, scouts carrying out random
search. The first half of the colony consists of
the employed artificial bees and the second half
includes the onlookers and scouts. The number
of employed bees is equal to the number of food
sources. The employed bee of an abandoned food
source becomes a scout. The main steps of the al-
gorithm are shown in Algorithm 2.

ABC follows three steps during each cycle:
(i) moving both the employed and onlooker bees
onto the food sources; (ii) calculating their nectar
amounts (fitness value); and (iii) determining the
scout bees and then moving them randomly onto
the possible food sources.

The ABC algorithm has been widely used in
many optimisation applications, since it is easy to
implement and has fewer control parameters.

4 Experimental results

To check the effectiveness of the extended TED
with subtree operations, ETED, we used it to
check the entailment between 7-H Arabic pairs of
text snippets and compared its results with a sim-
ple bag-of-words, Levenshtein distance and ZS-
TED on the same set of pairs.

4.1 Systems

We have investigated different approaches that can
be divided into two groups as follow.



Algorithm 2 Pseudo-code of the ABC algorithm (Akay and Karaboga, 2012).

SN
D

Tij

size of population.
number of optimisation parameters.
solution i,j,i=1..SN,j=1..D

: Evaluate the population;
:cycle=1;
. repeat

A ST S

a random number between [-1,1]) and evaluate them;

: Initialise the population of solutions x; j,i=1...SN,j=1..D, trial; =0;

Produce new solutions v;; for the employed bees (using v;; = xi; + ¢i;(xij — Tk;), where k € {1, ..., SN} and ¢ is

Apply the greedy selection process for the employed bees (if the new solution v;; has an equal or better nectar (fitness)

than the old source, it is replaced with the old one in the memory. Otherwise, the old one is retained in the memory);

6:

7: Calculate the probability values p; =

8:

9: Apply the greedy selection process for the onlookers;
10:

Xl = +rand[0, 11 (X040 )i

11: Memorise the best solution achieved so far;
12: cycle = cycle+1;

13: until (cycle = Maximum Cycle Number);

fiti/ ZZS:AQ fit; for the solutions x;;
Produce the new solutions v;; for the onlookers from the solutions x; selected depending on p; and evaluate them;

Determine the abandoned solution for the scout, if exists, and replace it with a new randomly produced solution z; by

Surface string similarity approaches

We tested the following approaches:

BoW: this approach uses the bag-of-words,
which measures the similarity between T and H as
a number of common words between them (either
in surface forms or lemma forms), divided by the
length of H, when the highest similarity is better.

LD;: this approach uses the Levenshtein dis-
tance with 0.5, 1, 1.5 for cost of deleting, inserting
and exchanging a word respectively.

LDs: the same as for LD; except that the cost of
exchanging non-identical words is the Levenshtein
distance between the two words (with lower costs
for vowels) divided by the length of the longer of
the two words (derived and inflected forms of Ara-
bic words tend to share the same consonants, at
least in the root, so this provides a very approxi-
mate solution to the task of determining whether
two forms correspond to the same lexical item).

Syntactic similarity approaches

These approaches follow three steps:

1. each sentence is preprocessed by a tagger and
a parser in order to convert them to depen-
dency trees, using a combination of taggers
(ie. AMIRA (Diab, 2009), MADA (Habash
et al., 2009) and maximum-likelihood (MXL)
tagger (Ramsay and Sabtan, 2009)) and parsers
(i.e. MALTParser (Nivre et al., 2007) and MST-
Parser (McDonald et al., 2006)), which give
around 85% for labelled accuracy (Alabbas and
Ramsay, 2012; Alabbas and Ramsay, 2011),
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which is the best result we have seen for the
Penn Arabic treebank (PATB). We use these
combinations in series of experiments which in-
volve;

. pairs of dependency trees are matched using the
ZS-TED/ETED to obtain a score for the pair;

. either one threshold (for simple entails/fails-to-
entail tests or two (for entails/unknown/fails-to-
entail tests) are used to determine whether this
score should lead to a particular judgement.

We tested the following approaches:

ZS-TED;: this system uses ZS-TED with a
manually determined set of fixed costs. The cost
of deleting a node, inserting a node or exchanging
anode are 0, 10 and 10 respectively.

ZS-TEDy: this system uses ZS-TED with a
manually determined intuition-based set of costs
that depend on a set of stopwords and on sets of
synonyms and hypernyms, obtained from Arabic
WordNet (AWN) (Black et al., 2006), as explained
in Figure 3 (column A). These costs are an up-
dated version of the costs used by Punyakanok et
al. (2004).

ZS-TED+GA: this system uses a GA to es-
timate the costs of edit single operations and
threshold(s) for ZS-TED. The chromosome for
binary decision output is {cost of deleting a
node, cost of inserting a node, cost of exchang-
ing a node, threshold}, and the fitness is a*f-
score+b*accuracy, where a and b are real numbers
in the interval [0,1]. Providing different values for



a and b makes it possible to optimise the system
for different applications—in the experiments be-
low a is 0.6 and b is 0.4, which effectively puts
more emphasis on precision than on recall, but for
other tasks different values could be used. For
three-way decisions, the chromosome is the same
as for binary decisions except that we add a sec-
ond threshold, and the fitness is simply the f-score.
We used the steady state GA with the following
settings: 40 chromosomes as population size, uni-
form crossover (UX), Gaussian mutation and max-
imum number of generations is 100.

ZS-TED+ABC: the same as ZS-TED+GA ex-
cept using ABC instead of GA as the optimisation
algorithm. We used the ABC algorithm with the
following settings: 40 as the colony size and the
maximum number of cycles for foraging is 100.

ETED;: this system uses ETED with manually
assigned costs. The costs for single nodes are the
same for the ZS-TED; experiment and the costs
for subtrees are half the sum of the costs of their
parts.

ETED;: this system uses ETED with the
intuition-based costs for single nodes given in Fig-
ure 3 (column A) and the costs for subtrees given
in Figure 3 (column B).

ETED+ABC: this system uses the ABC algo-
rithm to estimate the costs of edit single opera-
tions and threshold(s) for ETED. For binary de-
cision output, the chromosome is {cost of delet-
ing a node, cost of inserting a node, cost of ex-
changing a node, multiplier for the sum of the
costs of the deletions in a deleted subtree, multi-
plier for the sum of the costs of the insertions in
an inserted subtree, multiplier for the sum of the
costs of the exchanges in an exchanged subtree,
threshold}. For three-way decisions the chromo-
some also contains the second threshold. For both
cases the fitness is as for ZS-TED+GA. We do not
include GA results for ETED, as extensive com-
parison of the standard GA algorithm and ABC on
the ZS-TED experiments shows that ABC consis-
tently produces better results for the same initial
seeds and the same number of iterations.

The BoW algorithm and the basic string-edit al-
gorithm are supplemented by the first two of the
three procedures listed below and the others by all
three, to ensure that we get the best possible per-
formance at each stage:
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e use AWN, OpenOffice Arabic dictionary and
others as a lexical resource in order to take ac-
count of synonymy, antonym and hyponymy re-
lations when comparing two words and when
calculating the cost of an edit;

take into consideration the POS tag when com-
paring two similar words (i.e. they should have
the same POS tag);

use a list of stopwords that contains some of
the commonest Arabic words, which are treated
specially when comparing words (e.g. by using
different edit costs for them in distance-based
approaches).

4.2 Results

We carried out experiments using the approaches
above with two types of decisions as below.

Simple binary decision (‘yes’ and ‘no’): T en-
tails H when the cost of matching is less (more in
case of bag-of-words) than a threshold. The re-
sults of this experiments, in terms of precision (P),
recall (R) and f-score (F) for ‘yes’ class and accu-
racy (Acc.), are shown in Table 1. ETED shows
a substantial improvement over bag-of-words and
Levenshtein distance (around 19% in f-score and
6% in total accuracy) and over ZS-TED (around
2% in f-score and 2% in total accuracy).

Although we are primarily interested in Arabic,
we have carried out parallel sets of experiments on
the English RTE2 parsed testset,' using the Prince-
ton WordNet (PWN) as a lexical resource, with
the input text converted to dependency trees us-
ing Minipar (Lin, 1998). The pattern in Table 1
for English is similar to that for Arabic. ZS-TED
is better than bag-of-words, ETED is a further im-
provement over ZS-TED.

Making a three-way decision (‘yes, ‘unknown’
and ‘no’ (not ‘contradicts’) ): for this task we
use two thresholds, one to trigger a positive an-
swer if the cost of matching is lower than the lower
threshold (exceeds the higher one for the bag-of-
words algorithm) and the other to trigger a neg-
ative answer if the cost of matching exceeds the
higher one (mutatis mutandis for bag-of-words).
Otherwise, the result will be ‘unknown.” The rea-
son for making a three-way decision is to drive
systems to make more precise distinctions. There
is a difference between knowing that H does not

1http: //u.cs.biu.ac.il/~nlp/RTE2/Datasets/RTE-2\
%$20Preprocessed\%20Datasets.html



Cost (A) Single node (B) Subtree (more than one node)
Delete if X is a stop word =5, 0
R e A
Insert if Y is a stop word =5, double the sum of the costs of its parts
else =100
| Exchange if X subsumes Y=0, ~ = | if a subtree S1is identical to a subtree S2=0 |
if X is a stop word =5, else half the sum of the costs of its parts
if Y subsumes or contradicts X=100
else =50
Figure 3: Intuition-based edit operation costs for the systems ZS-TED2 and ETED1 (X in 7', Y in H).
Binary decision Three-way decision
Dataset | Approach Pyes Ryes Fyes | Acc. Fyes X 0.6+ Acc.x 04 | P R F
BoW 63.6% | 43.7% | 0518 | 59.3% 0.548 590% | 57.3% | 0.581
| LD~ ] 647% | 4% 7| 03247|°60% | T T 0554 | 614% | 580% | 0.597 |
LD, 65% 477% | 0.550 | 61% 0.574 629% | 58.3 % | 0.605
| ZS-TED; ~ ~ | 577% | 647% | 061 | 587% |~~~ 0.601 ~ | 643% | 584% 1 0.612 |
ArbDS ZS-TED» 61.6% | 73.7% | 0.671 | 63.8% 0.658 64.8% | 583% | 0.614
ZS-TED+GA 592% | 92% 0.721 | 64.3% 0.690 655% | 586 % | 0.619
ZS-TED+ABC | 60.1% | 91% 0.724 | 65.3% 0.696 678 % | 582 % | 0.626
| ETED; ~ | 39% | 657% | 0621 | 60% |~~~ 0613 = | 653% | 583% 1| 0.616 |
ETED, 632% | 75% 0.686 | 65.7% 0.674 66.7% | 60% 0.632
ETED+ABC 61.5% | 92.7% | 0.739 | 67.3% 0.713 70.7% | 62.4% | 0.663
BoW 531% | 499% | 0.514 | 52.9% 0.520 50.8% | 48.3% | 0.495
RrE2 | ZSTEDS © T 529% [625% | 03T 53S% [T 0558 ©"523% | 502% [ 0512 ]
ETED, 542% | 66.6% | 0.598 | 552% 0.580 543% | 52.7% | 0.535
| ETED+ABC ™~ | 554% | 701% | 0619 | 56.8% | =~~~ 0599 | 557% | 56.1% | 0.559 |

Table 1: Comparison between ETED, simple bag-of-words, Levenshtein distance and ZS-TED.

entail 7' and not knowing whether it does or not.
Note that answering ‘no’ here means “I believe
that H does not entail 7", not “I believe that H
contradicts 1"

The results of this experiment, in terms of pre-
cision, recall and f-score for ‘yes’ class, are shown
in Table 1. Again, ETED shows a worthwhile im-
provement bag-of-words and Levenshtein distance
(around 6% in f-score) and over ZS-TED (around
4% in f-score).

S Summary

We have described an extended version of tree edit
distance (TED) that allows operations (i.e. delete,
insert and exchange) both on single nodes and on
subtrees. The extended TED with subtree opera-
tions, ETED, is more effective and flexible than
the ZS-TED, especially for applications that pay
attention to relations among nodes (e.g. in lin-
guistic trees, deleting a modifier subtree should be
cheaper than the sum of deleting its components
individually).

We have also investigated the use of different
optimisation algorithms, and have shown that us-
ing these produces better performance than setting
the costs of edit operations by hand, and that using
the ABC algorithm produces better results for the
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same amount of effort as traditional GAs.

The current findings, while preliminary, are
quite encouraging. The fact that the results on
our original testset, particularly the improvement
in f-score, were replicated for a testset where we
had no control over the parser that was used to
produce dependency trees from the 7-H pairs pro-
vides some evidence for the robustness of the ap-
proach. We anticipate that in both cases having a
more accurate parser (our parser for Arabic attains
around 85% accuracy on the PATB, Minipar is re-
ported to attain about 80% on the Suzanne corpus)
would improve the performance of both ZS-TED
and ETED.
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Abstract

Our study focuses on opinion mining of several medi-
cal forums dedicated to Hearing Loss (HL). Surgeries
related to HL are the most common surgeries in North
America; thus, they affect many patients and their
families. We have extracted the opinions of people
from these forums related to stigma of HL, conse-
quences of HL surgeries, living with HL, failures of
HL loss treatments, etc. We performed a manual an-
notation first with two annotators and have 93% over-
all agreement with kappa 0.78 and then applied Ma-
chine Learning methods to classify the data into opin-
ionated and non-opinionated messages. Using our
feature set, we achieved best F-score 0.577 and 0.585
with SVM and logistic-R classifier respectively.

1 Introduction

The development of the Internet and of the user-
friendly Web technologies profoundly changed
the ways the general public can express their
opinions on a multitude of topics. In order to
make informed decisions, there is a necessity to
develop methods that adequately — efficiently
and effectively — extract new knowledge from
the online messages (Bobicev et al., 2012). Opin-
ions depend on individual's personality, culture
and expectations of the society. Thus, opinions
are challenging for independent external evalua-
tion and categorization.

Natural language statements can be divided
into two categories: facts and opinions. Facts can
be expressed with topic keywords, while opin-
ions are more difficult to express with a few
keywords. They are the words of mouth on the
web, e.g.,

Factual Sentence:
Most things come in somewhere between 40 and
105, depending on the frequency.

Opinionated Sentence:

I don't think you will find anyone who this level
of amplification is undamaging, but the option is
to not hear.
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In this work, we have performed opinion mining
of message posted on medical forums dedicated
to Hearing Loss. Surgeries related to HL are the
most common surgeries in North America; thus,
they affect many patients and their families.
Our current work aims to provide a tool that can
extract opinions expressed by the general public.
Understanding of what people think about the
surgeries and their consequences helps health
care providers to develop better health care poli-
cies and the general public outreach.

We collected data from web forums and we
invited two annotators to manually annotate texts
gathered from medical forums. We obtained the
overall agreement of 93% and kappa was 0.78.
Then we used a subjectivity lexicon and machine
learning algorithms to automatically classify the
posts. Our experiments with different combina-
tions of features using different classifiers, i.e.,
Naive Bayes, SVM and Logistics-R have shown
significant improvement in F-score performance
(55.7%, 56.8% and 57.8%, respectively) over the
majority class baseline, which was 47.6%.

2

A very limited work has been done on opinion
mining on health related forums. Sokolova and
Bobicev (2011) analyzed opinions posted on a
general medical forum (i.e., the forum where the
users discussed different health problems). The
messages discussed health-related topics: medi-
cations, treatment, illness and cure, etc. The au-
thors constructed a set of sentences manually
labeled as positive, negative and neutral opin-
ions. Among the three opinion categories, better
results were obtained for the negative category
(kappa = 0.365). For external evaluation of the
labeling results, Machine Learning methods were
applied on the annotated data. The best F-score =
0.839 was achieved by SVM. However, the au-
thors used a small and imbalanced dataset, i.e.,
169 positive and 74 negative sentences. Thus, the
data had an inheritably high major class baseline
of Accuracy = 70% and F-score = 57%. In our
case, we used a considerably bigger and com-
pletely balanced data set having 93% overall

Related Work
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agreement and 0.78 kappa between two annota-
tors, with the majority class baseline of accuracy
= 50% and F-score = 47.6%.

In (Goeuriotet al., 2012), the authors have
built a medical domain lexicon in order to per-
form classification on a dataset that they collect-
ed from a website called Drug Expert. The da-
taset contains user reviews on drugs with ratings
from 0 to 10 (negative to positive). The authors
have performed the polarity detection on this
dataset which already contains subjective infor-
mation (opinions) about users’ experience with
particular drugs. However, in our case, we have
extracted messages from health forums which
publish both opinionated and non-opinionated
posts.

3 Building the Dataset

We wanted our data be specific to the problem at
hand. This is why we concentrated only a few
health forums dedicated to Hearing Loss (HL).
Although the very specific topic prevented us to
have access to a high volume of data, at the same
time, focusing on relevant forums only helped us
to reduce the volume of unrelated messages. Al-
so, we wanted to analyze the forum discussions,
i.e., threads, which consist of more opinionated
messages rather than questions and answers
about the medical problems.

For the opinion mining, we have chosen a
critical domain of HL problems: opinions about
Hearing Aids. To the best of our knowledge, no
relevant previous work was done in this area. For
our dataset; we have collected individual posts
from 26 different threads on three health fo-
rums™.

3.1 Data Description

The initial collection of data contains about 893
individual posts from 34 threads. They were ex-
tracted using the XPath query by using the
Google Chrome extension “XPathHelper”.

This data was filtered and reduced to 26
threads by removing the threads in which people
did not discuss Hearing Aids. The threads con-
tained 607 posts in them. Table 1 lists the forum
web sites, the number of threads collected from
each forum, the number of posts gathered from
each forum, and an average number of posts
written by each author.

http://www.medhelp.org,
http://www.alldeaf.com,
http://www.hearingaidforums.com

Forums Threads | Posts | Avg. posts
per person

www.hearingaidforu | 7 185 2.9

ms.com

www.medhelp.org 9 105 2.77

www.alldeaf.com 10 317 1.93

Total 26 607 2.53

Table 1. Filtered dataset collection statistics

We split the data from individual threads into
sentences using our version of a regular expres-
sion based sentence splitter. We partly removed
noise from the text by removing sentences con-
taining very few words (4 in our case) as they did
not convey well-formed opinions, for example:

Sentence:  No, educate me.
Sentence:  Max AVERAGE SPL.
Sentence:  Am | right ?
Sentence: It is permanent.

The remaining sentences from the 26
threads were manually annotated by two inde-
pendent annotators into two classes (opinionated
and non-opinionated). There were several cate-
gories of opinionated and non-opinionated sen-
tences. We provide the examples below.

Non-opinionated about Hearing Aids:

Factual on Hearing Aids:

So a doubling of 'power"' equates to a 3dB rise
in measured output.

Not relevant to Hearing Aids:

Lots of jobs in that field and | was pleased that
I have met all of the qualifications.

Opinionated about Hearing Aids:

Positive

The aids you see discussed on this forum
are designed with limiting factors intended to
keep sound from being amplified to damaging
levels.
Neutral/Unknown

I have yet to see an ENT indicate that
properly adjusted hearing aids will either
cause or not cause ear damage.
Negative

"l was referring to perception and in my
understanding, even a duration of a few
minutes can damage the ears."

In this paper, however, we work only with two
broad message categories: opinionated about
Hearing Aids and non-opinionated about them.




3.2 Subjectivity Lexicon

For our experiments, we used the Subjectivity
Lexicon (SL) built by Wilson, Wiebe, and Hoff-
man (2005). The lexicon contains 8221 subjec-
tive expressions manually annotated as strongly
or weakly subjective, and as positive, negative,
neutral or both. We have chosen this lexicon
over other large automatically generated diction-
aries like SentiwordNet (Baccianella, Esuli, and
Sebastiani, 2010), as it has been manually anno-
tated and provides rich information with the sub-
jectivity strength and prior polarity for each word
considering the context of the word in the form
of part of speech information.

The quality of this Subjectivity Lexicon is
higher than the quality of other large automati-
cally generated dictionaries; for example, Senti-
WordNet (Baccianella, Esuli, and Sebastiani
2010) includes more than 65,000 entries. Some
papers (Taboada et al., 2011) have shown that
larger dictionaries contain information which is
not detailed and include more words which may
lead to more noise.

Below is the sample entry from the lexicon:

type=strongsubj len=1  wordl=boundless
posl=adj stemmed1=n priorpolarity=positive

This entry contains the term boundless, which
is an adjective. Its length is 1 (single term), it is
not stemmed; it is strongly subjective and posi-
tive. Similarly following are other entries from
lexicon:

type=weaksubj len=1 wordl=buckle posl=verb
stemmed1=y priorpolarity=negative

type=strongsubj  len=1  wordl=desiccated
posl=adj stemmedl=n priorpolarity=negative

Table 2 shows the relation between strong and
weak subjectivity with the polarity lexicon.

Strong Weak Subj | Total Percent
Subj
. 1717 1001
Positive (30.8%) (37.74%) 2718 33.06
. 3621 1291
Negative (65%) (48.6%) 4912 59.75
231 360
Neutral (4.14%) (13.57%) 591 7.18
Total 5569 2652 8221 100
Percent | 67.74 32.26 100
Table 2. Distribution among subjectivity and

polarity in the lexicon

4  Methodology

In this work, we have used several different fea-
tures for the opinion mining of the sentences.
Section 4.1 discussed the use of parts of speech
in opinion mining. Section 4.2 lists all these fea-
tures. These features are computed and presented
for each sentence in a data file format used by
the WEKA suite (Hall et al., 2009). Classifica-
tion is performed based on the computed features
and accuracy is measured using for different
combinations of features in order to improve the
classification performance.

4.1 Lemmatization

For all nouns and verbs, we have used the lem-
matization using the GATE ? morphological
plugin which provides the root word. In case of
noun the root word is the singular form of the
plural noun, e.g., bottles becomes bottle, etc. In
the case of verbs, the plugin provides the base
form for infinitive, e.g., helping becomes help,
and watches become watch. After performing
lemmatization, we found 158 more words that
were detected with same part of speech consid-
ered as the original. There were still 175 words
which were found with the root word in the lexi-
con, but with different part of speech, e.g., senses
was used as nouns in the data, after lemmatiza-
tion it becomes sense, which exists as verb in the
lexicon. Therefore it cannot be matched as the
context and meaning of the word is different.

4.2 Features

All the features considered for the experiment
are based on sentence level. Table 3 shows the
final features selected for the experiments. The
most common features were pronouns, followed
by weak subjective clues, adjectives and adverbs.

STRONGSUBJ # of words found as strong sub-
jective in current sentence

WEAKSUBJ # of words found as weak sub-
jective in current sentence

ADJECTIVE # of adjectives

ADVERBS # of adverbs

PRONOUN # of pronouns

POSITIVE # of words found having prior
polarity as positive

NEGATIVE # of words found having prior
polarity as negative

NEUTRAL # of words found having prior
polarity as neutral

PRP_PHRASE # of phrases containing pronouns
found in current sentence
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Table 3. Final features considered for the ex-
periments

2 http://gate.ac.uk/sale/tao/splitch21.html#x26-52600021.11




5 Experiments

5.1 Manual Annotation

The dataset of 3515 sentences from 26 threads
were manually annotated by two annotators. The
annotators were asked to tag a sentence as opin-
ionated if it conveys positive, negative or mixed
opinions on hearing aids. All the sentences which
do not contain any opinions are left blank and
they are considered as non-opinionated. Accord-
ing to Table 4, annotatorl and annotator 2 did
not put the opinionated label a large number of
sentences, i.e., 2939 and 2728 respectively. We
further considered them as non-opinionated.

Annotator 1
Annotator 2 |Opinionated |Non-opinionated |Total
Opinionated |557 787
Non- 557 2728
Total 576 2939 3515

Table 4. Annotations statistics of Sentences
between the two annotators

To evaluate the annotator agreement, we calcu-
lated kappa as in (Sokolova & Bobicev, 2011):

a+d figl+f2g2

_ N N2
kappa = f1g1+f2g2
- =

The overall percentage agreement between the
annotators for the dataset was 93% and kappa
was 0.78. This indicates a substantial agreement
between the taggers in both the cases.

5.2

Due to the large number of irrelevant sentences,
the dataset is very much imbalanced. A balanced
dataset is necessary for accurate classification, as
in the case of imbalanced dataset as this, if all
sentences are considered as non-opinionated, the
accuracy of the system is very high (83%), as the
non-opinionated class dominates the opinionated
class in the dataset. To be exact, there are 557
opinionated sentences and 2728 non-opinionated
sentences. For this purpose, we reduce the non-
opinionated sentences by applying a version of

Dataset preprocessing
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the under-sampling technique (Barandela et al.,
2004).

In contrast with a commonly applied ran-
dom under-sampling, our under-sampling meth-
od selects only certain sentences to keep them in
the data set. For each occurrence of an opinion-
ated sentence, the next non-opinionated sentence
is chosen to be kept, and the rest are discarded.
The final dataset contains 1152 total sentences
with 576 opinionated and non-opinionated sen-
tences each.

5.3 Classification results

The output files generated by the system for
both the datasets are classified using the WEKA
(Hall et al., 2009). For our evaluation, we used
10-fold cross validation which is a standard clas-
sifier selection for classification purpose. Exper-
iments were performed using three different clas-
sifiers: Naive Bayes, support vector machine
(SVM) and logistic regression (logistic-R). Per-
formance was evaluated using the Fl-measure
between the three classifiers on the given da-
tasets. The best performance for Naive Bayes
and support vector machine were 55.7% and
56.7% respectively with (strongsubj, weaksubj)
feature. With Logistics-R the best performance
was 57.8% with (strongsubj, weaksubj, pronoun)
feature. It was found that the performance of lo-
gistic regression was the best on the features se-
lected for our evaluation.

For the baseline, we considered the majority
class baseline having 50% accuracy and achieved
F-score 47.6%. For the gold classification stand-
ard, the feature vector of bag of words is consid-
ered. We have not considered the unique words
for the bag of words because eliminating the
words that appeared only once reduces the size
of the vectors to half, and it makes it easier for
the classifier to handle them. Also, these words
do not contribute much to the post classification
since they appear only once, i.e., in one post, and
cannot be used to analyze other posts. From ex-
periments, it was found that the gold standard
result for our dataset was rather high for each
classifier. Still, all the classifiers improved the
results over the majority class baseline.



Opinionated vs. non-opinionated classification

Naive Bayes SVM Logistic-R

3 R F-1 P R F-1 P R F-1
strongsubj,weaksubj 0.599 | 0.579 | 0.557 | 0.602 | 0.585 | 0.567 | 0.573 | 0.572 | 0.57
strongsubj,weaksubj,neutral | 0.593 | 0.573 | 0.548 | 0.603 | 0.586 | 0.568 | 0.568 | 0.567 | 0.566
strongsubj,weaksubj,pron 0.583 | 0.565 | 0.539 | 0.586 | 0.574 | 0.557 | 0.585 | 0.582 | 0.578
all features 0.600 | 0.578 | 0.554 | 0.584 | 0.571 | 0.554 | 0.574 | 0.571 | 0.566
Gold Standard 0.628 | 0.626 | 0.624 | 0.628 | 0.626 | 0.624 | 0.590 | 0.590 | 0.589

Table 5.

Table 5 shows that the improvement was
8.1% for Naive Bayes, 9.2% for SVM and 10.2%
for logistic-R. We evaluated different sets of fea-
tures for the classification performance. Table 5
shows that the best performance of all classifiers
was with different feature sets, as for Naive
Bayes it was with (strongsubj, weaksubj) at
55.7%, for SVM it was with (strongsubj, weak-
subj, neutral) at 56.8% and for logistic-R it was
with (strongsubj, weaksubj, pron) at 57.8%. It

Comparison of performance between different features among three classifiers

was assumed that neutral word clues should indi-
cate non-subjectivity, as they are neutral in polar-
ity; however, the results did not show improve-
ment with neutral features. This may be due to
very limited neutral words in the lexicon, i.e.,
only 7.18%. The best classifier was logistic re-
gression with the feature set (strongsubj, weak-
subj, pron) with F1l-measure 57.8%, which is
slightly lower than the gold standard of 58.9%
with logistic-R.

Opinionated vs. non-opinionated classification with lemmatization

Naive Bayes SVM Logistic-R

P R F-1 P Re F-1 P R F-1
Strongsubj,weaksubj,prp_phrase | 0.596 | 0.58 0.562 | 0.604 | 0.591 | 0.577 | 0.586 | 0.58 | 0.57
strongsubj,weaksubj 0.604 | 0.58 | 0.554 | 0.605 | 0.591 | 0.576 | 0.584 | 0.58 | 0.57
strongsubj,weaksubj,neutral 0.600 | 0.582 | 0.562 | 0.597 | 0.583 | 0.568 | 0.584 | 0.58 6.58
strongsubj,weaksubj,pron 0.602 | 0.578 | 0.552 | 0.586 | 0.575 | 0.561 | 0.592 6.58 0.58
all features 0.602 | 0.58 0.556 | 0.593 | 0.582 | 0.569 | 0.582 6.57 6.57
Gold standard 0.628 | 0.626 | 0.624 | 0.628 | 0.626 | 0.624 | 0.590 6.59 6.58

Table 6. Comparison of performance with lemmatization between different features among

three classifiers

As most opinions are expressed with the use
of personal pronouns, we extracted the phrases
that contain pronouns within sentences, e.g., |
would assume, | feel as, | could sympathize. We
consider the number of such phrases within sen-
tences and evaluated the performance using
combinations with other features. Also, to in-
crease the number of matched words in the lexi-
con, all the nouns and verbs were lemmatized to
see if the classification performance increases.
The classification results show improvement for
all the classifiers. It is interesting to note that Na-
ive Bayes and SVM both have shown their best
performance with the feature combining subjec-
tivity clues and phrases with pronouns, which
indicate the significance of pronouns for subjec-
tivity; however logistics-R performed best with
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subjectivity and phrases with pronoun features,
but in this case pronoun phrase features show the
2" best performance.

The classification performance in Table 6 in-
creased with Naive Bayes, SVM and logistic-R
with 0.5%, 0.9% and 0.7%, respectively. Also
note that the gold standard representation excep-
tionally performed better with Naive Bayes and
SVM, but with the logistic-R it was relatively
comparable to our previous results and the per-
formance with best features (strongsubj, weak-
subj, pron) was just 0.4% less than the gold
standard; so the results with (strongsubj, weak-
subj, pron) are equivalent with the gold standard.



6 Analysis

The results from the experiments have provided
various insights about opinion mining in health-
related forums. For classification, the bag-of-
words representation provided higher results than
the other feature sets. We interpret this result an
indication of the importance of the word mean-
ing. The words were more important than their
semantic orientation or polarity. We noticed that
the subjectivity clues such as strong subjective or
weak subjective labels from the lexicon have not
increased the performance for identifying opin-
ionated and non-opinionated sentences; they per-
formed equivalently to the gold standard (i.e.,
bag-of-words). Also note that the bag-of-word
representation (BOW) is a high gold standard
that is hard to beat in many texts classification
problems. In our case, a simple baseline of clas-
sifying every sentence into the most frequent
class is outperformed by the BOW representation
by 13.6% on average among all the three classi-
fiers. This difference indicates how difficult the
opinion mining task is. The personal pronouns
such as I, me, ours, yours, etc. also play an im-
portant role, as these are commonly found in
subjective sentences and the results have shown
some improvement for features with pronouns.
However, subjective clues and phrases that con-
tain pronouns can lead to false prediction, e.g.:

Sentence 1:
I can understand that once the lost gain has
been reapplied, techniques such as compression
can reduce the additional amount of SPL DB that
is required.

Sentence 2:
I understand you will have to practice for some
time with any type of hearing aid.

Sentence 1 from our data is labeled by both
annotators as non-opinionated but it contains
understand which is strong subjective in lexicon;
also | can understand contains a pronoun. At the
same time, Sentence 2 contains the same strong
subjective word and the same pronoun, but it is
labeled by both annotators as opinionated in the
data. It has been noted that understand has oc-
curred more in non-opinionated sentences, which
in part provides the reason for the high perfor-
mance of the baseline.

Our results are comparative to other related
studies. We achieved Precision = 0.604, Recall =
0.591 and F-score 0.577 with (strong-
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subj,weaksubj,prp_phrase) feature set using the
support vector machine classifier.

In general, for consumer reviews, opinion-
bearing text segments are classified into positive
and negative with Precision 56%—-72% (Hu &
Liu 2004). For online debates, the complete texts
(i.e. posts) were classified as positive or negative
stance with F-score 39%—67% (Somasundaran &
Wiebe, 2009); when those posts were enriched
with preferences learned from the Web, F-score
increased to 53%—75%.

7 Conclusion and Future Work

In this work, we performed opinion mining of
online messages related to Hearing Loss. We
used several lexicon-based features together with
the rule based features like pronoun phrases clas-
sification of opinionated and non-opinionated
sentences. As categories, we considered sentenc-
es being opinionated if they contained opinions
about Hearing Aids. Other sentences were con-
sidered as non-opinionated. Evaluations have
been made using three different classifiers and it
is shown that our proposed features outper-
formed the baseline classifier which uses only
bag-of-word features.

In future work, we could use structural fea-
tures, dialogue act features, and sentiment fea-
tures (Biyani & Bhatia, 2012) for the subjectivity
classification of sentences. The lexicon could be
improved, as the domain lexicon created in
(Goeuriot et al., 2012) has shown better results
over other dictionaries for polarity detection.
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Abstract

We present in this paper an unsupervised approach to
recognize events, time and place expressions in Ara-
bic texts. Arabic is a resource —scarce language and
we don’t easily have at hand annotated corpora, lexi-
cons and other needed NLP tools. We show in this
work that we can recognize events, time and place
expressions in Arabic texts without using a POS an-
notated corpus and without lexicon. We use an unsu-
pervised segmentation algorithm then a minimalist set
of rules allows us to get a partial POS annotation of
our corpus. This partially annotated corpus will serve
as a basis for the recognition process which imple-
ments a set of rules using specific linguistic markers
to recognize events, and expressions of time and
place.

1

The considerable development of information
and communication technology has fundamental-
ly changed the way we access knowledge. To
deal with the huge volumes of information, con-
stantly increasing, efficient and robust technolo-
gies are needed. In this context, named entities
(persons, places, organizations, dates ...) are re-
guested in order to categorize, index, summarize,
this information.

A very useful resource for conducting research
in the area of NLP is an annotated corpus which
can be used as data in the development of algo-
rithms and as data in the evaluation of those al-
gorithms (Mazur, 2012). However, natural lan-
guages are not all equal regarding the availability
of such corpora. Arabic is among the resource-
scarce languages and the Arabic NLP (ANLP)
community still suffers from the lack of free
available annotated corpora, electronic lexicons
and other needed NLP tools. Moreover, there are
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no established (theoretical) linguistic studies to
rely on, in the field of NER though there is re-
cently an increasing interest from the ANLP
community. We propose in this work a minimal-
ist approach that allows recognition and annota-
tion of key expressions in a raw corpus using
only formal indices in the texts. This is not an
exhaustive annotation of NEs but rather an em-
pirical approach to provide a useful ANLP re-
source. The rest of the paper is organized as fol-
lows: section 2 is a survey of related work, sec-
tion 3 describes our minimalist approach to
event, time and place expressions recognition in
Arabic texts, section 4 reports the results and
evaluation of the approach and finally, we end
with a conclusion and future work in section 5.

2

In the growing field of Information Extraction
(IE), Named Entity Recognition (NER) refers to
the recognition and categorization by types of
person names, organizations, locations, numerals
as well as time/dates. Nadeau and Sekine (2009)
provide a pretty large survey of work on NER
where we can find a large variety of NER tools
for a few widely used languages. There are gen-
erally three main approaches to NER. Linguistic
rule based, statistical based, and hybrid.

Rule-based methods are usually based on an
existing lexicon of proper names and a local
grammar that describes patterns to match NEs
using internal evidence (gazetteers) and external
evidence provided by the context in which the
NEs appear (Zaghouani, 2012). Statistical and
machine learning approaches generally require a
large amount of manually annotated training da-
ta. Hybrid methods are a combination of the sta-
tistical and the rule-based approaches. A remain-
ing challenge in the field is how to develop such
systems quickly with minimal costs.

Related work

Proceedings of Recent Advances in Natural Language Processing, pages 25-31,
Hissar, Bulgaria, 7-13 September 2013.



Unfortunately, the main efforts to build relia-
ble NER systems for Arabic has been conducted
in a commercial framework and the approach
used as well as the accuracy of the performance
are not known. Nevertheless, we can find recent-
ly interesting research works in this topic.
Zaghouani (2012) surveys the most significant
works in the field. Most of the reported work
concerns recognition of proper names of persons
and organizations. In (Traboulsi, 2006), we find
a rule-based named-entity recognition model us-
ing local grammar and dictionaries and which
gives good results when tested in a small- scale
experiment with a Reuter corpus. Shaalan and
Raza (2009) presented an Arabic NER system
based on a rule-based approach, a dictionary of
names, a local grammar and a filtering mecha-
nism that rejects the incorrect NEs. The system
obtained an F-measure of 87.7% for persons,
85.9% for locations, 83.15% for organizations
and 91.6% for dates. Zaghouani (2012) described
a rule-based system for Arabic NER which
adapts a multilingual NER system to Arabic. The
system obtained an F-measure of 61.54% for
persons and 52.23% for organizations.

On the machine learning side, Zitouni et al
(2005) developed a system which allows recog-
nition of nominals, pronominals, references to
entities and named entities. They used a maxi-
mum entropy markov model and the evaluation
of their system on the ACE data set gave an F-
measure of 69%. Benajiba also has a continuing
work in this approach: Benajiba et al (2008) pro-
posed a system that combines Support Vector
Machine and Conditional Random Fields ap-
proaches. The system also used lexical, morpho-
logical and syntactic features and a multi- classi-
fier approach where each classifier was designed
to tag a NE class. The system obtained an F-
measure of 83.5%. In his thesis, Benajiba (2009)
concluded that no single Machine Learning ap-
proach is better than another for the Arabic NER
task and that the best results were obtained when
he used a multi- classifier approach where each
classifier used the best ML technique to specific
NE class. In another experiment, Benajiba et al
(2009) explored a combination of lexical, con-
textual and morphological features. The impact
of the different features has been measured in
isolation and combined and an F-measure of
82.71% was obtained.

Related to event extraction, Abuleil (2007)
presented a work for event detection in Arabic
texts that is based on collecting key-word events
like in natural disasters, bombing, elections ...
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The system was able to identify 439 events out
of 467 on the test corpus.

Saleh et al (2011) described a Machine Learn-
ing approach to automatic detection of temporal
and numerical expressions in Arabic texts based
on processing the dashtag- TMP used in the Ara-
bic tree- bank. The system obtained an F-
measure of 73.1% for temporal expressions and
94.4% for numerical expressions.

3 A minimalist approach to recognition
of event, time and place expressions in
Arabic texts

3.1

Arabic is a Semitic language spoken by more
than 330 million people as a native language, in
an area extending from the Arabian/Persian Gulf
in the East to the Atlantic Ocean in the West.
Arabic is a highly structured and derivational
language where morphology plays a very im-
portant role. Arabic NLP applications must deal
with several complex problems pertinent to the
nature and structure of the Arabic language. For
instance, Arabic is written from right to left. Like
Chinese, Japanese, and Korean there is no capi-
talization in Arabic. In addition, Arabic letters
change shape according to their position in the
word. Modern Standard Arabic (the modern ver-
sion of classical Arabic) does not have ortho-
graphic representation of short letters which re-
quires a high degree of homograph resolution
and word sense disambiguation.

3.2

Arabic Language

Detecting Key expressions in Arabic
texts

In order to provide an Arabic resource that will
be useful for our NLP applications such as text
summarization and guestion- answering, we pro-
pose an approach which is minimalist in the
sense that it allows annotation of key expressions
in a raw corpus of Arabic texts without any ex-
haustive pre- processing like POS tagging and
without using dictionaries.

event

takes place has date

date
(temporal expression)

location

Figurel: structure of an event



The structure of event is relevant since at a
conceptual point of view a structure of event en-
gages participants such as actor, time and loca-
tion. In this work, we adopt the conceptual event
scheme as defined by Saval et al (2009) who
built an ontology for natural disasters and which
is shown in figure above.

We then, try to identify events, time and place
expressions using surface indices from the texts.
We don't deal with named entities of persons yet.

Segmentation and Partial POS tagging: As
we have chosen to work by using only surface
indices from the texts, we opted to adapt to our
needs the algorithm described in (Aliane, 2011)
which is an algorithm of segmentation based on
Arabic linguistic theory. It is an unsupervised,
knowledge-free discovery algorithm in the sense
of (Bieman, 2006). It allows the discovery of the
morphemes and affixes of the corpus without
using lexicons or predefined tables of affixes as
schematized in figure 2:

Rawtexts ) affixes discovery
segmented <— Morphemes dis-
texts covery

figure2: the segmentation algorithm

Nevertheless, this algorithm doesn't give the
categories of the segmented units. It aims to sim-
ulate the underlying distributional analysis of the
Acrabic linguistic theory in a larger work (Aliane,
2011). The result of the segmentation process is
[left affix +morpheme+ right affix]«< exie>; @ lexie
here, is a word between two pauses (a blank or a
punctuation sign).

Then, our idea is that we can detect significant
key expressions in the texts by adding to such
segmented corpus some POS tagging by observ-
ing the texts in order to build a minimal set of
rules depending on the form of the affixes. Ara-
bic linguistic theory defines three part of speech
which are: Noun (ism), Verb (fi'l) and Particle
(harf) (Sibawayh, 77). Further sub- categoriza-
tion can be found in (Ghoul, 2011). However, we
don't aim at an exhaustive tagging so we manual-
ly build using the right and left affixes obtained
by the segmentation process and other surface
indices, a set of rules to annotate verbs and nouns
in the corpus. From the indication of the affixes
we obtained four rules, one for Noun (ism) and
three for verbs: past, present and future. Nouns
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are labeled as <LN> for nominal lexie and verbs
are labeled as <LV> for verbal lexie. We don't
use the tense indication in this paper but we've
made it for later work.

Besides the rules induced from the affixes, we
have also two contextual rules which are:

R1/ if a lexie is preceded by "< " then anno-
tate the lexie as verb at present time.

R2/ if a lexie is preceded by lexie; € L then
annotate the lexie as noun. L= { «oe «e ¢ ¢
L;yc‘){_,l N e \}{}lc‘ﬁj ¢ e Lils ¢Jae cuir_}

Verbal Event detection: We are interested in
this work only in the annotation of verbal events.
Arabic grammarians define a verb as a form de-
noting "a happening" (&), This definition is
sufficient to assume that any verb denotes a pri-
ori an event. Nevertheless, there are some lexies
that have the form of verbs but that rather de-
notes modalities. The study of the classification
and semantic of Arabic modalities is out of the
scope of this work, thus, we apply a filtering rule
to exclude the lexies which belong to the list of
modalities and then every lexie annotated as verb
in the partial POS tagging step described in the
precedent sub-section will be annotated as a ver-
bal event by adding the label <event>.

Temporal expressions detection: In this step,
we identify non verbal linguistic units that con-
vey temporal information by detecting temporal
markers and then applying a contextual analysis
right and left of the identified markers. This ap-
proach is inspired from (Vazov, 2001) and
(Décles et al,1997). The detection phase looks
for a particular set of markers (regular expres-
sions) encoding temporal information. These
markers can be stand- alone or trigger markers.
The stand- alone markers represent autonomous
temporal expressions. The contextual analysis is
launched if the system identifies a trigger mark-
er. A trigger marker signals the presence of a
larger temporal expression and triggers a rule for
the limitation and annotation of this expression.
The contextual analysis determines the bounda-
ries of the temporal expression in the analyzed
utterance. The trigger markers are of two kinds:

M1 contains the markers which are linguistic
units always appearing in the most right position
in the temporal expression and that trigger a
contextual analysis from right to left like: 3% ¢
(when, since).

M2 contains markers which can be involved in
any position in the temporal expression and that
trigger contextual analysis both from right to left
and from left to right such as: «“dds ¢ Ails agn
(day, January, minute, ).



We have grouped the observed stand- alone
markers in Arabic texts in the set £ shown in ta-
blel. example: \alusa <la. (he came morning.)

£

S et ol e clslie el yome <) sgliels Laacalom
G A dal e Vo) el o yad ol e
Qija e oy de gl b § chgn b oY)

Jelid lhna day

Tablel: Stand-alone markers

The trigger markers are grouped in two sets
M1 and M2 shown in Table2.

M1 M2
O die A O B, el s by
Bla Aidy delu cale
Blae glaa dls) c ad eb ¢ ac
«Jish Apesal ¢l eal Al cslise
s Aagia celua (ual dpie
GBS Ry A (pa e Uil ) da )l

e BN (i) caay) el

Jaaal) (Guaedl) cela )Y

i) e le e sl ¢l

et (gl Al s <Ol s cgle
BOWKESOL IS

2010-12-10 <2012 /12/15 :Jie g )

Table2: Trigger markers

Besides the markers in M1 and M2, we use
some "heuristic" other markers which may de-
termine the search space for the context analysis
rules and they are the following sets:

D1 contains some adverbs that may precede a
temporal expression as well as a location expres-
sion like: = «J# (before, after)

D2 contains words that we find near to tem-
poral expressions like: iy «aaiia (middle,
beggining)

D3 contains words that denote numerals like:
eAailal cdasw
Context analysis rules: We have two rules:
Rulel which is triggered by markers from M1.
On encountering a marker from M1, a left con-
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text analysis is launched (from right to left) by
adding all encountered lexies left to the marker
until we find a punctuation sign or a lexie which
is labeled <LV> (verbal lexie) or a lexie labeled
<L> (this means it remains ambiguous from the
partial POS tagging step) and that does not be-
long to £.

examplel: temporal expression detected by
Rulel, a left context analysis is performed on
encountering the trigger marker i,

Margqueur m1

B! & el Gy

Pause eW
(ﬁﬁmm Ll Aoy _
\\ LN LN LN J

Expression temporelle

Rule2 is triggered on encountering a marker
from M2, both left and right context of the mark-
er are scanned. Analyzing the left context con-
sists in building a larger temporal expression by
adding all the lexies encountered until finding a
punctuation sign or a lexie which is labeled
<LV> (verbal lexie) or a lexie labeled <L> and
that does not belong to £. The right context anal-
ysis adds all the lexies that are right to the mark-
er if they belong to one of M1, M2, D1, D2, D3
and until encountering a lexie that doesn't belong
to one of these sets.

Example2: temporal expression recognized
when Rule2 is triggered by the marker =l (year)

Marqueur m1”

i N Jea g

Pause Margueur m2
@ o 15 1 G

Expression temporelle

Example3:Rule2 is triggered on encountering
the marker - (day).

Pause e W Margqueur m2

({w_ “ @ s

Cas o’arrét ew’

Expression temporelle

Place expressions detection: In order to de-
tect location expressions, we also use surface
markers from the texts. These markers are stand-
alone markers or trigger markers. The trigger
markers are lexies that always come in the most
right position of the expression and trigger a con-



textual analysis from right to left. The location
markers are shown in table3 below:

£ M
Ylad shjc c\ﬁ).u ia (Caad cé_,ﬁ ce\.Ai cala
U'.Q.Ag c‘JLm..g cb}.\; «Jaul cg\); ce\ﬁ Cian

sa\;ﬁ\.} sal@i\ ‘d';b sGJ\A

WJad e @xd o d

(of Ol ey chang cgia

R

Table3: Stand-alone and trigger markers for
place expression recognition

Then, we have one contextual analysis rule
which is Rule3 and which principle is:

On encountering a marker m from M, a left
contextual analysis is launched that builds a larg-
er location expression by adding all the words
encountered left to the marker until finding a
punctuation sign or a lexie which is labeled
<LV> (verbal lexie) or a lexie labeled <L> (this
means it remains ambiguous from the partial
POS tagging step) and that does not belong to
£.or a particle (lexie which length is<3).

example4: place expression detected by rule3,
the left context analysis here stops on encounter-
ing the two letter word .

Cas d’arrét {taille <3} Margueur mp

sl M An g8 Jé @)

Expression de lieu

The overall approach is resumed in figure3

4  Results and evaluation

We have tested our system on a corpus of 30 ar-
ticles from the web, written in Modern standard
Arabic. The texts are not vowelized. The corpus
is annotated by the tags <event> for verbal
events detected, <Timex> for time expressions
and <PI> for place expressions, example is given
in appendix1. The system was able to recognize
168 verbal events out of 268 and shows an F-
measure of 84% for temporal expressions and
45% for place expressions. These recognition
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rates are influenced by the ambiguities left from
the partial POS tagging step which didn't detect
all the verbs and the nouns of the corpus.

Appendix1 shows an example of annotated text
after processing.

annotated texts with key expressions

Figure 3 Architecture of the approach

5 Conclusion

We have shown in this work that we can perform
annotation of key expressions in Arabic texts
without any resources at hand. We have pro-
posed a minimalist approach that uses only sur-
face indices from the texts. We used those indi-
ces as markers to manually build a minimal set
of general rules: two rules for time expressions
recognition and one rule for location expression
recognition.

This approach is independent from the nature
of the texts. The results are encouraging and
competitive with other works which use lexical
resources or machine learning techniques. We
aim to use these results to get further recognition
and annotation by building contextual analysis
rules where the time and location expressions
already recognized help recognizing verbs and
nouns that have not been annotated in the partial
POS tagging step. This is possible by enlarging
the conceptual schema of an event to involve the
actor of the event. Hence, we can reiterate the
whole annotation process to improve the scores.

References

Abuleil S. 2007. Using NLP Techniques for Tagging
Events in Arabic Text. the 19th IEEE Internation-
al Conference on Tools with Artificial Intelligence.

Aliane H. and Alimazighi Z. 2011. Discovering Ara-
bic Structures: What a formal analysis can tell us?”



Special Issue on: "Computer Applications in Intel-
ligent Natural Language Processing™ of 1JCAT,
inderscience publisher Volume 40 n4.

Benajiba Y. 2009. Named entity recognition. Doctoral
dissertation, Universidad Politecnica de Valencia.

Benajiba Y., Diab M., and Rosso P. 2008. Arabic
named entity recognition using optimized feature
sets. In Proceedings of the Joint Meeting of the
Conference on Empirical Methods in Natural Lan-
guage Processing: 284-293.

Benajiba Y., Diab M., and Rosso, P. 2009. Using lan-
guage independent and language specific features
to enhance Arabic NER. Int. Arabic J. Inf. Tech-
nology: 463-471.

Biemann C. 2007. Unsupervised and Knowledge-free
Natural Language Processing in the Structure Dis-
covery Paradigm". PHD Thesis, Leipzig universi-
ty.

Desclés J.P, Cartier E, Jackiewicz E, and Minel J.L.
1997. Textual processing and contextual explora-
tion method. In CONTEXT’97, pages 189-197.

Ghoul D. 2011. Outils génériques pour I'étiquetage
morphosyntaxique de la langue arabe : segmenta-
tion et corpus d'entrainement. Mémoire de Master,
Université Sthendal, Grenoble.

Mazur P. 2012. Broad- coverage rule based pro-
cessing of temporal information. PHD thesis,
Marcquarie University.

Nadeau D. and Sekine S. 2009. A survey of named
entity recognition and classification. In Named En-
tities — Recognition, Classification and Use. S.
Sekine and E. Ranchhod Eds., Benjamins Current
Topics, Vol. 19, John Benjamins Publishing Com-
pany, Amsterdam.

Saleh I, Tounsi L. and J. Van Genabith ZamAn and
Ragm: Extracting Temporal and Numerical Ex-
pressions in Arabic in Information Retrieval, Lec-
ture notes in computer science vol. 7097, pp562-
573.

Saval A., Bouzid M. and Brunessaux S. A semantic
extension for event modelisation. 21st IEEE Inter-
national Conference on Tools with Artificial Intel-
ligence

Shaalan K. and Raza, H. 2009. NERA: Named entity
recognition for Arabic. J. Amer. Soc. for Inf. Sci-
ence .Technology. 60, 8, 1652-1663.

Sibawayhi.1977. "Al-Kitab ", in Haruin, al-hay'a al-
misriyya l-amma li-I- kitab editions, le Caire.

Traboulsi H. N. 2006. Named Entity Recognition: A
local grammar-based approach. Doctoral disserta-
tion, Department of Computing, Surrey University,
Guildford, U.K

30

Vazov N. 2001. A System for extraction of temporal
expressions from French texts. proceedings of
TALN 2001.

Zaghouani W. , 2012. a Rule- Based Arabic Named
Entity recognition System. in ACM Transactions
on Asian Information Processing Vol. 11, No 1 Ar-
ticle2.

Zitouni I., Sorensen J., Luo X., and Florian, R.
2005. The impact of morphological stemming on
Arabic mention detection and coreference resolu-
tion. In Proceedings of the Workshop of Computa-
tional Approaches to Semitic Languages (ACL’05).
79-86.



Appendix1. Example of annotated text after key expressions recognition

vasads Ghgr ousioll G LAIWY) A </EVENTS> 4% <EVENT> o obadl Jia 81 1 090 88 AiS O ohldly
il LA dae /TIMEX> s (0 e g3l <TIMEX> cilaad g by Jid 3@l </EVENT>ahiiicEVENT>
Gl iy A ol /TIMEX>dSY) owal <TIMEX> glaiad Ay ailly sy i) 3y </EVENT> 45039 <EVENT>Ghs
laagl) pary iy Cilaid) cBlaay 53l </EVENTS abili <EVENT> b Jlaial 48 ua¥) 5100 cas) 28 cils 4.8 )
A ) Y e Ay
</PL> <EVENT> guss 4 ) gladl a8) 288 el Al b <PL>glddwal) 4 slae) aa) SO Lawaag
alali <EVENT>slae) o) Ao </TIMEX> 2001 ple (ubud) G gutbadl (& <TIMEX> S sa¥) i I</EVENT >
dae Algiud <TIMEX> </PL> saadall ¥l g§<P|_></EVENT> Osduny <EVENT> $8 3 WI</EVENT>
CBaaiall al¥el A <PL> digailly poall ASpd wlil el e ¥ </EVENT> 1sisad <EVENT>S8</TIMEX>
Kl A <PL> sl slasl</EVENT> 2lsi <EVENT> #))) Wl W8 ou) 8 ) adl clidadl e olSg</PL>
Gl Guilasall Galaadl (e 70 538 </EVENT> by <EVENT>wSal </EVENT>Ga <EVENT></PL>  4aua
S<ITIMEX> 2001 cisa & <TIMEX> 83l slas)

Gl Y Sl e AlagS cibally Sael8l alaia) O L) 48 pa¥) @ Ladad) 4l 3 Sk </EVENT> cauagly <EVENT>
dal gz </EVENT> cuwid <EVENT> </PL> o <PL>ajld; JBy dall </EVENT> olsis <EVENT> al
O Al clidail) e o) /TIMEX> pdisw (w0 pd8 gIKTIMEX> </PL> &) & <PL> (g8adl)

i) gl B <TIMEX>LiaY) dulga aa </PL>WUa B <PL>4didall Laddy) ciaiy </EVENT> asu<EVENT>
<ITIMEX> 2001 ale
dia A <TIMEX> W</EVENT><a <EVENT> Al 480 a3 jilaad) of o Gl puill 3000 lusti g o Jluy
Ol Olsis ) </PL> 4 &S ¥l ol ¥ goa <PL> saclil) adiiil Adiaall claagl) o hid cx) 8 </TIMEX>2001
clagha </EVENT>Ga&l <EVENTS O Sl Guaipll 48 ) @l jbdia) 4w </EVENT> cuwtd <EVENT>¢d
LS paa¥) ol ) JAI <PL> 4l AwY) dilaY) dealgay bl Lo 3ol </EVENT> el <EVENT> 23 A
</EVENT> lagyai <EVENT> W e </[EVENT>4Bali <EVENT> OI</EVENT>0Sa: <EVENT>W 13 g</PL>
@ <PL> </PL> Gadadll sl alal <PL> 3algdll ldgia DA S pa¥) agill Ga¥) 5 Lk (il 1l S
by clag paill ) L2y dldy </TIMEX> (sdlall Gupaddl agr gadisw (0 pde GISIKTIMEX > </PL> cilglic)
L pua) ol ladiay) A o) clibally clag pail) ol </EVENT>C ¢kl <EVENT>8y Aalll oda slae) L Mo A
il bdiay) A Aglaay LS pal) o2l V) e dula ) claagdl an g8y Jlialy ale o UL 400 )08l clidadl) iy
</PL> o) 2 <PL>Wale Sl P& G cllly 40aa¥) ol g by ) Ghgy oanipll I cdl 4 V)
O gy </TIMEX>2001 ple Gabad) oo Gadbaadl <TIMEX> (oSme¥) Gui sl Aigll</EVENT> 4lati<EVENT>
Jodl i Aash ol 1 (g </EVENT>ald <EVENT>S8) sl bl ol </EVENT> aw<EVENT>
Baaial ¥l daalger B AL Adlial oo
daild Aol claglea ¥ 9 Le gladl @) Gan) cud) ga ailad) sliieY) o asll Y Gl </EVENT>clles <EVENT>
e Adiaa claaa e </[EVENT> Ldai <EVENT> al 383 o) </EVENT>clEy <EVENT>I dagd & e
Ay Basdiall Lyl

OS al gl ) e </EVENT>I6E <EVENT>agsly sledly siey) ¢ cpab) fandl) (pa gadadl) diad pliac) aid Mg
Gl e sl ) ey claagd e e /TIMEX>oh: 438y <TIMEX>bgha o </EVENT> g sis<EVENT>
Al clagieall (& L 9 48l dagall Jiluall (ary clifadl) dall plain) clwly </EVENT><ak <EVENT>

Ot 8 S G sa Iy cilaghrall oy Ghgr ) (fey Anla Y) Cluagdl o8 il </EVENT><EVENTS>
LYy A <PL>Asiud) 4ijlay 4adlad sl (hgr guipll ad 3 </TIMEX> Gabad) o o< TIMEX>

puli <EVENT></PL> dae) dllwa 8 <PL> ¥ gas¥) cud) JBby </EVENT>susSi<EVENT></PL>

(e g (8 Cidsly </EVENT>I a8 <EVENT>Glatl) ddad sl ) gy uls ¢ 2w 5,83al) o2 Al ja</EVENT>
O gliwy) duds </EVENT> cazgl <EVENT>S9.</TIMEX> alal Garadl) ags <TIMEX> 58Skl oda il gise
B s 48 </TIMEX> sisw (0 pée gdall <TIMEX> &iaal J@ Gilla &3 ale o cils (hgr Gl 300
(b <EVENT>OS L </PL>)a g 48 el &l ¥ A <PL>3sell) slac) sl </EVENT> altd <EVENT>4S )
daalgal </[EVENT>hbii <EVENT>clS 320 ¢l 48 ual) ol V) o dpla W) cilaagd) pam &saa</EVENT>
<EVENT> aly il clusgdll o) o sl gul) oSl clabdal) oda il GUSiAY) qglu) gl Gub oo Baaiall il gl
claagdl alal A</PL> <PL>Yy olall A<PL></PL> ¥y cdgll b <PL>8aaaa oSi al e </EVENT> Uil
ol QA Ly plaiu) duls </EVENT> cauagly <EVENT> </PL>4adaly s il clibnll oda o5 a8 4o g
i ¢ gwl) </[EVENT>QB<EVENT> </PL>  (Audl) clidail) oi€ay pan¥) cud) o Jualgilly il A<PL>
Cpobidaall A o) </PL>aw ASpa¥) o2l ¥ A <PL> 8l slias) clail Lidae aggam ald 8 0l Ajadl cilidas)
ol </[EVENT> Glay pai <EVENT> Al 3t </[EVENT><wlB<EVENT>
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Abstract
We present ASemiNER, a semi-
supervised algorithm for identifying

Named Entities (NEs) in Arabic text.
ASemiNER does not require annotated
training data, or gazetteers. It also can
be easily adapted to handle more than
the three standard NE types (Person,
Location, and Organisation). To our
knowledge, our algorithm is the first
study that intensively investigates the
semi-supervised pattern-based learning
approach to Arabic Named Entity Recog-
nition (NER). We describe ASemiNER
and compare its performance with dif-
ferent supervised systems. We evaluate
this algorithm by way of experiments to
extract the three standard named-entity
types.  Ultimately, our algorithm out-
performs simple supervised systems and
also performs well when we evaluate
its performance in order to extract three
new, specialised types of NEs (Politicians,
Sportspersons, and Artists).

1 Introduction

Named Entities (NEs) are textual references via
proper names, such as first and last names, loca-
tions, and companies. Detecting NEs within un-
structured text and classifying them into prede-
fined categories of names is known as Named En-
tity Recognition (NER) (Grishman and Sundheim,
1996).

Arabic NER has been given great amount of at-
tention over the past fifteen years. A number of
Arabic NER systems have been developed using
three approaches, which have been investigated
thoroughly in the literature of NER. These ap-
proaches are rule-based (Shaalan and Raza, 2007,
Shaalan and Raza, 2009), Machine Learning (ML)
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(Benajiba et al., 2007; Benajiba and Rosso, 2007;
Benajiba and Rosso, 2008; Abdul-Hamid and Dar-
wish, 2010) and hybrid (Abdallah et al., 2012;
Oudah and Shaalan, 2012).

Over the past decade, some studies have ex-
plored the possibility of solving the problem of
NER with a reduced level of supervision. These
studies proposed semi-supervised and unsuper-
vised systems, which no longer require annotated
datasets and can be easily adapted to new types
(Nadeau et al., 2006; Etzioni et al., 2005; Liao and
Veeramachaneni, 2009; Liu et al., 2011).

This paper introduces ASemiNER, an Arabic
semi-supervised NER system built under minimal
supervision. Gazetteers (predefined lists of NEs)
and annotated corpora are not required by ASem-
iNER. That is, ASemiNER is a bootstrapping al-
gorithm that takes a few examples of a particular
NE type as input and iteratively induces and learns
patterns, which are used to extract more examples.
Extraction patterns are induced and generalised
automatically from data using very general criteria
that require no human intervention, and no prior
knowledge of the language or the corpus domain.
In addition to the fact that ASemiNER extracts and
recognises the three standard NEs (Person, Loca-
tion, and Organisation names), it has proven to be
an adaptable system that can be easily modified
to extract new NEs without the need for analysing
the dataset or collecting and tagging new large cor-
pora.

The remainder of this paper is structured as fol-
lows: Section 2 includes background information
on Arabic NER, including recent work. Section
3 illustrates the architecture of the proposed al-
gorithm. Section 4 describes the corpora used in
the experiments and the preprocessing steps used
to prepare them. The experimental setup and the
evaluation results are reported and discussed in
Section 5. Finally, the conclusion features com-
ments regarding our future work.
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2 Background

2.1 State-of-the-art Arabic NER

Arabic has started to gain a significant amount
of focus in large-scale projects, such as Global
Autonomous Language Exploitation (GALE)!
(Nadeau and Sekine, 2007). In addition, re-
searchers have been making an effort over the past
fifteen years to boost the performance of Arabic
NER task.

Many Arabic NER researchers have employed
rule-based techniques (Mesfar, 2007; Shaalan and
Raza, 2009) that require experts. Thus, many
ML methods, including Supervised Learning (SL)
techniques, have been investigated in order to
learn NE annotated decisions from training data.
The most common SL techniques used for NER
are Maximum Entropy (Benajiba et al., 2007),
Support Vector Machine (Benajiba et al., 2008),
and Conditional Random Fields (CRF) (Benajiba
and Rosso, 2008)

Abdallah et al. (2012) proposed a hybrid NER
system for Arabic in which they integrate the rule-
based approach with the ML-based approach in or-
der to optimise overall performance. Oudah and
Shaalan (2012) contribute to the Arabic hybrid
NER approach by investigating three different ML
approaches including Decision Trees, SVM, and
Logistic Regression, along with different features.
Their system outperforms the state-of-the-art Ara-
bic NER when applied to ANERcorp.

AbdelRahman et al. (2010) presented an inte-
gration approach between two machine learning
techniques, CRF and semi-supervised pattern gen-
eration where the generated patterns were used as
CRF features. Mohit et al. (2012) also investi-
gated the problem of NER in Arabic Wikipedia us-
ing semi-supervised domain adaptation technique.
They trained a model on newswire text based on
standard supervised method. Then, they adapted
the model with self-training on unlabeled target-
domain data.

2.2 Semi-supervised techniques

Semi-supervised learning (SSL) is a relatively re-
cent approach in the NLP community. It is still
active and is likely to be improved and tested
with various NLP tasks, including NER. The most
common SSL technique is bootstrapping, which
only requires minimal supervision, namely, a set

"http://projects.ldc.upenn.edu/gale/
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of seeds in order to initiate the learning process
(Nadeau and Sekine, 2007).

An early study that influenced later works
(Riloff and Jones, 1999) propounds that the algo-
rithm begins with a set of seed examples of a par-
ticular entity type (e.g., London is entity of type
city). Then, all contexts (e.g., “State of <X >”,
“seminars in <X >"") found around these seeds in
a large corpus will be gathered, ranked, and used
to find new examples. Pasca et al. (2006) used the
same bootstrapping technique employed in (Riloff
and Jones, 1999), but they applied the technique
to very large corpora and managed to generate one
million facts with a precision rate of about 88%.

Etzioni et al. (2005) proposed a system called
“KnowlItAll” that aims to automate the process of
extracting large collections of facts, such as names
of cities or movies from the web, in a domain-
independent and scalable manner, starting with a
set of predicates (e.g., City, and Country) and a
set of generic extraction patterns. Furthermore,
Nadeau et al. (2006) proposed a named-entity
recognition system that combines named entity
extraction inspired by the study of Etzioni et al.
(2005) with a simple form of named-entity disam-
biguation. Their study’s remarkable performances
compete with baseline supervised approaches.

In 2009, Liao and Veeramachaneni proposed a
simple semi-supervised learning algorithm using
CREF. the algorithm starts with a small amount of
labeled data (L) and a classifier that is trained on
L. Then, the data D are extracted from unlabeled
data using the trained classifier. The extracted data
D with high confidence are added to the training
data. At each iteration, the classifier trained on
the previous training data is used to tag unlabeled
data and so on (Liao and Veeramachaneni, 2009).
Baroni et al. (2010) presented an algorithm that in-
duces semantic information from naturally occur-
ring text without supervision and requiring a small
amount of pre-encoded knowledge, POS tagging,
lemmatization of the corpus, and a set of extrac-
tion templates defined over POS sequences.

3 Methodology

Like most other semi-supervised algorithms, our
algorithm contains 3 components, as shown in
Figure 1.
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Ranking/Selection

Seed Instances
Pattern Induction Instance
I Extraction

Figure 1: The Three Components of ASemiNER

Our algorithm begins with a seed list of a few
examples of a given NE type (e.g., ‘Muhammad’
and ‘Obama’ can be used as seed instances for
entity of type person) and learns patterns that are
used to extract more examples (candidate NEs).
These examples will be sorted and used again as
seed instances for the next iteration.

3.1 Pattern Induction

3.1.1 Initial Patterns

ASemiNER uses a similar approach to that which
was adopted in Baroni et al. (2010) to infer pat-
terns, but with some modifications. Our algorithm
infers a set of surface patterns that contain seed in-
stances in the training corpus. So, for each seed in-
stance x, we first retrieve all sentences containing
the term x. Since words preceding or following the
target word may be useful for determining its cat-
egory, the algorithm extracts a number of tokens?
on each side of the seed x without crossing sen-
tence boundaries. Figure 2 is an example of ini-
tial patterns containing the seed instance (Muham-
mad) and its surrounding tokens.

Arabic Pattern:
e s#/VBD LFSAI/NN 2eae/NNP 50l /NNP /NN Aledl/NN
A pall/)) A i) A/IN /NN

English Gloss:
®  Dr./NN Mohammed/NNP Albshr/NNP the/DT ambassador/NN of/IN
Saudi/NNP  Arabia/NNP in/IN Morocco/NNP indicated/VBD that/DT

Figure 2: Example of Initial Pattern

We will refer to each “Token/POS-tag” pair as
“TP pair” (e.g., ‘indicated/VBD’ represents one
TP pair). Noun tokens in TP pairs are kept in
their inflected form, while verb tokens are replaced
with their roots. For example, (katabt ‘wrote’)?
and (faktub ‘writes’) will be changed to (katab
‘write’).

For each particular type of NEs (e.g., Person),

2Following a few trials, we found that a suitable number
of tokens is 7.

3Throughout the entire paper, Arabic words are repre-

sented as follows: ( Qalam transliteration ‘English transla-
tion’).

lists of “trigger” words* (nouns and verbs) are pro-
vided as input. The lists of trigger nouns are semi-
automatically extracted from randomly selected
Arabic Wikipedia articles. Specifically, we extract
nouns that appear most frequently before or after
the NE and stored them as trigger nouns. Trigger
verbs are the most frequent verbs (stems) that ap-
pear before or after NE in the Arabic Wikipedia
articles. Trigger verbs and nouns, which surround
NEs, are identified in order to find the most com-
mon Arabic NE indicators. Some examples of
trigger nouns are: (alsayd ‘Mr."), (alsaydh ‘Mrs.”),
and (bn ‘the son of”) for a person’s name; (mady-
nah ‘city’), and (wilaayah ‘state’) for location.

3.1.2 Generalisation

In the next step, the initial patterns are gener-
alised. Therefore, all extracted initial patterns
should complete the following steps in order to
generate the final patterns:

1. TP pairs that contain nouns, and verbs are
stripped of their “Token” parts, unless they
are in the corresponding lists of trigger
words. For example, TP pair (alsayd/NN
‘Mr./NN”) will stay unchanged since (alsayd
‘Mr.”) is in the list of trigger nouns, while
(galam/NN ‘pen/NN’) will be changed to
only ‘ / NN’ as (gqalam ‘pen’) is not among
trigger nouns.

2. TP pairs that contain prepositions are not
changed.

3. TP pairs that contain other parts of speech
categories (e.g., proper noun, adjective, co-
ordinating conjunction) are stripped of their
“Token” parts. For instance, the token (mu-
Syd/JJ ‘useful/])’) will be converted to only ’
/JJ’ without the “Token” part.

4. All POS tags used for verbs (e.g., VBF, VBD,
VBN) are converted to one form: VB.

5. All POS tags used for nouns (e.g., NN, NNS)
are converted to one form: NN.

6. All POS tags used for proper nouns (e.g.,
NNP, NNPS) are converted to one form:
NNP.

*Also known as keywords or indicators that form a win-
dow around the NE.



7. The seed instance is replaced with NE
class tag (e.g., <PersonName>, <Loca-
tion>, <Organisation>).

Figure 3 shows the final pattern resulting from
the initial pattern, after the constrained processes
mentioned above are applied:

Arabic Pattern
e /VB _sSAI/NN <PersonName>/NNP /NNP _wie/NN /NN
/10 /1 E/IN /NNP

English Gloss
s  Dr./NN <PersonName>/NNP /NNP /DT ambassador/NN of/IN
/NNP /NNP in/IN /NNP /VB that/DT

Figure 3: Example of Final Pattern Produced by
ASemiNER

All final patterns that are generated from the al-
gorithm and their frequencies are first computed,
and then gathered to form the pattern set (P). In the
final step, two more patterns were generated from
every pattern in P. Therefore, the algorithm split
every final pattern into two parts, where each seed
instance is located in the leftmost or rightmost po-
sition in the pattern. The two patterns generated
from our previously mentioned example can be
seen in Figure 4.

1- Rightmost position:

+ /VB L#SdI/NN <PersonName>/NNP
Dr. /NN =PersonName>/NNP

(Arabic Pattern)
(English Gloss)

2-  Leftmost position:

s <PersonMame>/NNP /NNP _&</NN /NN /1) /1) A/IN /NNP
<PersonName>/NNP  /NNP /DT ambassador/NN of/IN /NNP /NNP

Figure 4: Two More Patterns Generated from the
Final Pattern

The rationale behind this is to increase the gen-
erality of the patterns by making them shorter in
length, thus increasing their ability to collect more
candidate NEs in the matching process against the
text. For example, the short pattern “Dr./NN < Per-
sonName > might successfully match more NEs
in the text than the long pattern illustrated in Fig-
ure 3. However, short patterns, which have TP-
pairs containing no “Token” parts at all, but POS-
taggings, are a source of noise. Therefore, the
final patterns set (P) is filtered every time a new
pattern is added to it. Thus, repeated patterns are
not added. In addition, any pattern consisting of
less than 6 TP-pairs® should contain at least one

Informal experiments show us that a pattern with less

than six TP-pairs is more likely to be a noisy pattern, espe-
cially if its TP-pairs do not contain “Token” parts at all.
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TP-pair with “Token” part. Consequently, the pat-
tern “/VB /NN <PersonName >/NNP /NNP” is re-
jected and not added to the set (P).

3.2 Instance Extraction

In this phase, ASemiNER retrieves the set of in-
stances / from the training corpus that match any
of the patterns in P. First of all, we should make
sure that the generalisation steps used in inducing
patterns are applied to the training corpus in or-
der to prepare it for the matching process (e.g.,
VBD, VBP, and VBN are converted to VB and
so on). The matching final patterns in P against
the corpus is conducted using regular expressions
(regex). For example, the regex for the pattern
“/VB alductur/NN <PersonName >/NNP” is de-
picted in Figure 5.

Arabic Regex:

[*/]*/VB\s\b 2 ise IV \B/NI\ s ([*/] *) /NNP

English Gless: (~/]*/VB\s\bDr.\b/NN\s(["/]*)/NNP

Figure 5: Regex Automatically Generated from a
Final Pattern

Since the absence of capitalisation in Arabic,
Arabic POS taggers might mistake some organi-
sations and locations for nouns (NVN) or adjectives
(JJ), especially meaningful names. For example,
(alwlaayaat almutHdah alamrykyh ‘United States
of America’) might be tagged as alwlaayaat/NNS
almutHdah/JJ alamrykyh/JJ. The ASemiNER sys-
tem automatically generates regexes from final
patterns without modifying them, regardless of
whether the POS tags assigned to the proper nouns
by POS tagger are accurate or not.

An informal experiment showed that most
proper Arabic names are 2 or 3 tokens in length.
Therefore, in order to increase the number of NEs
collected in each iteration, we allowed the ASem-
iNER system to automatically add the information
of average NE length to the produced regexes, as
seen below:

[~/1*/VB\s\bpifu I/ \B/NN(\s ([~/]*)/NNP) {1,2}

Arabic Regex:

English Gloss: [*/]*/VB\s\bDr.\bB/NN(\s([*/]*)/NNP) {1,2}

Figure 6: Regex with Average NE Length

We have also noticed that increasing the aver-
age length of proper names to more than 2 tokens
increases the recall but negatively affects the pre-
cision and quality of the collected NEs.



3.3 Instance Ranking/Selection

ASemiNER ranks all examples® in I according
to the number of different patterns that are
used to extract them (Baroni et al., 2010). For
example, candidate NE that is extracted by 5
distinct patterns will be ranked before the one
that is extracted by only 2 distinct patterns. We
avoid the use of plain frequencies as a criterion
since some bad examples appear more in the
text in a relatively similar context and can be
extracted by only one pattern in (P). Meanwhile,
the good examples might appear less in the text,
but in different contexts, and can be extracted
by more than one pattern in (P). Therefore, the
high frequency threshold does not always produce
good examples. In addition, pattern variety is a
better cue to semantics than absolute frequency.

ASemiNER ranks the examples according to
distinct patterns, and discards all but the top m,
where m is set to the number of examples from the
previous iteration, plus one. These m instances
will be used in the next iteration, and so on. For
example, if we start the algorithm with 10 seed
instances, the following iteration will start with
11, and the next one will start with 12, and so on.
This procedure is necessary in order to ensure that
bad instances from the previous iteration are not
included in the next one.

Moreover, information theory approaches is
commonly used in text mining (Turney et al.,
2010). For that reason, we tried to apply an
Information-theory approach to examine the
plausibility of candidate NEs, which are extracted
by our system. Hence, we used Pointwise Mutual
Information (PMI) statistics to measure the
association strength of the instance i in (/) across
each pattern in (P). A reliable instance is one
that is associated with as many patterns in P as
possible.

[#,p]
[P

pmi(i) = . log
peP

In this case, |i,p| is the frequency of the in-
stance i extracted by pattern p. |i| is the frequency
of the instance in the corpus. The corpus should
be decliticized, clitics should be separated from
words, in order to reduce data sparseness and to
compute the correct frequencies for each word in
the corpus text sequence. |p| is the frequency of
the pattern p in the corpus.

% Also known as instances or candidate NEs.
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4 Datasets

ASemiNER does not require any kind of anno-
tated corpora or any type of gazetteers. However,
our selection of corpora was based on the inten-
tion to compare ASemiNER with other systems.
We chose two commonly used corpora in order
to evaluate and compare our system with existing
systems. These datasets are ANERcorp and ACE
2005.

ANERCcorp contains more than 150,000 tokens
(11% of the tokens are NEs). It is composed of a
training corpus and a test corpus built and tagged
especially for the NER task by Benajiba et al.
(2007). We chose to evaluate our proposed sys-
tem with the ANERCcorp test corpus because it is
commonly used in literature for comparing with
existing systems. More details about ANERcorp
are given in (Benajiba et al., 2007).

The second dataset used in the training phase is
ACE 2005. It is available from the Linguistic Data
Consortium (LDC) and has more than 113,000 to-
kens. The genres utilised in ACE 2005 are Broad-
cast News, NewsWire, and WebLogs.

Ten percent of the training data was dedicated
to the validation set which was used to validate the
effectiveness of the trained models. It also helped
assign appropriate values to several parameters in
our system, such as the number of initial seeds, the
criterion to stop the training process, and so on.

ANERcorp and ACE corpora were pre-
processed in order to prepare them for our pro-
posed algorithm. Thus, sentence detection was ap-
plied to the corpora. Then, we conducted clitic
tokenization, since neglecting clitics may cause a
loss of important information when generating the
patterns. We chose decliticization scheme ‘D2’
in which conjunctions, prepositions, and future
marks are separated from each token (Habash and
Sadat, 2006).

Each verb in the corpus is changed to its root
from which it is derived. We used root stem-
mer, namely Khoja’s stemmer (Khoja and Gar-
side, 1999), instead of using a light stemmer,
which sometimes fails to conflate related forms
that should group together, as our goal was to pro-
duce a sound set of general patterns.

Regarding POS-tagging, we used AMIRA
toolkit (Diab, 2009) and chose Reduced Tag Set
(RTS), which neglects inflections in Arabic word
categories, since our proposed method does not re-
quire any deep morphological information related



to gender, number, or definiteness. This informa-
tion is unnecessary, considering our aim is to make
the algorithm generally applicable to languages
other than Arabic.

5 Experiments & Results

We developed several experimental models ac-
cording to three parameters that are defined in our
proposed algorithm: the number of initial seeds,
the ranking measure, and the number of iterations.
The ANERCcorp test corpus was used to evaluate
every trained model. Regarding the NE type, we
had two levels of experiments: in Experiment 1
we trained models to identify the standard NEs
(Person, Location, Organisation) in order to com-
pare our system with existing systems; Experi-
ment 2 involved the identification of specialised
NEs (Politicians, Sportspersons, and Artists).

5.1 Experiment 1: Standard NEs

We started with a simple model, which was trained
on the ANERcorp corpus and passed through the
three components only once. For each NE class,
we only started with five seed instances. We re-
ferred to this model as ‘Simple-Model-5’. We
also trained two more models, Simple-Model-10
and Simple-Model-20, which only differed from
Simple-Model-5 in the number of seed instances
for each NE class; the number of seeds were 10
and 20 respectively.

Table 1 shows the precision and recall of these
models for each NE class when applying them to
the ANERcorp test corpus.

Simple-
Model-5

Simple-
Model-10

Simple-
Model-20

Precision 88.09 88.46 86.32

Person Recall 36.01 39.06 43.20

F-measure 51.12 54.19 57.58

Precision 89.96 86.80 90.55

Location Recall 51.88 55.10 55.45

F-measure 65.81 67.41 68.78

Precision 85.95 83.87 84.35

Organisation Recall 22.38 23.66 27.67

F-measure 35.51 36.91 41.67

Table 1: Results of Simple-Model-5, Simple-
Model-10, and Simple-Model-20

Based on these results, the number of iterations
was set to ten for all coming experiments, because
we recognised that increasing the number of itera-
tions to more than ten loops makes no significant
improvement in the performance of the system
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(improvement <0.01). We started with 20 seed
instances for each NE class and the training cor-
pus was ANERcorp. Candidate NEs were ranked
according to the number of distinct patterns in or-
der to select those that ranked the highest as seeds
for the next iteration, as explained in section 3.3.
We referred to these trained models, one model for
each NE class, as ‘Model-A(NE class)’.

We also used Pointwise Mutual Information
(PMI) as a ranking measure for candidate NEs in-
stead of using the number of distinct patterns. Ta-
ble 2 shows the outcome of evaluating the trained
models on the ANERcorp test corpus.

The results obtained using PMI as a measure
to select the seed instances for the next iteration
revealed generally low performance and particu-
larly low recall. This can be attributed to the
PMTI’s biased towards infrequent words (Turney et
al., 2010), which means less patterns are extracted
for the next iteration. Using PMI, the precision
was not affected at all, since very few patterns are
added into set P in each iteration. In general, PMI
results in a performance lower than that achieved
when using the number of distinct patterns as a re-
liable measure for seed selection.

Model-A Model-A (PMI)

Precision 85.91 85.97

Person Recall 51.17 44.64

F-measure 64.14 58.77

Precision 87.96 90.62

Location Recall 62.48 56

F-measure 73.06 69.22

Precision 84.27 85.54

Organisation Recall 40.30 33.80

F-measure 54.52 48.45

Table 2: The Performance of Model-A on the AN-
ERcorp Test Corpus and the Effect of Using PMI

In the next step, a large corpus, which is a com-
bination of the ANERcorp training set and ACE
2005, was used in the training phase. We referred
to the trained models resulting from this experi-
ment as ‘Model-B(NE class)’. Using large train-
ing data increases the recall of the trained models
with a small negative effect on precision. How-
ever, the total F-measure is better when using a
large corpus, rather than training our model on
small training data.

Table 3 summarises the trained models with
their values for each parameter. It also shows the
performance of each model when applying them to



the ANERCcorp test corpus by computing its aver-
age F-measure for the three standard NEs: person,
location, and organisation.

No. of
initial
seeds

Trained
Models

Training
Corpus

Ranking
measure

Avg.
F-measure

Simple
Model-5
Simple
Model-10
Simple
Model-20

ANERcorp - 5 50.81

ANERcorp 10 52.83

ANERcorp 20 56.01

Number of
distinct
Patterns

Pointwise
Mutual

Information

(PMI)

Number of
distinct
Patterns

Model-A | ANERcorp 20 63.91

Model-A

(PMI) ANERcorp

20 58.81

ANERcorp

ModelB |\ cF 2005

20 64.26

Table 3: Different Trained Models with their Pa-
rameters and their Performance on the ANERcorp
Test Corpus

Based on all of our previous experiments, we
have concluded that the following parameters give
the best results: the number of initial seeds is 20,
the number of iterations is 10, and the ranking
measure is the number of distinct patterns used in
extraction candidate NEs. Therefore, for the sake
of simplicity, we refer to our system that used the
trained models with the previously mentioned pa-
rameters as “ASemiNER”.

In comparison with different supervised NER
systems (Benajiba et al., 2007; Benajiba and
Rosso, 2007; Benajiba and Rosso, 2008) when
applied on the ANERcorp test corpus, ASem-
iNER can outperform a sensible supervised sys-
tem, which depends on maximum entropy and a
set of features. It still cannot compete, however,
with more complex supervised systems. Table 4
shows the results of the comparison.

Person Location Organisation
F-measure
36.79

46.43

65.76

54.52

F-measure
80.25
86.71
89.74
73.06

F-measure
46.69
52.13
73.35
64.14

ANERsys 1.0

ANERsys 2.0
CRF-based System

Our System(ASemiNER)

Table 4: The Comparison Between Three Differ-
ent Supervised Systems and our System when Ap-
plied on the ANERcorp Test Corpus

5.2 Experiment 2: Specialised NEs

Although most common types of entities inves-
tigated in literature are names of people, organi-
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sations, and locations, there are many specialised
domains that require new annotated corpora and
systems to recognise their special NEs (Althobaiti
et al., 2012). The recent increase in the num-
ber of social networks and specialised domains
shows the need to obtain systems that can be eas-
ily adapted to identify different, new types of NEs,
regardless of the domains.

In this section, we show how well the sys-
tem recognises new types of NEs, politicians,
sportspersons and artists. These new types have
been chosen because they constitute the largest
percentage of persons’ names in ANERcorp.
Thus, all annotated persons’ names in ANER-
corp must be re-annotated using one of four tages:
POL, ART, SPORT, and Other. First of all, a
guideline was formulated to distinguish the at-
tributes of each class where each new type has
been defined, described, and determined. After
that, one of the authors re-annotated test corpus
for evaluation purposes.

Unlike supervised learning, which may require
additional examples in the training data for new
categories of NE, our semi-supervised approach
used the ANERcorp training data without any ad-
dition or modification. The methodology was ap-
plied without any major modifications. The mod-
ification is only related to generating new lists of
trigger nouns and verbs for each type of new NEs
(i.e., politicians, sportspersons, artists). They were
generated in the same way explained in section
3.1. We manually checked each list to retain only
verbs that have a high probability to indicate a spe-
cific type of NE. So, verbs like (entakhab ‘elect’),
and (Swwat ‘vote’) can be useful in the case of
politician entities.

The performance in this task is comparable to
that of standard named entities. Table 5 compares
the performance of ASemiNER when extracting
standard NEs and the three specialised NEs.

F-measure
62.93
56.68
59.86
64.14
73.06
54.52

Recall
50.72
42.14
47.14
51.17
62.48
40.30

Precision
82.87
86.56

82

85.91
87.96
84.27

Politicians
Sportspersons
Artists

Person

Specialised
types of NE

Classic

Locati
types of NE ocation

Organisation

Table 5: The Performance of ASemiNER on the
ANERcorp Test Corpus in order to Extract Both
Standard & Specialised NEs

For sportspersons, the low recall is possibly due



to the impact of the lower number of varied con-
texts in which seeds occur. So, sportspersons con-
stitute only 19% of all person names that exist in
the training corpus, and they occur in a few con-
texts. Thus, the diversity of contexts in which
seeds appear plays an important role in obtaining
a trained model with good performance. The re-
maining recall errors can be attributed to the di-
versity of categories. Accordingly, sportspersons
can be broken down into other categories, such as
“football players”, “golfers” and “wrestlers”. In
contrast, politician entity recognition has a higher
recall than sportspersons. This can be attributed
to two facts: 1) Politicians make up 44% of the
people names in the training corpus, and 2) An ef-
ficient model results from using initial seeds like
‘Bush’ or ‘Muhammad’, since such examples oc-
cur frequently and in a variety of contexts in the
training corpus. Overall, our semi-supervised sys-
tem proved to be easily adaptable when extending
the NE hierarchy. In addition, ASemiNER per-
forms just as well when recognising the standard
person category. Even more, our system high-
lighted the importance of the manner in which ini-
tial seeds are chosen in any semi-supervised ap-
proach.

6 Conclusion

All in all, we advance the the state-of-the art
Arabic NER by avoiding the need for supervision,
adopting a novel solution for the Arabic NER
problem, and handling specialised NE types. Our
solution is a semi-supervised approach in which
our system (ASemiNER) produces semantic
information from naturally occurring text with
limited supervision. Each NE type, therefore,
only requires a seed list made up of a few ex-
amples. Furthermore, in terms of experiments,
ASemiNER outperforms sensible supervised
systems.  Admittedly our algorithm does not
perform as well as complex supervised systems,
however, its extremely limited dependence on
supervision more than compensates for this point.
Moreover, ASemiNER can be easily adapted to
identify new types of NEs and does not generate
problems typical of supervised methods that
require annotated training data, and demand more
effort and time to extract specialised types of NEs.
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Abstract

This paper describes a text-reading tool
that makes extensive use of widely-
available NLP tools and resources to
aid non-native English speakers overcome
language related hindrances while reading
a text. It is a web-based tool, that can be
accessed from browsers running on PCs or
tablets, and provides the reader with an in-
telligent e-book functionality.

1 Introduction and Motivation

In this paper, we describe our approach in building
a NLP-powered tool to aid in reading texts in En-
glish by non-native readers of the language, espe-
cially in an educational setting. Text, being bland,
is hardly a conducive and motivating medium for
learning, especially when the reader does not have
access to aids that would enable her to get over mi-
nor and not-so-minor roadblocks ranging from un-
known vocabulary to unrecognized and forgotten
names, hard-to-understand sentences, issues with
the grammar and lack of or forgetting the prior
context in a former session of reading. We aim
to make reading an active and interactive experi-
ence by enabling the user to interact with the text
in a variety of ways using anytime-anywhere con-
textually guided access to textual information.
Our system is based on significant preprocess-
ing and annotation of a library of texts using many
publicly available NLP components for English,
integrated in a UIMA (Unstructured Information
Management Architecture) based server (Ferrucci
and Lally, 2004). These annotated documents are
then accessed via browser-based clients which es-
sentially look like traditional e-book reading envi-
ronments but with a much richer set of user acces-
sible functionality. Thus our system can also be
seen as a showcase application for demonstrating
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English NLP tools and resources. Our contribu-
tion is the integration of many publicly available
tools and resources for English into a large-scale
usable application implemented in a client-server
software architecture structured around UIMA,
along with work on development of some annota-
tion components and/or combination of available
ones.

In the rest of this paper, after a brief review of
the use of NLP to help for reading, we will elab-
orate on the user visible functionality of our sys-
tem and then present the software architecture and
the implementation. Our system has been imple-
mented save for a couple of features and we are
now in the process of planning an intrinsic evalu-
ation followed by a deployment to have it be used
to gauge if student users find it effective.

2 Using NLP in Reading Aids

Recently, Computer Assisted Language Learning
(CALL) systems have started making use of ad-
vanced language technology to build intelligent
systems to aid and assess reading comprehension.
An early project, GLOSSER Project (Nerbonne
et al., 1997) developed a system that aids read-
ers of foreign language text, by providing access
to a dictionary, exploiting morphological analy-
sis and part-of-speech disambiguation. The Free-
Text Project (Hamel and Girard, 2000), developed
a NLP-based CALL system for intermediate to ad-
vanced learners of French. The LISTEN project
at CMU on the other hand, has aimed to tutor el-
ementary school students in reading English text
by using speech technology (Mostow and Aist,
2001).

The REAP (Reader Specific Lexical Practice)
project (Heilman et al., 2006), aimed at selecting
individualized practice reading documents from
the web using lexical, syntactic and readability
levels. REAP chooses documents that contain cer-
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tain target vocabulary words that a student needs
to learn. It also presents the documents within a
web browser-based application along with a dic-
tionary to provide word meanings and a set of au-
tomatically generated set of closed questions as
an exercise. Recently, Eom et al. (2012) pre-
sented a system that incorporates word sense dis-
ambiguation for vocabulary assistance. Maamouri
etal. (2012) presents, ARET (Arabic Reading En-
hancement Tool) that aids the readers of Arabic
as a second language. It provides the user with
the morphological analyses, the meanings of the
words and a text-to-speech module to pronounce
the word. ARET also has an assessment tool that
asks the user several kinds of questions to evaluate
reading comprehension.

Our system currently targets English and offers
a wider set of functionalities to users, in addi-
tion to a software architecture which can be ex-
tended very easily with more annotation compo-
nents complying with UIMA interfaces. However,
our system architecture is language-independent;
adopting new languages is a fairly easy process
as long as the relevant annotation tools and their
UIMA interfaces are available.

3 User Functionality

From a reader’s perspective, our tool is a web-
based browser application. It runs in a multitude
of browsers ranging over various platforms includ-
ing touch tablets. It has a intuitive web interface to
sign up, sign in, and browse available texts in the
system’s library. The reader has the option either
to select a text from the library to read or to upload
text she wants to read using the tool by including
it in the library. If the reader chooses to submit
her own text, the submitted text goes through sev-
eral stages of real-time annotations that are used
by the tool to make the text interactive. The tool
then opens the text in a distraction-free tab.

The reader can interact with the text either by
clicking on a word or selecting any segment of
text. The system in turn takes into account the
clicked/selected word’s/segment’s contents and its
annotations by querying the server, highlights the
segment (or something slightly and meaningfully
larger, depending on the context) and presents a re-
sponse, which most likely fits the reader’s intent at
the click position, as a default answer, along with
a menu of other options. For instance,

e if the reader clicks on a content word, its
meaning will be the most likely information
she wants to know about i.e., the system
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presents the word meaning as the default re-
sponse.

if the reader clicks one of the words making
up a named-entity, the system will extend and
highlight the whole named-entity and present
its type (e.g., person, location, etc.)

if reader clicks on a pronoun, the system will
display to who/what this pronoun refers by
highlighting both the pronoun and the an-
tecedent in context.

the reader can explore beyond the default re-
sponse by using the additional menu items
provided: for instance she may ask about the
grammatical role of a word in the sentence or
get a list of questions involving a named en-
tity and then select one and get it answered.

The tool provides all the available information
to the reader but it orders these options according
to an intention recognition module based on the
annotations at the selected position. In the follow-
ing sections, we describe the relevant details of the
basic functions that our system provides.

3.1 Lexical Information

The current application provides the reader with
the ability to inquire about lexical information
such as word meaning, word type, sentence exam-
ples including the inquired word. Clicking on a
word is the easiest and fastest way to access all the
lexical information that is available for this word.
In order to provide this lexical information we are
making use of several tools which are fairly ma-
ture and can be used off-the-shelf.

Content Words: While there are many studies
in second language acquisition on providing vo-
cabulary and reading assistance (Prichard, 2008)
and (Luppescu and Day, 1992). These studies
showed that dictionaries can help in improving
comprehension and efficient vocabulary acquisi-
tion. Luppescu and Day showed that the readers
who use a printed dictionary have improved com-
prehension and acquisition, but negatively affect
their reading speed.

Our tool provides vocabulary assistance to
learners of English as a Second Language (ESL).
When the reader selects a content word from the
text, the tool provides the reader with the word
definition and sentence examples including this
word. We use WordNet (Fellbaum, 1998) as
a broad-coverage machine-readable dictionary of
English. Many words in WordNet have more than



one sense. Currently, we incorporate morpho-
logical analysis, part-of-speech filtering to narrow
down the available senses and then present the user
with the first WordNet sense under the selected
part-of-speech, as shown in Figure 1.

Phrasal Verbs and Compound Nouns: Multi-
ple word expressions may include phrasal verbs
(e.g., reach into) and compound nouns. The mean-
ing of these types of expressions often differ con-
siderably from that of the underlying verb/noun
and maybe unfamiliar to non-native english read-
ers, and so they may interfere with content com-
prehension. In case the reader inquires about a
word which is a part of a (possibly discontinu-
ous) compound verb/noun, the tool highlights the
whole compound structure and provides its mean-
ing and also the meaning of the clicked word in
case that the reader is interested in this specific
word. Figure 2 shows the response to the reader
on clicking the word break which is part of com-
pound verb break through.

Function Words: Function words such as
though, whether, beyond, etc., and other func-
tional elements such as prepositions and determin-
ers, can be confusing to a non-native English read-
ers (Felice, 2008) . For function words (other than
pronouns), the tool provides the reader with the
word type, the part-of-speech of the word with
some additional explanation. Figure 3 shows an
example when the reader selects a function word.

Named Entities: One important function our
tool provides, is identifying named-entities in the
text. If the reader clicks/selects a name or part of
it, the full span of the named entity is highlighted
along with its category as shown in Figure 4.

Pronouns and Coreference Resolution: If a
reader clicks on a pronoun, our tool presents the
reader with the nearest previous named-entity for
the pronoun and provides menus to navigate all
previous and future coreferences. This would help
the reader use nonlinear reading strategies and fa-
cilitate the extraction of information about the se-
lected named entity through the document without
reading through the whole text. Thus the reader
can get an immediate flashback to the first time
the person was encountered so she can re-read or
remember more about this person, or see nearby
references to get more recent context, and when
done can snap back to the query point and con-
tinue reading. See Figure 5 for a sample interac-
tion possibilities with pronouns.
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3.2 Syntactic Information

Sometimes understanding the words meaning are
not enough to fully understand the sentence. In or-
der to help the user to understand the grammatical
relations in a sentence, our tool provides the reader
with the ability to inquire about the grammatical
role of a word within the sentence. The sentences
in the documents are previously annotated with
dependency relations and when a word is clicked,
one of the other menu items the user is presented
with is the option to view the grammatical role of
the word (shown with the button ”Role” in the fig-
ures). When requested, we present the grammati-
cal role in a user-friendly fashion by mapping de-
pendency labels to more descriptive and meaning-
ful labels as shown in Figure 6.

3.3 In-text Question Answering

Sometimes the reader may want to learn additional
information about a named entity. Asking ques-
tions and getting answers may help in comprehen-
sion of the text and is a good way to get a flash-
back about the selected entity. If the user clicks
on a named entity or a pronoun referring to it,
the tool provides the reader with a short list of re-
lated questions that are automatically generated (at
annotation time) involving the selected/referenced
named entity, from previous sentences in the text.
These questions are then ranked based on length,
proximity and whether or not it or its answer in-
volves another named entity, and a short list of
questions are presented to the user. The user can
then click on a question she is interested in, and
immediately get the corresponding answer, which
is also generated at annotation time in parallel
with question generation. Figure 7 shows an ex-
ample of this functionality.

3.4 Other Functionalities

Text summarization has been used to improve
reading comprehension (Dermody and Speaker Jr,
1999) as well as document understanding (Wang
et al., 2008) since it reduces information overload
and provides a reader with a concise and informa-
tive text. Our tool provides the reader with a dif-
ferent levels of text summarization such as para-
graph, multi-section, chapter and whole document
summarization. The reader can select one or more
paragraphs and ask the tool to summarize it for
her. She can also ask the tool to summarize all the
text before her selection which helps her to refresh
her mind with the highlights of the preceding text.
For this purpose, we use the Mead toolkit (Radev
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4 System and Software Architecture

Our system follows a client-server paradigm
where the server is responsible for all NLP-
functionality, enriching plain text with annotations
and retrieving them , while the client receives a
version of the text that the user can interact and
query the server with. The client here is a standard
web browser, that can be accessed from browsers
running on PCs or tablets, so on the reader’s side
no additional software is needed. The server pro-
cesses and responds to requests received from
these thin-clients.

All annotations that are needed to respond
to user requests (except for summarization), are
stored within a UIMA file produced by our anno-
tators. The UIMA framework facilitates develop-
ing and integrating different text analysis engines
and annotators in an extensible way and provides
very powerful querying and search mechanisms
for retrieving the annotations of the annotated doc-
uments.

4.1 Client Side

On the client side, the presentation layer is respon-
sible for (i) keeping track of the user status and the
opened documents, (ii) displaying the opened doc-
uments (iii) handling user-interactions, and (iv)
sending queries to the server. The presentation
layer is designed to be light and fast, with all the
heavy processing to be done on the server side.
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4.2 Server Side Query Processing

On the server side, the server receives requests
and passes each request to the corresponding han-
dler. These handlers in turn make use of two main
units: the data manager, is responsible for all the
database interactions on different data, the query
processing unit, is responsible for extracting and
reordering all the information related to a user
query.

All documents in the system’s library are all an-
notated with a series of NLP annotation tools and
stored as a UIMA file. When UIMA is queried
with a character position, it returns efficiently all
the annotations associated with the word overlap-
ping with that position which are then interpreted
by the query processing unit.

During annotation, we segment the text into
sentences, tokenize and run a POS tagger using
Stanford CoreNLP.! We then use the following
NLP components with appropriate UIMA wrap-
pers to annotate our texts:

Stanford Dependency Parser (De Marneffe et
al., 2006), provides grammatical relation annota-
tions.

Stanford Named Entity Recognizer and Stan-
ford Co-reference Resolution (Lee et al., 2013;
Lee et al., 2011; Raghunathan et al., 2010) are
used to determine the entities in the text and the
relationships between them.

"http://nlp.stanford.edu/software/
corenlp.shtml



Word Sense Annotator currently assigns the
most frequent WordNet senses to content words
by filtering the senses by just using the POS tag.

Compound Annotator identifies the phrasal
verbs and the compound nouns in the text and adds
additional annotation to words of a compound.

In-text Question Answering Annotator as-
signs the questions to the related named entities,
and ranks them. The questions are generated using
Heilman’s question generator tool (Heilman and
Smith, 2010).

For more details on the use of UIMA and the
server architecture, please see Azab et al. (2013).

5 Evaluation

As we are using many tools and resources that
have been developed for use on usually one genre
of text, it will be an interesting experiment to see
how they perform on the texts we will select for
our library. We are currently in the process of
preparing several short test documents for intrin-
sic evaluation of the performance of the annotation
tools and reporting on their recall and precision.
Manual evaluation of some of the components for
one such document of about 1000 words is pre-
sented in Table 1.

We are also planning an extrinsic evaluation of
the tool by having a group of non-native English
speaking students use it and evaluate their expe-
rience. We are working together with a colleague
who delivers a critical reading course who has pro-
vided us with a set of texts that students can read
using our tools. He will then construct several
evaluation experiments to see if our tool helps the
students or not.

Precision | Recall | F-score
NER 0.909 0.869 | 0.888
POS Tagger 0.986
Coreference Resolution 0.679 0.63 0.653
Word Meaning 0.861 0.831 0.845
In-text Question Answering 0.62

Table 1: Intrinsic evaluation of different NLP tools
used.

6 Ongoing Work

We are currently working on improving our word
sense identification annotator and implementing
an additional sentence level annotation compo-
nents:

Word-sense disambiguation : Word-sense dis-
ambiguation is a notoriously difficult problem and
systems developed over the years have not been
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able to significantly exceed the most-frequent
sense heuristic. Our current plan is to incorporate
multiple word-sense disambiguators (e.g., Peder-
sen and Kolhatkar (2009)) along with super-sense
taggers Ciaramita and Altun (2006), to build a sys-
tem combination that can hopefully do a better job
than the baseline, at least on our intrinsic test sets.

Lexical simplification : Text simplification can
be defined as any process that reduces the syntac-
tic or lexical complexity of a text while attempting
to preserve its meaning and information content.
The aim of text simplification is to make text eas-
ier to comprehend for a human user, or process by
a program (Siddharthan, 2004). Text simplifica-
tion has been studied for both human text readers
and programs that process text. We are specifically
concerned with students who try to acquire En-
glish as a second language (Petersen, 2007). Ap-
proaches for this target audience use simplification
techniques as a preprocessing step to reduce com-
plexity of sentence, mainly with respect to syn-
tax (e.g., sentence decomposition on subordinate
clause) and discourse structure (e.g., coreference
resolution).

We are developing a sentence simplification
module that addresses both lexical and limited
syntactic simplification problems to help improve
reading skills of non-native English learners. Our
current focus is on developing a lexical simplifica-
tion module that can identify the “difficult” vocab-
ulary items or idiomatic uses in text, and annotate
with their simpler versions.

7 Conclusion

We have presented our tool for helping non-
native readers of English text to overcome lan-
guage related hindrances while reading text. Our
tool is also a showcase of English NLP and re-
sources that have been built by the NLP com-
munity, integrated into an e-book reader applica-
tion that can be adapted to more languages, pro-
vide resources are available. Our tool is based
on a client-server software architecture, with the
UIMA-framework being used for both annotation
of documents and querying of annotations based
on textual selections from the client applications
running in browsers. We are also in the process of
planning a test deployment for students for extrin-
sic experimentation.
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Abstract

Sentiment analysis is currently a very dy-
namic field in Computational Linguistics.
Research herein has concentrated on the
development of methods and resources for
different types of texts and various lan-
guages. Nonetheless, the implementa-
tion of a multilingual system that is able
to classify sentiment expressed in various
languages has not been approached so far.
The main challenge this paper addresses is
sentiment analysis from tweets in a multi-
lingual setting. We first build a simple sen-
timent analysis system for tweets in En-
glish. Subsequently, we translate the data
from English to four other languages - Ital-
ian, Spanish, French and German - using a
standard machine translation system. Fur-
ther on, we manually correct the test data
and create Gold Standards for each of the
target languages. Finally, we test the per-
formance of the sentiment analysis classi-
fiers for the different languages concerned
and show that the joint use of training
data from multiple languages (especially
those pertaining to the same family of lan-
guages) significantly improves the results
of the sentiment classification.

1 Introduction

Sentiment analysis is a task in Natural Language
Processing whose aim is to automatically detect
and classify sentiments in texts. Generally, the
“positive”, “negative” and “neutral” classes are
considered, although other scales have also been
used (e.g. from 1 to 5 “stars” - according to the
reviewing systems put at the disposal of clients or
users by amazon.com, booking.com, etc.; adding
the “very positive” and “very negative” classes,
scales from 1 to 10, etc.).

Via Sommarive, 18
Povo, Trento, Italy
turchi@fbk.eu

In this article, we deal with the issue of sen-
timent analysis in tweets, in a multilingual set-
ting. We employ machine translation - which was
shown to be at a sufficiently high level of perfor-
mance (Balahur and Turchi, 2012) - to obtain data
in four languages. Our goal is to test if the use of
multilingual data can help to improve sentiment
classification in tweets (as shown to be the case in
formal texts - (Banea et al., 2010)) and if the joint
use of data coming from similar languages or lan-
guages that are different in structure can influence
on the final result.

The main problem when designing automatic
methods for the treatment of tweets is that they
are highly informal texts, i.e. they contain slang,
emoticons, repetitions of letters or punctuation
signs, misspellings (done on purpose or due to
writing them from mobile devices), entire words
in capital letters, etc.

In order to test our hypotheses, we first design
a simple tweet sentiment analysis system for En-
glish, taking into account the specificity of ex-
pressions employed, but without using language-
specific text processing tools. The motivation is
related to the fact that: a) such a distinction would
require the use of language identifiers and would
need the data from the different languages to be
separated; b) We would like to apply the same
techniques for as many languages as possible and
for some of these languages, no freely-available
language processing tools exist. We test this sys-
tem on the SemEval 2013 Task 2 - Sentiment
Analysis in Twitter (Wilson et al., 2013) - train-
ing data and test on the development data. The
choice of this test set was motivated by the fact
that it contains approximately 1000 tweets, being
large enough to be able to draw relevant conclu-
sions and at the same time small enough to allow
manual correction of the translations, to eliminate
incorrect translations being present in both train-
ing and test data.
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Subsequently, we employ the Google machine
translation system' to translate the SemEval 2013
training and development tweets in Italian, Span-
ish, German and French. We manually correct
the translated development data (which we use for
testing, not for parameter tuning) to produce a re-
liable Gold Standard.

Finally, we apply the same sentiment classifi-
cation system to each of these languages and test
the manner in which the combined datasets (from
pairs of two languages, families of languages and
all the languages together) perform. We conclude
that the joint use of training data from differ-
ent languages improves the classification of sen-
timent and that the use of training data from lan-
guages that are similar in structure helps to achieve
statistically significant improvements over the re-
sults obtained on individual languages and all lan-
guages together.

The remainder of this article is structured as fol-
lows: Section 2 gives an overview of the related
work. In Section 3, we present the motivations and
describe the contributions of this work. In the fol-
lowing section, we describe in detail the process
followed to pre-process the tweets, build the clas-
sification models and obtain tweets for four other
languages. In Section 5, we present the results
obtained on different languages and combinations
thereof. Finally, Section 6 summarizes the main
findings of this work and sketches the lines for fu-
ture work.

2 Related Work

The work described herein is related to the devel-
opment of multilingual sentiment analysis systems
and sentiment classification from tweets.

2.1 Methods for Multilingual Sentiment
Analysis

In order to produce multilingual resources for sub-
jectivity analysis, Banea et al. (Banea et al., 2008)
apply bootstrapping to build a subjectivity lexi-
con for Romanian, starting with a set of 60 words
which they translate and subsequently filter us-
ing a measure of similarity to the original words,
based on Latent Semantic Analysis (LSA) (Deer-
wester et al., 1990) scores. Another approach to
mapping subjectivity lexica to other languages is
proposed by Wan (2009), who uses co-training to

"http://translate.google.com/

classify un-annotated Chinese reviews using a cor-
pus of annotated English reviews. (Kim et al.,
2010) create a number of systems consisting of
different subsystems, each classifying the subjec-
tivity of texts in a different language. They trans-
late a corpus annotated for subjectivity analysis
(MPQA), the subjectivity clues (Opinion Finder)
lexicon and re-train a Naive Bayes classifier that
is implemented in the Opinion Finder system us-
ing the newly generated resources for all the lan-
guages considered. (Banea et al., 2010) translate
the MPQA corpus into five other languages (some
with a similar ethimology, others with a very dif-
ferent structure). Subsequently, they expand the
feature space used in a Naive Bayes classifier us-
ing the same data translated to 2 or 3 other lan-
guages. Finally, (Steinberger et al., 2011a; Stein-
berger et al., 2011b) create sentiment dictionaries
in other languages using a method called “triangu-
lation”. They translate the data, in parallel, from
English and Spanish to other languages and ob-
tain dictionaries from the intersection of these two
translations.

2.2 Sentiment Classification from Tweets

One of the first studies on the classification of po-
larity in tweets was (Go et al., 2009). The au-
thors conducted a supervised classification study
on tweets in English, using the emoticons (e.g.
“)7, “:(”, etc.) as markers of positive and nega-
tive tweets. (Read, 2005) employed this method to
generate a corpus of positive tweets, with positive
emoticons ““:)”, and negative tweets with negative
emoticons “:(”. Subsequently, they employ dif-
ferent supervised approaches (SVM, Naive Bayes
and Maximum Entropy) and various sets of fea-
tures and conclude that the simple use of unigrams
leads to good results, but it can be slightly im-
proved by the combination of unigrams and bi-
grams.

In the same line of thinking, (Pak and Paroubek,
2010) also generated a corpus of tweets for senti-
ment analysis, by selecting positive and negative
tweets based on the presence of specific emoti-
cons. Subsequently, they compare different super-
vised approaches with n-gram features and obtain
the best results using Naive Bayes with unigrams
and part-of-speech tags.

Another approach on sentiment analysis in
tweet is that of (Zhang et al., 2011). Here, the au-
thors employ a hybrid approach, combining super-

50



vised learning with the knowledge on sentiment-
bearing words, which they extract from the DAL
sentiment dictionary (Whissell, 1989). Their pre-
processing stage includes the removal of retweets,
translation of abbreviations into original terms and
deleting of links, a tokenization process, and part-
of-speech tagging. They employ various super-
vised learning algorithms to classify tweets into
positive and negative, using n-gram features with
SVM and syntactic features with Partial Tree Ker-
nels, combined with the knowledge on the polar-
ity of the words appearing in the tweets. The au-
thors conclude that the most important features are
those corresponding to sentiment-bearing words.
Finally, (Jiang et al., 2011) classify sentiment ex-
pressed on previously-given “targets” in tweets.
They add information on the context of the tweet
to its text (e.g. the event that it is related to). Sub-
sequently, they employ SVM and General Inquirer
and perform a three-way classification (positive,
negative, neutral).

3 Motivation and Contribution

The work presented herein is mainly motivated by
the need to: a) develop sentiment analysis tools
for a high number of languages, while minimiz-
ing the effort to create linguistic resources for each
of these languages in part; b) study the manner in
which the use of machine translation systems to
produce multilingual data performs in the context
of informal texts such as tweets; and c) evaluate
the performance of sentiment classification when
data from different languages is combined in the
training phase. We would especially like to study
the effect of using data from similar languages ver-
sus the use of data from structurally and lexically-
different languages. The advantage of such an ap-
proach would be that if combined classifiers per-
form better, then the effort of separating tweets in
different languages at the time of analysis (which
in the case of streaming data is not negligeable)
can be reduced or eliminated entirely.

Unlike approaches we presented in Related
Work section, we employ fully-formed machine
translation systems.

Bearing this in mind, the main contributions we
bring in this paper are:

1. The creation of a simple tweet senti-
ment analysis system, that employs a pre-
processing stage to normalize the language
and generalize the vocabulary employed to

express sentiment. At this stage, we take into
account the linguistic peculiarities of tweets,
regarding spelling, use of slang, punctuation,
etc., and also replace the sentiment-bearing
words from the training data with a unique
label. In this way, the sentence “I love roses.”
will be equivalent to the sentence “I like
roses.”, because “like” and “love” are both
positive words according to the GI dictionary.
If example 1 is contained in the training data
and example 2 is contained in the test data,
replacing the sentiment-bearing word with a
general label increases the chance to have ex-
ample 2 classified correctly. In the same line
of thought, we also replaced modifiers with
unique corresponding labels.

2. The use of minimal linguistic processing,
which makes the approach easily portable to
other languages. We employ only tokeniza-
tion and do not process texts any further. The
reason behind this choice is that we would
like the final system to work in a similar fash-
ion for as many languages as possible and for
some of them, little or no tools are available.

3. The use of a standard news translation sys-
tem to obtain data in four other languages -
Italian, Spanish, German and French;

4. The evaluation of different combinations of
languages in the training phase and the effect
of using languages from the same family ver-
sus the use of individual or all languages in
the training phase on the overall performance
of the sentiment classification performance.

We show that using the training models generated
with the method described we can improve the
sentiment classification performance, irrespective
of the domain and distribution of the test sets.

4 Sentiment Analysis in Tweets

Our sentiment analysis system is based on a hy-
brid approach, which employs supervised learning
with the Weka (Weka Machine Learning Project,
2008) implementation of the Support Vector Ma-
chines Sequential Minimal Optimization (Platt,
1998) linear kernel, on unigram and bigram fea-
tures, but exploiting as features sentiment dictio-
naries, emoticon lists, slang lists and other social
media-specific features. We do not employ any
specific language analysis software. The aim is to
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be able to apply, in a straightforward manner, the
same approach to as many languages as possible.
The approach can be extended to other languages
by using similar dictionaries that have been cre-
ated in our team. They were built using the same
dictionaries we employ in this work and their cor-
rected translation to Spanish. The new sentiment
dictionaries were created by simultaneously trans-
lating from these two languages to a third one and
considering the intersection of the translations as
correct terms. Currently, new such dictionaries
have been created for 15 other languages.

The sentiment analysis process contains two
stages: pre-processing and sentiment classifica-
tion.

4.1 Tweet Pre-processing

The language employed in Social Media sites is
different from the one found in mainstream me-
dia and the form of the words employed is some-
times not the one we may find in a dictionary. Fur-
ther on, users of Social Media platforms employ a
special “slang” (i.e. informal language, with spe-
cial expressions, such as “lol”, “omg”), emoticons,
and often emphasize words by repeating some of
their letters. Additionally, the language employed
in Twitter has specific characteristics, such as the
markup of tweets that were reposted by other users
with “RT”, the markup of topics using the “#”
(hash sign) and of the users using the “@” sign.

All these aspects must be considered at the time
of processing tweets. As such, before applying su-
pervised learning to classify the sentiment of the
tweets, we preprocess them, to normalize the lan-
guage they contain. The pre-processing stage con-
tains the following steps:

In the first step of the pre-processing, we de-
tect repetitions of punctuation signs (“.”, “!” and
“?’). Multiple consecutive punctuation signs are
replaced with the labels “multistop”, for the full-
stops, “multiexclamation” in the case of excla-
mation sign and “multiquestion” for the question
mark and spaces before and after.

In the second step of the pre-processing, we
employ the annotated list of emoticons from Sen-
tiStrengthz(Thelwall et al., 2010) and match the
content of the tweets against this list. The emoti-
cons found are replaced with their polarity (“pos-
itive” or “negative”) and the “neutral” ones are
deleted.

*http://sentistrength.wlv.ac.uk/

Subsequently, the tweets are lower cased and
split into tokens, based on spaces and punctuation
signs.

The next step involves the normalization of the
language employed. In order to be able to include
the semantics of the expressions frequently used in
Social Media, we employed the list of slang from
a specialized site 3.

At this stage, the tokens are compared to en-
tries in Rogets Thesaurus. If no match is found,
repeated letters are sequentially reduced to two
or one until a match is found in the dictionary
(e.g. “perrrrrrrrrrrrrrrrrrfeeect” becomes  “per-
rfeect”, “perfeect”, “perrfect” and subsequently
“perfect”). The words used in this form are maked
as “stressed”.

Further on, the tokens in the tweet are matched
against three different sentiment lexicons: GI,
LIWC and MicroWNOp, which were previously
split into four different categories (“positive”,
“high positive”, “negative” and “high negative”).
Matched words are replaced with their sentiment
label - i.e. “positive”, “negative”, “hpositive” and
“hnegative”. A version of the data without these
replacements is also maintained, for comparison
purposes.

Similar to the previous step, we employ a list of
expressions that negate, intensify or diminish the
intensity of the sentiment expressed to detect such
words in the tweets. If such a word is matched,
it is replaced with “negator”, “intensifier” or “di-
minisher”, respectively. As in the case of affec-
tive words, a version of the data without these
replacements is also maintained, for comparison
purposes.

Finally, the users mentioned in the tweet, which
are marked with “@”, are replaced with “PER-
SON” and the topics which the tweet refers to
(marked with “#7) are replaced with “TOPIC”.

4.2 Sentiment Classification of Tweets

Once the tweets are pre-processed, they are passed
on to the sentiment classification module. We
employed supervised learning using SVM SMO
with a linear kernel, based on boolean features
- the presence or absence of n-grams (unigrams,
bigrams and unigrams plus bigrams) determined
from the training data (tweets that were previ-
ousely pre-processed as described above). Bi-
grams are used specifically to spot the influence

3http://www.chatslang.com/terms/social_media
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of modifiers (negations, intensifiers, diminishers)
on the polarity of the sentiment-bearing words.

4.3 Obtaining Multilingual Data for
Sentiment Analysis in Tweets

Subsequent to the tweet normalization, we trans-
late the Twitter data (the training and develop-
ment data in the SemEval Task 2 campaign) us-
ing the Google machine translation system to four
languages - Italian, Spanish, French and German.
The reason for choosing the development dataset
for testing is that this set is smaller and allows us
to manually check and correct it, to obtain a Gold
Standard (and ensure that performance results are
not biased by the incorrect translation in both the
training, as well as the development data).

Further on, we extract the same features as in
the case of the system working for English - uni-
grams and bigrams - from these obtained datasets.
We employ the features to train an SVM SMO
classifier, in the same manner as we did for En-
glish.

5 Evaluation and Discussion

Although the different steps included to elimi-
nate the noise in the data and the choice of fea-
tures have been refined using our in-house gath-
ered Twitter data, in order to evaluate our approach
and make it comparable to other methods, we em-
ploy the data used in an established competition,
allowing subsequent comparisons to be made.

5.1 Data Set

The characteristics of the training (T*) and devel-
opment (test in our case) - t*- datasets employed
are described in Table 1. On the last column,
we also include the baseline in terms of accuracy,
which is computed as the number of examples of
the majoritary class over the total number of ex-
amples:

Data | #Tweet | #Pos. | #Neg. | #Neu. | Bl%
T* 6688 | 2450 | 956 | 3282 | 49%
t* 1051 386 199 466 | 44%

Table 1: Characteristics of the training (T*) and
testing (t*) datasets employed.

5.2 Evaluation and Results

In order to test our sentiment analysis approach,
we employed the datasets described above, for

each of the languages individually, all the two-
languages combinations, combinations of lan-
guages from the same linguistic family and all lan-
guages together.

The results are presented in Table 2. We con-
sider the measure of accuracy and do not compare
to the SemEval official results, because in the com-
petition, the results did not take into account the
“neutral” class.

Language(s) Accuracy
English 64.75
Italian 60.12
French 62.31
German 61.32
Spanish 62.66
English + French 65.91
English + German 63.98
English + Italian 64.78
English + Spanish 68.23
Spanish + Italian 70.45
Spanish + French 67.14
Spanish + German 65.64
Italian + German 63.29
Italian + French 63.95
German + French 62.66
Italian + French + Spanish 68.53
All 5 languages 69.09

Table 2: Results obtained classifying each lan-
guage individually versus on pairs and families of
languages, respectively.

5.3 Discussion

From the results obtained, we can draw several
conclusions.

First of all, we can see that using tweet nor-
malization and employing machine translation, we
can obtain high quality training data for senti-
ment analysis in many languages. The machine-
translated data thus obtained can be reliably em-
ployed to build classifiers for sentiment, reaching
a performance level that is similar to the results ob-
tained for English and significatly above the base-
line.

Secondly, seeing the performance of the differ-
ent pairs of languages compared to individual re-
sults, we can: a) on the one hand, see that com-
bining languages with a comparatively high differ-
ence in performance results in an increase of the
lower-performing one and b) on the other hand, in
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some cases, the overall performance is improved
on both systems, which shows that combining this
data helps to disambiguate the contextual use of
specific words.

Finally, the results show that the use of all the
languages together improves the overall classifi-
cation of sentiment in the data. This shows that
a multilingual system can simply employ joint
training data from different languages in a single
classifier, thus making the sentiment classification
straightforward, not needing any language detec-
tion software or training different classifiers.

By manually inspecting some of the examples
in the datasets, we could see that the most im-
portant causes of incorrect classification were the
word orders and faulty translations in context. An-
other reason for incorrect sentiment classification
was the different manner in which negation is con-
structed in the different languages considered. In
order to improve on this aspect, we will include
language-specific rules by adding skip-bigrams
(bigrams made up of non-consecutive tokens) fea-
tures in the languages where the place of the nega-
tors can vary.

6 Conclusions and Future Work

In this article, we presented a method to create a
simple sentiment analysis system for English and
extend it to the multilingual setting, by employing
a standard news machine translation system. We
showed that using twitter language normalization,
we can obtain good results in target languages
and that the joint use of training data from differ-
ent languages helps to increase the overall perfor-
mance of the classification. Finally, we showed
that the joint training using translated data from
languages that are similar yield significantly im-
proved results.

In future work, we plan to evaluate the use of
higher-order n-grams (3-grams) and skip-grams to
extract more complex patterns of sentiment ex-
pressions and be able to identify more precisely
the scope of the negation. In this sense, we plan to
take into account the modifier/negation schemes
typical of each of the languages, to consider (fur-
ther to translation) language-specific schemes of
n-grams.

We also plan to test the performance of sen-
timent classification using translations *to* En-
glish and employing classifiers trained on English
data. In order to do this, we require lists of slang

and digital dictionaries to perform normalization.
We would like to study the performance of our
approach in the context of tweets related to spe-
cific news, in which case these short texts can
be contextualized by adding further content from
other information sources. In this way, it would
be interesting to make a comparative analysis of
the tweets written in different languages (from the
same or different regions of the globe), on the
same topics.
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Abstract

We compare two different methods in
domain adaptation applied to constituent
parsing:  parser combination and co-
training, each used to transfer information
from the source domain of news to the tar-
get domain of natural dialogs, in a set-
ting without annotated data. Both methods
outperform the baselines and reach similar
results. Parser combination profits most
from the large amounts of training data
combined with a robust probability model.
Co-training, in contrast, relies on a small
set of higher quality data.

1 Introduction

Research on parsing has mostly concentrated on
parsing the Penn Treebank (Marcus et al., 1993).
As a consequence, most parsers have probability
models that are optimized for the syntactic an-
notations in this treebank and more generally for
the language in the treebank. This means that a
parser trained on the Penn Treebank will show a
severe degradation in performance when used for
parsing data from another domain (McClosky et
al., 2010). More recently, research has started on
adapting parsers to new domains so that the degra-
dation in parsing is minimized. One of the first
venues at which domain adaptation was targeted
was the 2007 CoNLL shared task on dependency
parsing (Nivre et al., 2007).

One of the challenges in domain adaptation for
parsing is the lack of annotated data in the target
domain. Research has covered a range of differ-
ent approaches, all geared towards providing auto-
matically labeled data in the target domain to add
as training data. Approaches include ensembles
of parsers, self-training, and methods for selecting
high quality sentences to reduce the noise (see sec-
tion 2 for details). The most promising approach at

56

present is an approach by McClosky et al. (2010),
which automatically selects a domain that is the
most similar to the target domain.

In our current work, we investigate domain
adaptation for constituent parsing, in a setting
where no labeled data in the target domain is avail-
able. More specifically, we compare two differ-
ent approaches: One approach is based on an en-
semble of parsers, the other one uses co-training
with two different parsers. Both approaches reach
moderate improvements over the baseline, and we
are interested in seeing the advantages and disad-
vantages of those two promising methods. The
source domain for our experiments is the Penn
Treebank; the target domain consists of sponta-
neous dialogs based on cooperative tasks involv-
ing navigation on a map or in a search envi-
ronment. For the unlabeled target domain data,
we use the Edinburgh Map Task (HCRC) corpus
(Thompson et al., 1996), and the Indiana Cooper-
ative Remote Search Task (CReST) corpus (Eber-
hard et al., 2010) as test set.

The remainder of the paper is structured as fol-
lows: In section 2, we discuss related work. Sec-
tion 3 introduces the two methods that we will
compare, and section 4 describes the experimen-
tal setup. In section 5, we first discuss the results
of the individual approaches, and then attempt a
comparison and an error analysis. In section 6, we
conclude and describe future work.

2 Related Work

Domain adaptation can be divided into two differ-
ent scenarios: one where a small set of annotated
data from the target domain is available, and one
where no annotated target data is available. Early
work on domain adaptation for parsing shows that
not having target domain data makes the task ex-
tremely challenging: In the CoNLL 2007 shared
task on dependency parsing (Nivre et al., 2007),
no team submitting results for the out-of-domain
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setting improved much over the baseline. Dredze
et al. (2007), for example, presented three ap-
proaches to domain adaptation: modifications to
the feature set, using a parser ensemble, and target
focused learning, but they reached the best results
by using all the available data. The best perform-
ing system (Sagae and Tsujii, 2007) used a combi-
nation of two different models of an LR parser and
then selected identically parsed target sentences to
add to the training set of the final parser. This ap-
proach outperformed the baseline of Dredze et al.
(2007) by approximately 1%.

McClosky et al. (2006) use self-training in com-
bination with a PCFG parser and reranking. They
train the parser and reranker on the Penn Treebank,
then parse and rerank a small set of target domain
data. They reach an error reduction of 28% in the
target domain. However, Sagae (2010) shows that
while the reranking approach by McClosky et al.
(2006) reaches higher F-scores than a self-training
approach without reranking, the latter actually per-
forms better in a semantic role labeling task.

Reichart and Rappoport (2007), in contrast, use
a small annotated data set in the target domain for
self-training without reranking. I.e., they train the
parser on their small target domain data set and
then perform self-training on more unlabeled data.
They evaluate their parser in terms of annotation
cost, and they show a 50% reduction in annotation
cost.

Chen et al. (2008) work on domain adaptation
without labeled target data: They parse the target
data with a dependency parser. But rather than
using the full parses as additional training data,
they only add short-distance dependencies, which
can be parsed more reliably. They gain approx.
1% over adding all sentences in Chinese. Kawa-
hara and Uchimoto (2008) use a similar approach:
They train a classifier to recognize reliably parsed
sentences to add to the training set. This method
outperforms the source domain baseline as well as
all CoNLL 2007 systems by approx. 1%.

Finkel and Manning (2009) extend the work
by Daume III (2007), who investigated a method
for selecting general features that hold across do-
mains. Finkel and Manning (2009) apply this
method to dependency parsing, by using a hier-
archical Bayesian model. They show an improve-
ment of their approach over training on data from
all domains in 4 out of 6 domains.
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McClosky et al. (2010) investigate the auto-
matic selection of source domains that are use-
ful for parsing a target domain. Thus, the parser
can adapt per document to a new target domain.
They use different similarity metrics to determine
the similarity of different source domains to the
target domain and feed those into a regression
model. They show that their model outperforms
self-training, a uniform model as well as the best
single domain for training selected by an oracle.

Miceli Barone and Attardi (2012) perform do-
main adaptation for dependency parsing using
unannotated data. They integrate a transductive
SVM as classifier, which can handle labeled and
unlabeled examples as training data, into a shift-
reduce dependency parser. They also reach an im-
provement in the area of 1% on Italian.

This overview shows that most work concen-
trates on domain adaptation when no annotated
data in the target domain is available or when the
target domain is unknown. Our work also focuses
on a scenario where there is only unlabeled target
domain data available. We compare co-training, a
method that has not been used successfully for do-
main adaptation in parsing before, and a simpler
approach based on an ensemble of three different
parsers.

3 Domain Adaptation Methods

3.1 Parser Combination

A simple way of creating additional, labeled train-
ing data in a new domain is to use an ensemble
of parsers and then select the sentences on which
the parsers agree. This parser combination method
takes advantage of the different biases built into
different parsing algorithms; agreement between
parsers should translate into a greater likelihood
that the agreed upon parse will be correct.

In practice, the ensemble of parsers is trained
on an available annotated data set in the source
domain, i.e., the Penn Treebank (PTB) for pars-
ing. They are then used to parse a corpus of unan-
notated data in the target domain. The sentences
from the unannotated target domain on which the
parsers agree are added to the original source do-
main gold-standard annotated data, and one (or
more) parser is retrained on the resulting union.

Originally, this method was used by van Hal-
teren et al. (2001) to improve part of speech tag-
gers. Following Sagae and Tsujii (2007) and
(Chen et al., 2008), we adapt the approach to the



task of parsing by retraining with agreed upon
parses from only a part of the ensemble as well as
with partial trees. This will lead to more training
data, though potentially of a lower quality.

3.2 Co-Training

Co-training, as proposed by Blum and Mitchell
(1998), is a semi-supervised machine learning ap-
proach that uses two different “views” of the data
to train two specialized classifiers, which provide
additional training data for each other. In co-
training for domain adaptation of parsers, we fol-
low Goldman and Zhou (2000) in assuming two
different parsers rather than two different feature
sets. In other words, the different views come
from two parsers built on different parsing algo-
rithms, i.e., with different biases. The source-
trained parsers are used to parse the unlabeled tar-
get data, providing a confidence score with each
parse. The parsers each parse sentences from a
pool of m randomly selected sentences from the
set of unlabeled target domain data. The output
of each parser is ranked by confidence scores, and
the n-best parsed sentences from each parser are
added to the original training data for the next cy-
cle. Then the set of sentences is replenished from
the unlabeled data set. This process is repeated
until no further improvement on the development
set is observed. Because the parsers have different
algorithms and, theoretically, different strengths,
each should be able to learn from highly-confident
training data provided by the other.

4 Experimental Setup
4.1 Data Sets

We use the following data sets: The Penn Tree-
bank (PTB) (Marcus et al., 1993) serves as the
training set from the source domain. The PTB
training files were modified to remove any gram-
matical functions not present in our target domain
(see below). All experiments use either sections 2-
11 (as in the 2007 CoNLL shared task on domain
adaptation), or sections 2-21 (the standard training
set for parsing).

Our target domain is dialog text taken from
cooperative map tasks. The test corpus consists
of Cooperative Remote Search Task (CReST) di-
alogs, in which a searcher collects and deposits
items throughout a search location (a series of
connected offices) at the guidance of a director,
who has a map of the location and communicates

58

instructions remotely by mobile telephone. The
original CReST corpus contains a small number
of novel tags to handle phenomena that are com-
mon in dialog data but not in newspaper text, such
as imperative verbs. These tags were converted
to their closest equivalents in the PTB tagset. The
syntactic annotation of the CReST corpus includes
constituent and dependency annotations. We use
the constituent annotation, which follows the PTB
annotation (Santorini, 1991). In contrast to the
PTB, the CReST annotations use a subset of the
grammatical functions from the Penn Treebank:
subject, predicate, location, direction, and tempo-
ral modifications. For our experiments, 5 dialogs
(1 137 sentences) of the CReST corpus were re-
served for development, and 18 dialogs (4 518 sen-
tences) were used as the test set.

The Human Communication Research Center
Map Task Corpus (HCRC, also known as the Edin-
burgh Map Task) (Thompson et al., 1996) is used
as the unlabeled target domain set. HCRC con-
sists of 128 dialogs. In each dialog, both partic-
ipants had a map of the same area, but the maps
differed in the landmarks featured in given loca-
tions, and participants could not see their partners’
maps. One map included a route, and the holder of
that map was asked to verbally guide the other par-
ticipant to redraw the route on his or her map. We
ignore all annotations in the corpus and only use
the transcribed sentences. The full corpus contains
27084 sentences. When one-word sentences are
removed (as described below), 18 738 sentences
remain. Note that this corpus shares many char-
acteristics with the CReST corpus, but there are
differences in the domain: the environments, land-
marks, and the task itself are different, and in
HCRC, neither participant is physically present in
the mapped location. Furthermore, dialectal dif-
ferences exist, in that 61 of the 64 HCRC partici-
pants were from the Glasgow, Scotland area, while
the 46 CReST participants were from the US.

4.2 Parsers

Both experiments use the Berkeley Parser (Petrov
et al., 2006). For parser combination, we also use
the Bikel Parser (Bikel, 2004) and LoPar (Schmid,
2000), and for co-training, the Stanford Parser
(Klein and Manning, 2003).

Bikel’s parser is a probabilistic context-free
(PCFG) parser with a probability model based on
Collins’s model 2 (Collins, 1999); the Berkeley



parser performs split-merge cycles on the train-
ing data to automatically induce a PCFG with op-
timized syntactic categories. Collins’ model 2
(Collins, 1997) is a generative model based on
bigram probabilities, dependencies between pairs
of words, as well as sub-categorization frames
for head-words. LoPar was used in concert with
these two parsers for the parser combination ex-
periments due to its human accessible grammar
files: rule counts can be directly modified and new
rules added to the LoPar grammar. Thus, we can
add partially agreeing sentences, in the form of in-
dividual rules, from the HCRC data. For the co-
training experiments, we used the Stanford parser
instead of Bikel’s because the co-training exper-
iments require the parsers to generate confidence
scores for each parse. The Berkeley parser pro-
duces such scores, Bikel’s does not. The Berkeley
parser’s training was limited to 5 split-merge cy-
cles in order to avoid overfitting to the PTB.

In all experiments, sentences longer than 40
words were excluded from training and testing.
All parsers were trained on the source domain
training sets of PTB sections 2-11 and 2-21. All
experiments use gold POS tags for the PTB and
CReST. HCRC is tagged with TnT (Brants, 2000),
trained on the full PTB.

4.3 Parser Combination

The three parsers were used to parse the HCRC
corpus. Agreement among the three was deter-
mined by bracketing alone (unlabeled condition),
and bracketing along with node labels (labeled
condition). For the unlabeled condition, the labels
to add to training are simply taken from the parser
with the highest overall baseline, i.e. Berkeley.

LoPar alone was chosen as our test parser for
the experiments that involve adding agreeing rules
directly to the training. For the other experiments,
we also used the Berkeley parser and Bikel’s
parser as final parsers.

4.4 Co-Training

For co-training, the value of the n best sentences
added to the training set per cycle was chosen be-
tween 20 and 500, and a minimum of four co-
training cycles were performed. The size of the
pool of randomly selected sentences to parse, m,
was chosen from values ranging from 250 to 1500.
Optimal combinations of n and m were deter-
mined by a non-exhaustive search on the PTB 2-11
training set and the CReST development set. The
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optimal values for n and m were found to be 20
and 500, respectively. Then, we repeated the ex-
periment with the PTB 2-21 training set.

We used a single training set for both parsers;
i.e., after each cycle, the n-best parsed sentences
from each parser were added to a common train-
ing set, rather than passed to a unique training
set for the opposite parser. Initial experiments
showed that the set of n-best ranked sentences
was comprised almost entirely of single-word sen-
tences, leading to a decrease in performance from
the baselines. Consequently, we removed all one-
word sentences from the raw target domain data.

4.5 Evaluation

For evaluation, we used the standard evalb soft-
ware! and report F;-scores, based on labeled pre-
cision and recall. We performed significance tests
using Dan Bikel’s Randomized Parsing Evaluation
Comparator?.

5 Results

5.1 Parser Combination

For the experiments on parser combination, we
report three baselines, one baseline per parser.
Then, we investigate agreement across 3 parsers
and across 2 parsers.

Agreement across 3 parsers. Here, we report
results for the following experiments:

1. SENTLAB adds HCRC sentences on which
the 3 parsers agree on labeled analyses.

SENTUNLAB adds HCRC sentences on
which the 3 parsers agree on bracketing but
not necessarily on labels.

. RULES adds individual context free rules to
training on which the 3 parsers agree.

The third condition can only be used with LoPar
as the final parser, the other two conditions are
used in combination with each parser.

In table 1, we present the results for these ex-
periments. We also experimented with conditions
where we removed one-word HCRC sentences
from the additional training data. However, the
F-scores with one-word sentences removed were
very close to their counterparts, if not somewhat
lower. For this reason, we do not report them.

'"http://nlp.cs.nyu.edu/evalb/
nttp://www.cis.upenn.edu/-dbikel/
software.html#comparator



Experiment sec. 2-11 | sec. 2-21
Berkeley baseline 71.30 72.24
Bikel baseline 71.93 71.94
LoPar baseline 70.41 70.75
Berk.+-SENTUNLAB 65.86 69.46
Berk.+-SENTLAB 70.49 69.41
Bikel+SENTUNLAB 67.16 69.36
Bikel+SENTLAB 68.04 68.64
Lo.+SENTUNLAB 70.37 72.15
Lo.+SENTLAB 70.50 71.42
Lo.+RULES 70.58 71.37

Table 1: Results of the parser combination on the
CReST test set (F1). We report labeled F.

The results show that the baseline parsers profit
only marginally from the larger training set in
the second column. Note that the results are
lower than normally reported for in-domain pars-
ing. This is due to the fact that the two domains
are very different. LoPar performs lower than its
two counterparts, the Berkeley parser and Bikel’s,
as is expected, since it is a PCFG parser with a
straightforward probability model.

When we add the training data from HCRC
to the source training, both the Berkeley parser
and Bikel’s parser degrade in performance while
LoPar’s performance increases over its baseline. A
major source of error lies in CReST’s many one-
word sentences: 1638 out of 4518. In CReST,
the vast majority (1 580) of the one-word sentence
parses have INTJ as the unary node. The ex-
tended grammars used by LoPar closely matches
this distribution, with a majority of the one-word
sentence parses being dominated by the INTJ
unary node. The Berkeley and Bikel parsers, in
contrast, have a strong preference to label the
unary nodes as FRAG. Despite being trained on the
same additional data, LoPar is not as subject to this
errant distribution. This may be due to the fact that
the probability models in the Berkeley and Bikel
parsers are more finely tuned to the PTB and thus
more brittle to noisy data, whereas LoPar uses a
simpler model and is more robust.

For LoPar, providing additional training data
from HCRC in all 3 variants improves the F-scores
by a small margin over its baseline, with only one
exception: In the experiment where we train LoPar
on the small training set and add all sentences on
which all three parsers agree, we see a small loss
in the F-score. The second trend that can be ob-

60

served is that LoPar trained on the large source
domain data set profits more from the additional
target domain data than when it is trained on the
smaller source domain set.

The best performing condition given the small
source domain training set is the one in which we
add individual rules, RULES. Given the larger
source domain training set, the best performing
condition is the one using sentences with un-
labeled agreement, SENTUNLAB. Thus, if the
parser has a solid, large grammar from the source
domain, it can use the large but noisy addition
to its grammar while the smaller source domain
grammar requires more high quality additions. In
the setting with the small source domain gram-
mar, RULES adds 8966 additional rules, SENT-
LAB adds 3135 rules, and SENTUNLAB adds
25764 rules. However, note that even the best per-
forming LoPar variant cannot outperform the re-
sults by the Berkeley baseline (or the Bikel base-
line, in the setting with the smaller source domain
training set).

Agreement across 2 parsers. We now turn to
the experiments with enforced agreement based on
a dyad of parsers. In table 2, we present results
from the experiments with the relaxed condition,
for each possible dyad of parsers, combined with
LoPar as the final parser. We also retrained the
Berkeley and the Bikel parser on the extended data
sets, but the results were far below the ones for
LoPar. This is interesting in itself because LoPar,
as the weakest baseline parser, is capable of prof-
iting the most from the additional target domain
data. We assume that this is a consequence of
LoPar’s simple, but robust probability model.

The best performer for both sizes of source
domain data is the combination of the Berkeley
parser and Bikel’s in the unlabeled sentence condi-
tion (BERKELEY/BIKELSENTUNLAB), which is
also the experiment where LoPar has the most ad-
ditional training, adding either 50 050 rules (sec.
2-11 experiments) or 53 123 rules (sec. 2-21 ex-
periments) (cf. 312 614 rules in sec. 2-11 baseline,
662266 in sec. 2-21 baseline). Also worth not-
ing is the fact that LoPar is taking training from
the agreements from the other two parsers. LoPar
profits the most from the sentences selected by the
combination of parsers that have different biases.
In this way, the parser combination approach is
similar to co-training. Note that when we enforce
agreement between two parsers only, the addi-



Experiment Fy (sec. 2-11) | Fi (sec. 2-21)
Berkeley baseline 71.30 72.24
Bikel baseline 71.93 71.94
LoPar baseline 70.41 70.75
LoPar+BERKELEY/BIKELSENTLAB 71.26 72777
LoPar+BERKELEY/LOPARSENTLAB 70.51 71.36
LoPar+BIKEL/LOPARSENTLAB 70.15 71.10
LoPar+BERKELEY/BIKELSENTUNLAB 73.417 73.66
LoPar+BERKELEY/LOPARSENTUNLAB 70.43 72.22
LoPar+BIKEL/LOPARSENTUNLAB 72.87% 73.291
LoPar+BERKELEY/BIKELRULES 71.52 72.22
LoPar+BERKELEY/LOPARRULES 70.62 71.20
LoPar+BIKEL/LOPARRULES 70.49 71.35

Table 2: Results for LoPar with HCRC training, based on 2 parsers, on the CReST test set. {=significance
at p < 0.001 over the best performing baseline, I at p < 0.005.

tional training data boosts LoPar’s accuracy to im-
prove over both the Berkeley and the Bikel base-
lines. We also see that in this condition, there is
only a minimal difference between the small and
the large source domain training set.

We also looked at the influence of quantity of
(additional) training data on the results. In gen-
eral, more training data leads to better results. As
expected, PTB sections 2-21 perform better than
sections 2-11, but as more and more data is added,
the results converge, leading us to the conclusion
that as more reliable target domain training data
is available, the size of the initial source domain
training set becomes less important. However,
there must be a critical mass of additional train-
ing data before results start to improve, with more
data required for a smaller source domain train-
ing set. This might suggest that the other parser
combinations may not have resulted in this critical
mass; in other words, that the HCRC corpus may
be too small as a target domain data set given a
parser combination setting.

5.2 Co-Training

In the co-training setting, the additional training
set is produced by two individual parsers, the
Berkeley and Stanford parser. The selection of re-
liable sentences is based on parser confidence val-
ues, i.e., the probabilities associated with parses.
The additional sentences are added in cycles. We
stopped the co-training process after 10 cycles.
The results on the CReST development set for 6
cycles are given in Table 3.

The results show that both parsers reach lower
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Training PTB 2-11 PTB 2-21

Parser Berk. | Stan. | Berk. | Stan.
Baseline | 68.24 | 67.83 | 69.18 | 68.39
Cycle 1 | 68.06 | 67.89 | 70.04 | 68.40
Cycle2 | 69.68 | 68.10 | 69.49 | 68.40
Cycle3 | 69.29 | 68.03 | 68.64 | 68.40
Cycle4 | 70.40 | 68.25 | 68.68 | 68.51
Cycle5 | 68.35 | 68.37 | 69.21 | 68.46
Cycle 6 | 70.31 | 68.36 | 69.97 | 68.43

Table 3: F-scores for 6 cycles (development data).

baseline results on the development set than in
parser combination. It is also obvious the Berke-
ley parser outperforms the Stanford parser and that
the larger, source domain training set has only a
minimal effect on parser accuracy.

For the smaller training set, the Berkeley parser
reached optimal results in the fourth co-training
cycle and the Stanford parser in the fifth cycle.
With n set at 20, these scores represent the addi-
tion of 160 and 200 target domain sentences to the
training set, respectively. For the larger training
set, the Berkeley parser reached optimal perfor-
mance in the first cycle, and the Stanford parser
in the fourth cycle, meaning 20 and 160 sentences
were added, respectively.

We then used the grammars from the optimal
cycle and PTB training set in order to parse the
test set using both parsers. The results of these
settings, along with the parsers’ baselines on the
test set are shown in Table 4. These results show
that both parsers reach higher F-scores than on the
development set. Moreover, the development set



Training sec. 2-11 sec. 2-21
Parser Berk. | Stan. Berk. | Stan.
Baseline 7130 | 70.58 | 72.24 | 71.48
Optimized | 72.117 | 70.637 | 73.117 | 71.607

Table 4: F-scores for co-training on the test set.
t=significance at p < 0.001 over the baseline.

scores saw significantly higher improvements; the
greatest improvement overall came from the com-
bination of Berkeley and PTB 2-11, which rose
from a baseline of 68.24 to 70.40 in the fourth cy-
cle. The best results on the test set, for both PTB
training sizes, are reached by the Berkeley parser,
with an F-score of 72.11 given the small training
set and an F-score of 73.11 given the larger train-
ing set. The results are surprising given that only a
very small number of target domain sentences was
added to the source domain training set.

5.3 Discussion

We are now in a position to compare the results of
the two domain adaptation methods. A first com-
parison shows that both methods reach a similar
performance: Given the larger PTB training set,
the parser combination method reaches an F-score
of 73.66 while co-training reaches 73.11. How-
ever, these results are obtained by different parsers
and by training on different amounts of target do-
main training sentences: While the parser combi-
nation approach reaches the highest results based
on using LoPar, co-training favors the Berkeley
parser. And while parser combination adds 15200
sentences from the HCRC corpus (including one-
word sentences), the best co-training results are
reached by adding only 20 sentences. Also, the
best performing parser combination took approx-
imately 3.5 hours while the best performing co-
training experiment (which took only 1 cycle) re-
quired 2.5 hours on the same cluster.

Error analysis. In examining the results of our
two approaches, unsurprisingly, we found that a
large proportion of the errors are related to the
considerable differences between the source and
target domain. Newspaper text is more formal than
spontaneous dialogs. Moreover, some phenomena
that occur frequently in CReST are absent or rare
in the PTB training data. For example, sentence-
initial “and” is a prominent feature of CReST, but
naturally, not so frequent in the PTB. There are
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no sentences that begin with “and” in the train-
ing set, which makes them a challenge for the
parsers. Thus, in our best co-training experiment,
the Berkeley parser relied heavily on the generic X
label. However, this label is not used in this con-
text in the gold standard. Notably, the distribution
of these labels in the Stanford parses as well as in
the parser combination parses is similar to that of
the gold standard. However, all parse models have
a tendency to assume such sentences are fragmen-
tary and thus should be grouped under the FRAG
label.

In general, fragmentary cases, which are abun-
dant in CReST, are difficult for parsers to learn
since they often require global information to de-
cide that a constituent is incomplete. All parsers
tend to either posit an extra element FRAG where
there should be none, or omit it when it should be
there. This can have a devastating effect on the
F-scores of short sentences, which are extremely
frequent in CReST.

6 Conclusion and Future Work

We performed domain adaptation for constituent
parsing using two different methods. Our target
domain consists of spontaneous dialogues involv-
ing collaboration between speakers. In the com-
parison of parser combination versus co-training,
both methods outperform their respective base-
lines, and they reach a similar performance on the
test set. We can conclude that the best parser com-
bination adds more target domain sentences to the
source domain training set while the co-training
technique is faster. Potentially, LoPar could also
profit from the small number of sentences chosen
in the co-training experiment, but we assume that
their number is too small to have an effect on the
rather robust probability model.

For the future, we are planning to extend our ex-
periments: First, we are planning to add the Stan-
ford parser to the parser combination experiments.
Then, we will use both domain adaptation meth-
ods for dependency parsing. Since both the Penn
Treebank and CReST are available in dependency
format, we can perform these experiments on the
same data sets.
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Towards a Structured Representation of Generic Concepts and Relations
in Large Text Corpora
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Abstract

Extraction of structured information from
text corpora involves identifying entities
and the relationship between entities ex-
pressed in unstructured text. We propose
a novel iterative pattern induction method
to extract relation tuples exploiting lexi-
cal and shallow syntactic pattern of a sen-
tence. We start with a single pattern to
illustrate how the method explores addi-
tional paterns and tuples by itself with in-
creasing amount of data. We apply fre-
quency and correlation based filtering and
ranking of relation tuples to ensure the cor-
rectness of the system. Experimental eval-
uation compared to other state of the art
open extraction systems such as Reverb,
textRunner and WOE shows the effective-
ness of the proposed system.

1 Introduction

Traditional information extraction methodologies
tend to extract a predefined relation between
named entities annotated in a different process.
While this method might be useful and accurate
for smaller data with limited entity types and re-
lations, it cannot scale to extract entities and their
relationships in web due to the sheer volume and
heterogeneity of data. Thus open domain infor-
mation extraction systems such as Reverb (Fader
et al., 2011), TEXTRUNNER (Yates et al., 2007)
and NELL (Carlson et al., 2010) have received
added attention in recent times. Extracting ma-
chine readable structured information from free
text is the basis of most of the semantic analytical
systems. With these units of semantic informa-
tion, a lot of applications requiring semantic in-
formation processing such as finding the semantic
similarity between two unit of texts, semantic in-
ference, automated question-answering etc can be
visualized with better performance.
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Existing work on pre-defined relation extraction
have implemented methods of supervised, semi-
supervised, bootstrapped and unsupervised classi-
fication(Zhao and Grishman, 2005), (Kambhatla,
2004) (Bunescu and Mooney, 2006) (Zelenko et
al., 2003). For open information extraction meth-
ods, since they do not have predefined relations,
it is very hard if impossible to generate labeled
data for all potential relations in large text cor-
pora. In this paper, we propose an iterative pat-
tern induction based extraction system CREATE
(Concept Representation and Extraction through
Heterogenous Evidence), to extract relation tuples
from large text corpora. We will start with a single
selective pattern and iteratively add tuples and pat-
terns in the corresponding collection. This method
is easily usable in any domain since it does not re-
quire any labeled data. We ensure the selectivity
of the pattern by filtering the patterns with statis-
tics such as frequency and average pointwise mu-
tual information (PMI) and specificity of the pat-
tern. CREATE works under the assumption that
sentences have a pattern of expressing information
and this pattern is followed by multiple sentences.
If we can explore these patterns in a language, we
can extract tuples from all the sentences to build
an automated system. One of the simplest cases
of such a pattern is a sentence that only has two
nouns and a verb in between. For example, for
the sentence ”Google bought Youtube”, the part-
of-speech structure will be ’NNP VBD NNP” and
hence it is easy to identify two nouns as concepts
and the verb as a relation between these two con-
cepts. Thus, the tuple, bought(Google, Youtube)
can be extracted with high confidence. The beauty
of this system is that it gracefully identifies such
patterns without requiring any human input and
expands itself with the addition of every sentence
on the system. The state of the art system that is
closest to CREATE in terms of tuple generation
is Reverb (Fader et al., 2011). The core idea of
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Reverb is to identify a relation and extract con-
cepts in the immediate left and right of the rela-
tion to form a tuple. The system takes a greedy
approach where it only considers concepts that are
adjacent to relations. Moreover, they also ignore
the information that might change the context of
the tuple in the sentence. For example, for the sen-
tence "RSV in older children and adults causes
a cold.”, Reverb extracts tuple causes(adults, a
cold) with confidence 0.6799. This approach has
two disadvantages, first; it extracts invalid tuple
as it ignores complete sentence context, second; it
misses correct tuple causes(RSV, cold) because of
its greedy nature. We overcome both the disadvan-
tages in CREATE. Although, Reverb does not re-
quire training data to extract tuples, it does require
labeled data to determine the confidence of a tu-
ple. CREATE does not require labeled data other
than the seed pattern at any stage of the process.
With enough iterations and larger corpus, CRE-
ATE is able to extract the tuple causes(RSV, cold)
correctly with high confidence.

Few of the properties that we exploit for the fil-
tering of tuples are as follows:

e Patterns and tuples have dual dependence.
Patterns can be used to extract tuples and tu-
ples can be used to identify patterns.

If a tuple is generated from two different sen-
tences using two different patterns, then the
confidence of the tuple is highly increased.

If a pattern only produces high quality tuples,
then the pattern is considered to be of high
confidence.

e Web is highly redundant. This redundancy
can be exploited to evaluate the correctness
of a tuple.

Our approach is to learn the patterns in an itera-
tive manner as in DIPRE (Brin, 1999) and Snow-
ball (Agichtein and Gravano, 2000). We extend
the work one step further to iteratively extract tu-
ples with open relations from large text corpora.
We follow the standard step of extracting patterns
based on known tuples, extracting tuples based on
known patterns and evaluating and refinining pat-
terns based on inherent statistics to obtain high
precision tuples and patterns.

We make the following contributions in this pa-
per.
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We extend and adapt pattern based tuple ex-
traction to perform open information extrac-
tion.

We propose a method of domain independent
pattern generation.

With the patterns generated in step 2, we pro-
pose a method of relation tuple extraction.

We propose an effective method to re-
fine/rank extracted tuples and patterns with-
out human supervision.

2 Related Work

One of the major goals of open information ex-
traction is to build automated system that can
read textual data to a deeper extent compared to
bag of words model. Carlson et. al (Carlson et
al., 2010) use semi-supervised bootstrapping ap-
proach to continuously read and update the knowl-
edge base with an Expectation Maximization like
algorithm. Other systems that are tied to a partic-
ular structure are (Suchanek et al., 2007), (Auer
et al,, 2007), (Wu and Weld, 2010) which fo-
cus on more structured part of large factual col-
lections such as Wikipedia based on wikipedia-
centric properties. The first true open informa-
tion extraction system TEXTRUNNER, obtained
training data applying some heuristics rules over
dependency parsing of the training corpus. Us-
ing these training samples, sequence based classi-
fiers were trained and more tuples were extracted.
The WOE systems (Wu and Weld, 2010) intro-
duced by Wu and Weld make use of Wikipedia
as a source of training data for their extractors,
which leads to further improvements over TEX-
TRUNNER (Yates et al., 2007). Wu and Weld
also show that dependency parse features result
in a dramatic increase in precision and recall over
shallow linguistic features, but at the cost of ex-
traction speed. Semisupervised methods start with
a few manually provided domain independent ex-
traction patterns that will extract training tuples.
Statsnowball works under the principle of iterative
pattern and tuple generation using Markov Logic
Network (Zhu et al., 2009) and show improved
extraction compared to TEXTRUNNER. Reverb
(Fader et al., 2011) extracts on simple logic of ex-
tracting probable entities/concepts connected with
a relation term adjacently. While it does not re-
quire seed data or training data to extract rela-
tion tuples, it depends on manually analysed data



for the confidence evaluation of a tuple. Unsu-
pervised methods generally exploit the character-
istic of the text source, perform deep or shallow
parsing and extract the patterns and cluster these
patterns to extract relations. Yan et. al. (Yan
et al., 2009) used the characteristics of wikipedia
and performed clustering of patterns to extract re-
lations without human supervision. They report
a precision as high as 84% with deep linguistic
parsing. Other works (Syed and Finin, 2010) also
use wikipedia for ontology development for en-
tities. (Min et al., 2012) extract relation tuples
based on entity similarity graph and pattern sim-
ilarity. Probabilistic topic based models (Chang et
al., 2009) (Yao et al., 2011) have also been used to
infer relation between entity-pairs. These models
assume relation tuples as atomic observations in
documents rather than word observations in stan-
dard LDA model.

3 Problem Definition

We  formulate the problem of rela-
tion tuple extraction as a binary clas-
sification  problem. Given a sentence
S = (wlw2;.;el.;wj;..rl;wk..;e2;:;wn)

where el and e2 are the entities of interest, r1
is the relation of interest, and w1, w2....wj...wk
is the context of the tuple in the sentence s, the
classification function,

rasy ={ 1,

Here T'(S) is a feature set extracted from
the sentence as a context. The classifica-
tion model is built based on context, indepen-
dent of entities and relations. A context or a
pattern of a tuple in a sentence is a 4-tuple
(left,middle_left, middle_right,right) where
left is the sequential list of entities and words
that occur before first argument in the tuple,
middle_left is the list of words that occur be-
tween first argument and relation, middle_right
is the list of words that occur between relation and
second argument and right is the list of words that
occur after second argument in the sentence unless
another relation is detected.

The classification function f(7°(S)) = 1 if the
pattern of the tuple T in the sentence S exists
in pattern database.the degree of similarity of the
context of probable tuple is greater than thresh-
old similarity with one of the contexts existing in
context-base.

if el and e2 are related by r1
otherwise
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4 Create Tuple/Pattern Extraction
Methodology

Given a set of documents containing sentences,
our goal is to extract relation tuples with high-
est recall and precision. As explained earlier,
our system is designed to utilize the dual depen-
dence of tuple with pattern and pattern with tu-
ple. As a starting point, we use a seed pattern
p = (¢,0,0,¢) that will generate tuples from
text corpus. These tuples are then used to gen-
erate extraction patterns which in turn generate
more tuples just like in Snowball. All the ex-
tracted tuples and patterns in the process are not
guaranteed to be correct. A good tuple should
be syntactically and semantically correct as well
as articulate, autonomous and informative. Sim-
ilarly, a good pattern should achieve a good bal-
ance between two competitive criteria; specificity
and coverage. Specificity means the pattern is
able to identify high-quality relation tuples; while
coverage means the pattern can identify a statis-
tically non-trivial number of good relation tuples.
Hence, in the process, we have a self evaluating
system which evaluates and filters out invalid tu-
ples and patterns based on their statistical prop-
erties. The overall system can be broken down
into several modules, each of which perform an
isolated task such as concept extraction, relation
extraction, probable tuple generation, tuple verifi-
cation etc. The system architecture of the overall
system has been depicted in figure 1 and the algo-
rithm is shown in Table 1. The sub-modules are
explained in detail in the subsequent sub-sections.

Generate tuples’

patterns

Extracted Extracted
patterns Tuples

Document:

Tuple
Refinement

Pattern
Refinement

Figure 1: Overall System Architecture

Feature:We consider lexical and shallow parse
information as features for relation extraction.



Lexical and shallow NLP techniques are robust
and fast enough for a problem like ours where ex-
traction needs to be performed at web scale. Al-
though, our concept extraction module can be eas-
ily replaced with named entity extractor, we pri-
marily use part-of-speech tagging and chunking
results for concept/relation extraction. All the sen-
tences in our data sets are parsed using a opennlp
(Baldridge et al., 2004) part-of-speech tagger.

Seed Pattern: We start with a fairly general and
yet very strict pattern that will extract tuples from
a sentence. The seed pattern, ps = {¢, ¢, ¢, ¢}
meaning there is an empty left context, empty mid-
dle left context, empty middle right context and
empty right context. As an example, let us con-
sider a sentence “Temperature is ultimately regu-
lated in the hypothalamus”, our process extracts
two concepts “Temperature” and ’the hypothala-
mus” and relation “’is ultimately regulated in”. The
left context (context before concept 1) in this case
is empty, middle left context (context between
concept 1 and relation) is also empty and similarly,
middle right and right contexts are empty. This is
a fairly specific pattern for a tuple to be valid and
moreover, this pattern is domain independent and
can be applied to any domain for english language.
We have a running example showing the steps in
table 2.

Concept Extraction Module: We extract con-
cepts in the sentence based on noun phrases. We
remove starting and trailing stopwords in noun
phrases. If noun phrases contain conjunction, we
break down noun phrase into two concepts.

Relation Extraction Module: To extract rela-
tions, we extract the longest sequence of words
such that it starts with verb or is a sequence of
noun, adjective, adverb, pronoun and determiner
or a sequence of preposition, particle and infinitve
marker. If any pair of matches are adjacent or
overlap in a sentence, we merge them to a single
relation. This method has been proven to be effec-
tive in (Fader et al., 2011).

Probable Tuple Extraction: For each relation
r € R and for every combination of ¢c;andc; € C,
such that ¢; occurs before r and no other relation
occurs between ¢; and r and c; occurs after r and
no other relation occurs between c; and r in the
sentence, we create a probable tuple t = (¢;, 7, ¢;).

Tuple Pattern Extraction: For each tuple ¢ =
(ci, 7, cj) in sentence s, we extract the sequence
of words in sentence that occurs between begin-

ning of sentence and concept c;. If a relation oc-
curs before ¢;, we start with the end of closest rela-
tion. This is the left context. Similarly we extract
middle_left context as the sequence of words be-
tween ¢; and relation r. Middle_right context is
the sequence of words between relation r and c;.
Right context is the sequence of words between
c; and either another relation 7, (if exists) or end
of the sentence. We experiment with three types
of patterns, first: purely lexical(only use lexicons
for pattern generation), second: purely syntactic
(only use part of speech tags for pattern genera-
tion) and third: mixed pattern( a combination of
lexicons and part of speech tags. For mixed pat-
tern, we replace all nouns, verbs, adjectives and
adverbs with their part of speech tags and leave
preposition, particle and other words to use lexi-
cons.

Iteration: Our system is an iterative process
and gets better qualitatively and quantitatively
with each iteration. The number of iteration is
highly dependent on the application of interest,
pattern database size, size of corpus and time sen-
sitivity of the system. We experimented on a
smaller sample of data to see the convergence of
the algorithm. We also iterated over a large cor-
pus to see the effect of iteration on number of pat-
terns and tuples. Since the extraction algorithm
is based in active learning methodology, the sys-
tem can perform quite well with iteration count as
small as 2 in large corpus.

Algorithm 1 Iterative Pattern Induction
Input: Pattern, P = {seed_pattern},

Tuples, T = {¢}

Sentences, S = {s1, $2,....5n}
Output: Patterns, P = {p1,p2,...Pz}»

Tuples, T = {t1,t2,ts....ty}

1: for every S; € Sdo
2: Cprop = {1, C2,..cj } «— extractConcepts(S;)
3: Rprob = {71, 72...7h} <« extractRelations(S;)
4: psent = replaceConceptsRelations(Cprob, Rprob)
5: Tp',‘gb = {tl, ,.tu} —
extract ProbableTuples(Cprob, Rprob)
6: end for
7: for every t; € Tprop do
8: pattern, p; = extractPatternFor(S;, ps)
9:if p; EP&&tjééT
10:  T.add(t;), P.update(p;)
11: elseifp; ¢ P && t; €T
12:  P.add(p:), T.update(t;)
13: elseifp; € P && t; €T
14:  P.update(p;), T.update(t;)
15: end if
16: end for

Table 1: Iterative Pattern Induction Algorithm



Search

causes

weight gain

- Data Source - hd|
Sentence

My doctor refuses to agree that these meds can cause weighi
Steroids can also cause weight gain and muscle loss, which ¢
So Actos and Avandia can cause weight gain, because insulir
| have not heard of esipram, but there are a number of antide
In addition, some medical conditions that mimic depression -
| know stress can cause weight gain specifically about the mic
Estrogen, prednisone and other steroids, and antiarthritic druc

But a diet with the same number of calories -- just less meat -

Figure 2: Concept based Search User Interface

Argl Relation Arg ll
meds cause weight gain
steroids cause weight gain
avandia cause weight gain
antidepressants cause weight gain
hypothyroidism cause weight gain
stress cause weight gain
prednisone cause weight gain
calories cause weight gain

Parameter | Value

seed pat_ (()b? ¢a ()b) )

tern

sentence Sunscreen may also cause drying of

skin.

concepts Conceptl=Sunscreen, Concept2=skin

relations relation=may also cause drying of

sentence Conceptl relation Concept2.

pattern

probable may_also_cause_drying_of(sunscreen,

tuple skin)

Table 2: Running Example of Tuple and Pattern
Extraction

5 Tuple Refinement

5.1 Tuple and Pattern Filtering

We employ a holistic approach for concepts and
relations extraction that enforces coherence in re-
lations and concepts in tuples . To ensure validity
of extracted tuples, we select patterns and tuples
that occur more than « (3 in our experiments) and
0 (2 for medical and 1 for wikipedia for our exper-
iments) times respectively. Also, total frequency
of a pattern p in a relation r is defined as the sum
of the frequencies of p in all entity pairs that have
relation r. We define confidence of a tuple as fol-
lows:

ZpGPt f(pi)
f(Pmaz,)log(N)

Conf(t) = (1)

where f(p;) is the frequency of pattern p; for
relation r such that tuple t also has relation r. Here,
f (Pmaz, ) is the frequency of pattern that has max-
imum frequency for relation r and N is the to-
tal number of distinct patterns that match tuple t.
Note here that confidence conf(t) can be greater
than 1 depending on the number of patterns that
extract tuple t.

5.2 Tuple relevance

Traditional vector space model based relevance
cannot be applied to concept based relevance
paradigm. Hence we employ PMI based relevance
for tuple retrieval. If el is the query entity for
which search is executed, then the relevance of a
tuple is calculated in terms of PMI between query
entity el and second argument in tuple that con-
tains el as first argument. PMI between entities
el and e2 is defined as

P(e1,e2)
PMI(ei,es) =lo
(e1,e2) gP(el,e)P(eg,e) )
=logN 2
ni.n9
PMI
NPMI(e1,es) = eren) g

—logP(e1,e2)

where N: the total number of tuples in the
corpus, P(ej,e2) = nja/N=the number of sen-
tences containing tuples that have e; and ey as



arguments, P(ej,e) = ni/N : the probability
that the entity e; cooccurs with entity e in tuples,
P(ea,e) = ny/N : the probability that the entity
ez cooccurs with entity e in tuples.

6 Prototype and Experiments

6.1 System Prototype

We built the system prototype based on the process
explained in this paper for two datasets, namely;
wikipedia and medical sites. We crawled 10 med-
ical information sites and collected sentences talk-
ing about medicine. The prototype provides a tu-
ple searching interface and a concept-graph based
navigation system. We demonstrate the usefulness
of the system with medical information and eval-
uate against few relations in wikipedia. Figure 2
shows a snapshot of the prototype for medical data
for another example.

6.2 Comparison with Open Information
Extraction Systems

We compared the result of our system with other
systems such as Reverb, TextRunner and WOE.
For evaluation purpose, we used the test set of 500
sentences used in Reverb system evaluation(Fader
et al., 2011). The figures shows the quantitative
comparison of our system compared to reverb and
woe. It has to be noted however that this result
does not evaluate the iterative process of create.
The distinctive advantage of create is seen when
applied to a relatively larger corpus where the sys-
tem is applied iteratively.

freque
patﬂerns

115
96
77
58
39 J

20/

1
0 1

iteration

7

2 3 4 5 6

Figure 3: Effect of Iteration on Number of patterns

Figure 3 and figure 4 show the effect of iteration
with the CREATE algorithm. It shows that in ini-
tial iterations, there is a rapid increase in number
of patterns and tuples. However it starts to con-
verge with higher iterations. For proof of concept,
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Figure 4: Effect of Iteration on Number of tuples

we experimented with a sample data that we cre-
ated with medical sentences. It shows that tuple
and pattern generation converges in 5 iterations.

0.9

0.85

0.8

0.75

wo¢eE

create textrunner

reverb

Figure 5: Comparison of CREATE performance
with Reverb, WOE and TextRunner

Figure 5 shows the comparison of CREATE
with Reverbm WOE and TextRunner. We see im-
proved recall at around 92% and precision around
75% for create which outperforms all other sys-
tems. Similarly, figure 6 shows the effect of it-
eration on the performance of CREATE system.
We see the same effect of rapid increase in per-
formance in initial iterations and then it gets stabi-
lized after few iterations.

We also experimented with the performance
based on different patterns. Figure 7 shows that
recall for POS pattern is the highest but the preci-
sion is highest with mixed pattern.

6.3 Wikipedia Tuple Extraction

We used Semantically Annotated Snapshot of the
English Wikipedia (Atserias et al., 2008) to extract



Relation Gold | Create (to- | Precision | Recall
Data | tal/correct)
bornIn(x,Atlanta) 440 341/303 88.8 68.8
bornIn(x,Zurich) 108 87/75 86.23 69.4
graduatedFrom(x,Stanford) 456 403/345 85.6 75.6
graduatedFrom(x,Princeton) | 582 464/385 82.9 66.1
presidentOf(x,United States) | 44 65/39 60 88.86
Table 3: Data statistics for wikipedia.
120+ frequency Data Wikipedia | Medical
Document count 1431178 348284
100 recall Sentence count 36117170 | 4049238
80 o Tuple count 6945440 | 1535293
precision Relation count 1847116 706359
60 Relation with freq > 9 1131 1865
Concept count 2673192 106263
40 Extraction latency (for 5 hrs 2hrs
20 single iteration)
0 ueration Table 4: Data Statistics.
o 1 2 3 4 5 6 7

Figure 6: Effect of Iteration on Tuple Extraction
Performance with confidence 0.6

precision/recall
" S‘\Q\:%gﬂ: Fed
recall-lexical
precision-mixed
70 precision-pos
precision-lexical
50 con fidence
0 20 40 60 80 100

Figure 7: Precision/ Recall variance with Confi-
dence

relation tuples as the first large dataset. The SW1
corpus is a snapshot of the English Wikipedia
dated from 2006-11-04 processed with a number
of public- available NLP tools. We chose to use
this data as it has been processed and has infor-
mation on shallow parsing such as POS tags and
named entities on seven categories. To demon-
strate the interchangeability of concept extraction
module , we used the named entities as concepts
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for relation extraction. We then generated tuples
from data. Since it is not possible to evaluate all
the relation tuples extracted from wikipedia, we
performed samples evaluation of the system for
few sampled relations and tuples. We compared
the performance of our system based on precision
and recall compared to Dbpedia. The evaluation
in terms of precision and recall is shown in Table
4. Precision and recall are given by the following
equations

|(correct docs) ((retrieved docs)|
|(retrieved docs)|

@

precision =

|(correct docs) [\(retrieved docs)|
|(relevant docs)|

(&)

recall =

7 Conclusion

We have qualitatively and quantitavely demon-
strated the effectiveness and usefullness of our
system and overall relation extraction systems.
With increasng data being available, the value and
importance of systems such as CREATE is ever in-
creasing. We have demonstrated the prospects of
relation extraction systems. At the same, we also
need to be aware of the challenges that need to be
solved before we can realize a fully functional ma-
chine reading system.
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Abstract

The emergence of social media (networks,
blogs, web forums) has given people numer-
ous opportunities to share their personal sto-
ries, including details of their health. Although
users mostly post under assumed nicknames,
state-of-the-art text analysis techniques can
combine texts from different media and use
that linkage to identify private details of an in-
dividual’s health. In this study we aim to em-
pirically examine the accuracy of identifying
authors of on-line posts on a medical forum.*
Our results show a high accuracy of the au-
thorship attribution, especially when text is
represented by the orthographical features.

1

Emergence of social media (networks, blogs,
web forums) has given people numerous oppor-
tunities to share their personal stories, including
details of their health (e.g., disease diagnosis,
symptoms, treatment) (Velden and Emam, 2012;
Bobicev et at, 2012):

e The transfer went well - my RE did it himself
which was comforting. 2 embies (grade 1 but
slow in development) so | am not holding my
breath for a positive.

Introduction

e |'ve had 7 IUl and one ivf all cancelled due to
not ovulating. | am a poor responder. What

! This work had been done when the first author was a visit-
ing professor at CHEO Research Institute.
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bothers me the most is never getting to the
point of actually going thru the procedure.’

Sharing personal health information (PHI) is a
behavior that can be seen in 80% of Internet us-
ers, or in 59% of all adults, who reported search-
ing for health information (Fox, 2011).

Although users mostly post under assumed
nicknames, state-of-the-art text analysis tech-
nigues can combine texts from different forums
and then use that linkage to identify private de-
tails of an individual’s health. Aggregating and
mining posts from five forums, Li et al. (2011)
identified the user’s full name, date of birth,
spouse’s name, home address, home phone num-
ber, cell phone number, email, occupation and
the lab test results. The latter are highly indica-
tive of the suspected disease, and hence, of the
health conditions of the said individual.

In order to gauge how best to protect internet
user anonymity, we first wanted to know the
ability of Text Mining techniques in authorship
attribution on medical forums, i.e. the task of
identification of an author among other authors
posting on the same forum. The attribution is
based on comparison of a new text to texts pre-
viously written by known authors.

We obtained the empirical evidence on the
posts from an on-line community of IVF (In Vi-
tro Fertilization) patients. We achieved a highly
accurate authorship attribution: up to 90% when
the text is represented by the orthographical fea-
tures.

% The messages have an original spelling and punctua-
tion.

Proceedings of Recent Advances in Natural Language Processing, pages 74-82,
Hissar, Bulgaria, 7-13 September 2013.



2

Authorship attribution has been intensively in-
vestigated by Computational Linguistics. Start-
ing 2007, an annual competition on author attri-
bution has been organized in conjunction with
CLEF.?

Accuracy of the authorship attribution depends
on features extracted from the analyzed text. Vo-
cabulary features used in various research are
word length (Brinegar, 1963), sentence length
(Morton, 1965), vocabulary richness (Tweedie
and Baayen, 1998), word n-gram frequencies
(Hoover, 2003), errors and idiosyncrasies (Kop-
pel and Schler, 2003), synonyms and semantic
dependencies (Afroz et al., 2012).

A few studies used syntactic features, e.g.
parts of speech and part of speech sequences
(Zhao and Zobel, 2007), chunks of text (Stamata-
tos et al, 2001), syntactic dependencies of words
(Gerritsen, 2003), and syntactic structures (Hirst
and Feiguina, 2007).

The use of orthographical features in the attri-
bution task was studied in Abbasi and Chen
(2008). The features included characters, charac-
ters bigrams and trigrams, punctuation and spe-
cial characters, as well as common vocabulary
features. 88-96% accuracy was achieved on sev-
eral data sets including e-bay comments, Java
forum, email and chat corpora. Narayanan et al.
(2012) adapted this feature set in the author clas-
sification of 100,000 blogs where the average
length of each blog was 7500 words. The paper’s
authors correctly identified an anonymous author
in >20% of cases; in approximately 35% of cases
the correct author was one of the top 20 guesses.
At the same time, Koppel (2009) had shown that
1000 character trigrams with highest information
gain helped SVM to obtain 80-86% in attribution
accuracy on literature corpus, email and blog
corpora.

With the emergence of user-written Web con-
tent, authorship analysis is often done on online
messages (Zheng et al., 2006; Narayanan et al.,
2012). Large numbers of candidate authors,
small volumes of training and test texts, and
short length of messages makes the online au-
thorship analysis exceptionally challenging (Juo-
la, 2006; Koppel, 2009; Luyckx and Daelemans,
2008; Madigan et al., 2005; Stamatatos, 2009).

In Koppel et al. (2006), 10,000 blogs were used
in the task of author attribution. The test data was
built from 500-word snippets, one for each au-

Related works

3 http://pan.webis.de
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thor. 20-34% of texts were classified with aver-
age accuracy of 80%; the rest of texts were con-
sidered unknown. In Koppel et al. (2011), on the
same dataset, a 500-word snippet was attributed
to one of 1,000 authors with Coverage = 42.2%
and Precision = 93.2%. Consequently, the re-
maining 57.8% of snippets were considered un-
known.

None of these cited works, however, consi-
dered authorship analysis of messages posted on
medical forums or other online venues that are
dedicated to discussions of personal health in-
formation.

3  The Forum Data

We focused on the authorship attribution on
medical forums where the authors may post sen-
sitive PHI, e.g., problems with conception. In
particular, we worked with data from IVF.ca, an
infertility on-line community created by prospec-
tive, existing and past IVF (In Vitro Fertilization)
patients. The IVF.ca website includes forums:
Cycle Friends, Expert Panel, Trying to Conceive,
Socialize, In Our Hearts, Pregnancy, Parenting,
and Administration.

The forums listed above consist of several
sub-forums, e.g., the Cycle Friends forum con-
sists of Introductions, IVF/FET/IUI Cycle Bud-
dies, IVF Ages 35+ and other. Every sub-forum
contains of a number of topics initiated by a fo-
rum participant, e.g. the “IVF Ages 35+ sub-
forum contains 506 topics such as “40+ and
chances of success”, “Over 40 and pregnant or
trying to be”, etc. Depending on the topic itself
and the amount of interest among participants,
different numbers of posts are associated with
each topic. For example, “40+ and chances of
success” has four posts and “Over 40 and preg-
nant or trying to be” has 1136 posts.

Note that differentiation between the authors
of posts is easier when the authors exhibit con-
trasting writing styles. The style dissimilarity
usually comes with diversity among the author
population and the topics they write about (Kop-
pel et al., 2009).

We, on the other hand, worked with the forum
posts that lack such diversity. Hence, the texts
are more complex in differentiation between the
authors. Specifically:

a) the posts have a unified content (i.e., all
posts are about infertility treatment);

b) the same gender of authors (i.e., partici-
pants are overwhelmingly women);



c) a small age range (most authors are 35-40
years old);

d) the same geographic location (most are Ca-
nadians and a few USA);

e) the same time of posting (2008 - 2012).

We intended to use posts as analysis units, i.e.
our goal was to identify the author of each post
individually. We assumed that the length of the
texts written by an author would be sufficient for
a meaningful analysis and that we needed a sub-
stantial number of posts per author. Two sub-
forums IVF Ages 35+ and Cycle Buddies satis-
fied our criteria better than other sub-forums.

We grouped posts by the authors to estimate
the amount of text every author wrote and sorted
these estimates according to the number of posts
written by each author in descending order. Only
a small number of authors had many posts. The
post-per-author distribution for the first 100 of
the most prolific authors in both forums is pre-
sented on Figure 1.

Only the first 30 authors in the Age 35+ sub-
forum had more than 100 posts; in the Cycle
Buddies sub-forum situation was a little better, as
almost all the 100 first authors had more than
100 posts. However, many posts contained cita-
tions of other authors and only short replies and
we had to remove such posts from further stu-
dies.

The average length of posts was also impor-
tant as shorter messages were harder to identify.
The average length of posts in the Ages 35+ sub-
forum was about 750 characters (approx. 150
words) and in the Cycle Buddies subforum -
about 600 characters or approx. 100 words. The
larger number of posts in this sub-forum allowed
us to remove the shortest posts and posts with
citations.

1000
800
600
400 7
200

40 60

‘ * IVF age 35+ © Cycle Buddies‘

Figure 1: The number of posts per author distribution
for the first 100 authors

For the empirical experiments, we harvested
18685 messages from the most prolific 30 au-
thors from every forum, i.e. 60 authors in total,
and selected 100 messages per an author for fu-
ture analysis. We worked exclusively with the
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message contents. No author metadata was used
in the file analysis.

It should be noted that most of the selected au-
thors posted in many different topics and we col-
lected posts without exclusion of any topics.
Thus author classification had no influence of
topic differences. Figure 2 presents the numbers
of topics in which the 30 authors whom we se-
lected for the experiments from Age 35+ sub-
forum posted.

83388

NUMBER OF TOPICS

5 &

588
CN B

5 5
[ | |
s 2

Figure 2: The number of topics the authors posted in
for the first 30 authors of Age 35+ sub-forum.

4 Stylistic Features and Authorship At-

tribution

The authorship attribution task traditionally re-
lies on

e a statistical analysis of the author’s vocabu-
lary, e.g., the number of distinct words, oc-
currences of words, identification of most
frequent words and phrases;

e the analysis of the composition style, e.g.,
position of words in sentences, type and
length of sentences, paragraph formation
(Oakes, 2005).

Provided there was enough data for quantitative
analysis, the results of these analyses were able
to accurately attribute authorship. The require-
ment usually implied a minimum of five occur-
rences of a feature.

Texts gathered from the web forums were
usually short. In our data, an average post had
one or two paragraphs and 50-250 words. A
small number of occurrences of words deter-
mined the type of features we could use in our
authorship attribution task. For example, even
after combining all the posts of the same author
in one document, we still could not meaningfully
use the composition-style features for authorship
attribution.

Choosing from the vocabulary features, we
could use the most frequent words but not phras-
es. The vocabulary statistics would not be relia-
ble as well, due to a small corpus size for each
author.



At the same time, we had sufficient quantities of
the orthographical features per author to use
them in the authorship attribution. These features
included alphabetic and non-alphabetic charac-
ters, capitalization, and punctuation. Currently,
the orthographical features were often used to
analyze short text messages, e.g. tweets. Com-
mon tasks included named entity recognition
(Ritter et al., 2011) and text normalization (Han
and Baldwin, 2011). The features were used in
the authorship attribution through language mod-
eling (Peng et al., 2003) and machine learning
(Koppel and Schler, 2003).

4.1

Our initial word set was the same for both subfo-
rums. The set of the most frequent words con-
sisted of 50 words that sometimes are referred to
as ‘stop’ or ‘short’ words (me, of, get, have).
Such words are often removed in text classifica-
tion. However, they played an important role in
the authorship attribution task (Zhao and Zobel,
2005). The rest of the used 3796 words (egg,
wish), were salient words with frequency > 3 in
the frequency dictionary for the joint sub-forum
data.

To reduce redundancy of the features, we re-
moved words that did not discriminate between
the authors. The resulting feature sets considera-
bly varied.

Table 1 shows the numbers of the vocabulary
features for both sub-forums. We introduced the
features’ ID for the further reference.

Vocabulary features

Cycle | Age
Features ID | gddies | 35+
Frequent words I 50 50
Salient words I 3583 | 3788
All words Il 3633 | 3838

Table 1: The vocabulary features for the Cycle Bud-
dies and Age 35+ subforums.

Cycle Bud-
Features ID dies/Age 35+
Lower case let- v 26
ters
Capital and low v 52
letters
Punctuation VI 24
Numbers_ and VI 34
punctuation
All characters VI 86

Table 2: The orthographical features for the data.
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4.2

We used standard orthographical features, such
as lower-case letters (a - z), capitalization (C, c),
punctuation (;,!), etc. Table 2 reports the catego-
ries of the features and the number of features in
each category. Feature numbers were the same
for both subforums. Again, we introduced the
features” ID for further reference in machine
learning experiments.

Orthographical features

4.3 Combined features

We used two feature sets that were combined
from the vocabulary and the orthographical fea-
tures.

The first set was an unaltered combination of
all the features without useless features (i.e., fea-
tures that did not discriminate among classes
were removed). Another set was an outcome of
the BestFirst selection algorithm; this set in-
cluded punctuation (?, ., 1), letters (e, n) and
words (ladies, thanks, two, transfer).

Features 1D #
Useless features removed IX | 3719
BestFirst selected features X 73

Table 3: Combined features for the Cycle Buddies
data.

Tables 3 and 4 list the number of features for the
Cycle Buddies and the Age 35+ sub-forums.

Features 1D #
Useless features removed IX 3924
BestFirst selected features X 75

Table 4: Combined features for the Age 35+ data.

5

In our previous work in classification of short
texts (Bobicev et al., 2012), Naive Bayes had
been shown as highly accurate when compared
with other ML algorithms. Due to NB’s high ef-
ficiency we opted to apply it as well as KNN,
another highly efficient algorithm. This task was
solved as a multi-class classification problem,
where one class represented one author. There
were 30 authors in each subforum, hence that
data sets were categorized into 30 classes.

Machine Learning Experiments



We assessed the learning methods by computing
multi-class Precision (Pr), Recall (R), F-score (F)
and Accuracy (Acc):

. Lo tp
Precision = ) —
izt + 1p

is the ratio of texts be-

i
longing to categories C,,...,C, to all texts classi-
fied to these categories.

- Ip;
Recall=)_

= tp, + fn,
belonging to categories c,,...,C,that are indeed
classified into these categories.

We use the balanced F-score which is the har-
monic mean of Precision (P) and Recall (R):

F-score =2PrR/ (Pr + R)

is the percentage of texts

n

1 tp, +tn,
Accuracy = =Y P+

is the

For the baseline performance evaluation, we
chose classification of all authors into the largest
class. Table 5 presents the baseline classification
results for the subforums.

We applied 10-fold cross-validation for the
best classifier selection. Each post was used as
an independent element. Thus, in each run of 10-
fold cross-validation for each author 90 posts
were used for training and 10 posts functioned as
test items. The author was identified for each of
them; hence we had 30 classes with 90 posts for
training and 300 test posts. Tables 6 and 7 report
the best classification results of both algorithms
on each feature set for the Buddies subforum.
Tables 8 and 9 report the best classification re-
sults for the both algorithms on the Age 35+ sub-
forum. We put the top result for each classifier in
this font. We mark the second and the third best
results with this font.

nig o + iy +tn + fp, Featu- K-Nearest Neighbor
average Accuracy obtained on all the categories. res Pr R F Acc (%)
In these formulae, tp, is the number of texts I 0.266 | 0.218 | 0.223 | 21.85
classified into the category ¢, that indeed belong I 0374 0125] 0131} 12.50
) - Il 0.350 | 0.130| 0.134| 12.96
to ¢, fp,is the number of texts classified into IV. 10185 0.160 | 0.159 | 16.04
¢, that do not belong to ¢, fn, is the number V 10293 | 0.259 | 0.261 | 25.89
. VI 0.375| 0.352 | 0.354| 35.15
of texts that indeed belong to c, but were not Vil 10355 1 0322 | 0327 | 3224
classified into it, tn, is the number of texts that VIl [0413] 03811 0382 38.07
do not belong to ¢, and were not classified into it. IX 10360 0.137| 0.140 | 13.65
X 0.420 | 0.364 | 0.372| 36.36
Data Pr R F_ | Acc (%) Table 7: KNN classification of the Cycle Buddies
Cycle | 9002 | 0043|0040 433 data.
Buddies
Age 35+ | 0.001 | 0.034 | 0.020 3.37 Featu- Naive Bayes
res Pr R F Acc (%)
Table 5: Baseline classification results. | 0.399 | 0.411 | 0.400 41.08
I 0.770 | 0.681 | 0.696 68.08
Featu- Naive Bayes 1] 0.730 | 0.622 | 0.639 62.19
res Pr R F [ Acc (%) v 0.215 [ 0.233 | 0.216 | 23.30
| 0.385 | 0.386 | 0.380 | 38.64 v 0331 | 0342 0.330 | 34.24
T 0.714 | 0635 | 0.648 63. 55 \4 0.382 | 0.359 | 0.351 35.86
VIl 0.387 | 0.372 | 0.364 37.17
I 0.683 ] 0.580] 0.594 57.98 VIl 0.544 | 0.539 | 0.527 53.87
1\ 0.212 | 0.225| 0.213 22.45 : : : '
. . . . IX 0.680 | 0.560 | 0.561 55.99
VI 0.379 | 0.365| 0.354 36.45
VII 0.403 | 0.370 | 0.365 36.97 Table 8: NB classification of the Age 35+ data.
VIII 0.564 | 0.541 | 0.533 54.11
IX 0648 | 0.524 | 0.520 52.44 The presented results show that NB performs
X 0625 | 0557 | 0544 | 5573 better than KNN on both forums. Moreover, this

Table 6: NB classification of the Cycle Buddies data.
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holds true for all the 10 feature sets in the forums.
From the combined features only the set X
(i.e., BestFirst selected features) provided rea-



sonably good results. The set IX (i.e., all features
but useless) did not provide a reliable classifica-
tion.

Featu- K-Nearest Neighbor
res Pr R F Acc (%)
I 0.317 | 0.282| 0.279 28.25
I 0419 | 0.140 | 0.127 14.04
i 0.375| 0.144| 0.129 14.38
v 0.197 | 0.185| 0.180 18.52
\Y 0.310 | 0.285| 0.280 28.49
VI 0.323 | 0.304 | 0.298 30.44
VII 0.298 | 0.279 | 0.273 27.90
VIl 0.400 | 0.363 | 0.359 36.33
IX 0.431| 0.145| 0.132 14.55
X 0.459 | 0.423 | 0.425 42.26

Table 9: KNN classification of the Age 35+ data.

The most striking difference in the classifier per-
formance is found on Features Il, i.e. low and
capital letters. On this feature set, NB achieves
its best performance on both forums (F = 0.648
for the Cycle Buddies, F = 0.696 for the Age
35+), while KNN has its worst performance on
the forums (F = 0.131 for the Cycle Buddies, F
= 0.127 for the Age 35+).

6 Model-based Authorship Attribution

In this part of our work,we the language model-
based attribution. We used Prediction by Partial
Matching (PPM statistical model) for authorship
classification. Prediction by Partial Matching
(PPM) is an adaptive, finite-context method for
text compression (Cleary, Witten, 1984).

An example of the general method of context
probability interpolation is the probability of
character 'I' in the context of the word 'medical’
calculated as a sum of conditional probabilities
of this character in dependence of different con-
text length up to the limited maximal length in
this particular case equal to 5:

Potended (17 =25 - P('I'|'edica’) + 14 - P(I'| 'dica’) + A3
“P(I'|'ica") + A, - P(I'|'ca’) +
+M - PCI'|"@) + 29 - PCIY)
where 4, (i=1...5) are normalization coeffi-
cients; some of them can be equal to zero and

5
Z}L, =1, where 5 is the maximal length of the
i=1
context.

Bratko and Filipic (2005) used letter-based
PPM models for spam detection. In this task
there existed two classes only: spam and legiti-

mate email (ham). The created models showed
strong performance in Text Retrieval Conference
competition, indicating that data-compression
models are well suited to the spam filtering prob-
lem.

Teahan et al. (2000) used a PPM-based text
model and minimum cross-entropy as a text clas-
sifier for various tasks including the author attri-
bution for the well known Federalist Papers.

Bobicev and Sokolova (2008) applied the
PPM algorithm for text categorization. They
used character-based and word-based PPM. The
character-based PPM outperformed the word-
based PPM.

In the current work we applied PPM to the
orthographical features described in Section 4.2.

6.1 Classification Experiments

As in previous experiments, we used 10-fold
cross-validation for the best model selection.

Tables 10 and 11 present results for the both
sub-forums. We put the top results for each fo-
rum in this font. We mark the second and the
third best results with this font.

Featu-

res Pr R F Acc (%)
v 0.851 | 0.822 0.836 82.2
\% 0.882 | 0.857 0.869 85.7
Vi 0.400 | 0.363 0.380 36.3
Vil 0.391 | 0.387 0.389 38.7
VIl 0.911 | 0.893 0.902 89.4

Table 10: Classification of the Cycle Buddies data.

Featu-| o | g F | Acc (%)
res

IV |0761]0743| 0752 | 743
v |o797|0777] 0787 | 777
VI |03310325| 0.328 | 325
VIl |0368|0357| 0362 | 357
VIl | 0836 |0817| 0826 | 817

Table 11: Classification of the Age 35+ data.

The empirical results show that model-based
classification of authors significantly outper-
forms probability-based and prototype-based
classification when applied to both the letter and
all the characters features. All three algorithms



achieve approximately the same accuracy when
applied to punctuation and number features.

7 Discussion

We have shown empirically that stylistic features
can help to identify an author among a large
group of authors. Solving 30-class classification
problems for two subforums, we constantly out-
performed the baseline classification. Applica-
tion of Naive Bayes on the vocabulary features
gave the best overall results for authorship attri-
bution on the both subforums.

In general, Naive Bayes performed better on
the vocabulary features than on the orthographi-
cal ones; the reverse was true for KNN. However,
Naive Bayes outperformed K-Nearest Neighbor
on the orthographical features as well.

Comparison of the best performance of the
two algorithms showed that a probabilistic algo-
rithm significantly outperforms a prototype algo-
rithm in the authorship attribution on the medical
subforum data.

The most impressive Accuracy and F-score
gains were obtained by application of the model-
based PPM on the letter and all-character fea-
tures. The algorithm outperformed NB and KNN
on both the forums. However, the specific PPM
methodology of feature use makes much more
difficult the comparison of the influence of spe-
cific text features on the author attribution task
performance.

It should be noted that we obtained these re-
sults using internet forum posts and the length of
these posts varied considerably. There were posts
consisting of two or three words, e.g. “good
luck!”. We were able to identify the authors of
the longer texts with an accuracy of 90%.

We also noticed that longer posts often con-
tained important and sensitive information about
person’s health. If accessed and generalized from
several posts, this extensive health information
can be potentially harmful for the author. Per-
sonal and health information can be too exten-
sive if, for example, it reveals the location, the
diagnosis, and contains a possibility to identify
the name. For example, in one post a patient says
in what hospital she has a treatment, i.e. identify-
ing the location. In another posts she specifies
the treatment (this can also hint on the costs,
hence, the income/money range) and she refers
to a friend/relative giving their names. Or a pa-
tient complains about a specific condition (e.g.,
being overweight), telling others in what area she
lives in and to what specialist (e.g., obesity doc-
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tor) she goes for treatment. These facts can be
combined to create an accurate estimation of the
poster’s identity. Both listed scenarios present
real cases that we’ve found in the data.

8

In this study we empirically examined the accu-
racy of identifying authors of online posts on a
medical forum. Given that individuals may be
reluctant to share personal health information on
online forums, they may choose to post anony-
mously. The ability to determine the identity of
anonymous posts by analyzing the specific fea-
tures of the text raises questions about users post-
ing anonymously as a method to control what is
known publicly about them.

We have shown that the application of learn-
ing methods, especially NB and PPM, makes an
automated identification of the author of an on-
line post possible. Our method was able to cor-
rectly attribute authors with high confidence.

The focus of this work has been to show that
the vocabulary and orthographical features can
help to identify authors with a degree of high
accuracy. Our experiments show that the author-
ship attribution based on orthographical features
can be more effective that the authorship attribu-
tion based on the vocabulary features. We hy-
pothesize that the use of orthographical features
reflects on the author’s personality. For example,
in emotionally rich posts, the authors excessively
use punctuation to emphasize their sentiments
(e.g., question and exclamation marks, emoti-
cons); those features are specific for each author.

To reduce the risk of a possible identification,
we can suggest the author to change his or her
habits of capitalization and the use of punctua-
tion marks, as well as the use of emoticons.

These results are novel for the forum analysis,
as the usual text analysis methods are based on
semantics and analyze the use of words, phrases
and other text segments.

The main implication of our results is that
managers of online properties that encourage
user input should also alert their users about the
strength of anonymity. They should also caution
users from posting sensitive information anony-
mously.

Conclusions
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Abstract

Twitter is the largest source of microblog text,
responsible for gigabytes of human discourse
every day. Processing microblog text is diffi-
cult: the genre is noisy, documents have lit-
tle context, and utterances are very short. As
such, conventional NLP tools fail when faced
with tweets and other microblog text. We
present TwitlE, an open-source NLP pipeline
customised to microblog text at every stage.
Additionally, it includes Twitter-specific data
import and metadata handling. This paper in-
troduces each stage of the TwitlE pipeline,
which is a modification of the GATE ANNIE
open-source pipeline for news text. An eval-
uation against some state-of-the-art systems is
also presented.

1

Researchers have started recently to study the prob-
lem of mining social media content automatically (e.g.
(Rowe et al., 2013; Nagarajan and Gamon, 2011;
Farzindar and Inkpen, 2012; Bontcheva and Rout,
2013)). The focus of this paper is on information ex-
traction, but other active topics include opinion min-
ing (Maynard et al., 2012; Pak and Paroubek, 2010),
summarisation (e.g. (Chakrabarti and Punera, 2011)),
and visual analytics and user and community mod-
elling (Bontcheva and Rout, 2013). Social media min-
ing is relevant in many application contexts, includ-
ing knowledge management, competitor intelligence,
customer relation management, eHealth, and eGovern-
ment.

Information extraction from social media content
has only recently become an active research topic,
following early experiments which showed this genre
to be extremely challenging for state-of-the-art algo-
rithms (Derczynski et al., 2013a). Simple domain
adaptation techniques (e.g. (Daumé and Marcu, 2007)
are not so useful on this genre, in part due to its un-
usual structure and representation of discourse, which
can switch between one-to-one conversation, multi-
party conversation and broadcast messages. For in-
stance, named entity recognition methods typically
have 85-90% accuracy on longer texts, but 30-50% on
tweets (Ritter et al., 2011; Liu et al., 2012).
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This paper introduces the TwitlE information
extraction system, which has been specifically adapted
to microblog content. It is based on the most recent
GATE (Cunningham et al., 2013) algorithms and is
available as a GATE plugin available to download from
https://gate.ac.uk/wiki/twitie.html,
usable both via the GATE Developer user interface
and via the GATE API. Comparisons against other
state-of-the-art research on this topic are also made.

2 Related Work

In terms of Named Entity Recognition (NER), and In-
formation Extraction (IE) in general, microblogs are
possibly the hardest kind of content to process. First,
their shortness (maximum 140 characters for tweets)
makes them hard to interpret. Consequently, ambigu-
ity is a major problem since IE methods cannot easily
make use of coreference information. Unlike longer
news articles, there is a low amount of discourse infor-
mation per microblog document, and threaded struc-
ture is fragmented across multiple documents, flowing
in multiple directions.

Second, microtexts also exhibit much more language
variation, tend to be less grammatical than longer posts,
contain unorthodox capitalisation, and make frequent
use of emoticons, abbreviations and hashtags, which
can form an important part of the meaning.

To combat these problems, research has focused on
microblog-specific information extraction algorithms
(e.g. named entity recognition for Twitter using
CRFs (Ritter et al., 2011), Wikipedia-based topic and
entity disambiguation (van Erp et al., 2013)). Partic-
ular attention is given to microtext normalisation, as
a way of removing some of the linguistic noise prior
to part-of-speech tagging and entity recognition (Der-
czynski et al., 2013a; Han and Baldwin, 2011; Han et
al., 2012).

Named entity recognition of longer texts, such as
news, is a very well studied problem (cf. (Nadeau and
Sekine, 2007; Roberts et al., 2008; Marrero et al.,
2009)).

For Twitter, some approaches have been proposed
but often they are not freely available. Ritter et al. (Rit-
ter et al., 2011) take a pipeline approach performing
first tokenisation and POS tagging before using topic
models to find named entities. Liu (Liu et al., 2012)

Proceedings of Recent Advances in Natural Language Processing, pages 83-90,
Hissar, Bulgaria, 7-13 September 2013.



propose a gradient-descent graph-based method for do-
ing joint text normalisation and recognition, reaching
83.6% F1 measure.

We have also included in our evaluation of TwitIE, a
Twitter-adapted version of the state-of-the-art Stanford
NER (Finkel et al., 2005), which we trained using both
tweets and newswire. It uses a machine learning-based
method to detect named entities, and is distributed with
CRF models for English newswire text.

NER apart, other actively researched IE topics are
entity disambiguation (e.g. (Davis et al., 2012; van Erp
et al., 2013)), event extraction and summarisation (e.g.
(Becker et al., 2011b; Becker et al., 2011a; Chakrabarti
and Punera, 2011)), and opinion mining (e.g. (Maynard
et al., 2012; Pak and Paroubek, 2010)) to name just a
few. Since at present, TwitlE’s focus is currently on
named entity recognition, we will not compare against
these methods. In future work, TwitlE will be extended
towards entity disambiguation and relation extraction.

3 The TwitlE IE Pipeline

The open-source GATE NLP framework (Cunning-
ham et al., 2013) comes pre-packaged with the AN-
NIE general purpose IE pipeline (Cunningham et al.,
2002). ANNIE consists of the following main process-
ing resources: tokeniser, sentence splitter, POS tagger,
gazetteer lists, finite state transducer (based on GATE’s
built-in regular expressions over annotations language),
orthomatcher and coreference resolver. The resources
communicate via GATE’s annotation API, which is a
directed graph of arcs bearing arbitrary feature/value
data, and nodes rooting this data into document con-
tent.

The ANNIE components can be used individually or
coupled together with new modules in order to create
new applications. TwitlE re-uses the sentence split-
ter and name gazetteer components unmodified, though
we re-trained and adapted all other components to the
specifics of this genre.

The rationale behind adopting the sentence splitter
unmodified, is that in most cases it tends to consider
the text of the entire tweet as one sentence. Due to the
limited local context, this did not present problems for
the later components. Nevertheless, a more in-depth
evaluation of the sentence splitter errors is necessary
and envisaged as part of future work.

Similarly, the reuse of the ANNIE gazetteer lists was
sufficient for the time being, due to their very generic
nature (e.g. country names, days of the week, months,
first names). However, the TwitlE POS tagger does
come with customised in-built gazetteer lists, used for
tagging unambiguous named entities, e.g. YouTube,
Twitter, Yandex (see (Derczynski et al., 2013b) for de-
tails on the lists and how they were created and used).

For the rest of the TwitlE components, adaptation
to the specifics of the microblog genre is required, in
order to address the genre-specific challenges of nois-
iness, brevity, idiosyncratic language, and social con-
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text. General-purpose tools (e.g. POS taggers and en-
tity recognisers) do particularly badly on such texts (see
Sections 3.5 and 3.6).

Therefore, we have developed TwitlE — a customisa-
tion of ANNIE, specific to social media content, which
has been tested most extensively on microblog mes-
sages.

Figure 1 shows the TwitlE pipeline and its compo-
nents. TwitlE is distributed as a plugin in GATE, which
needs to be loaded for these processing resources to ap-
pear in GATE Developer. Re-used ANNIE components
are shown in dashed boxes, whereas the ones in dotted
boxes are new and specific to the microblog genre.

The first step is language identification, which is dis-
cussed next (Section 3.2), followed by the TwitIE to-
keniser (Section 3.3).

The gazetteer consists of lists such as cities, organ-
isations, days of the week, etc. It not only consists of
entities, but also of names of useful indicators, such
as typical company designators (e.g. ‘Ltd.), titles, etc.
The gazetteer lists are compiled into finite state ma-
chines, which can match text tokens. TwitlE reuses the
ANNIE gazetteer lists, at present, without any modifi-
cation.

The sentence splitter is a cascade of finite-state
transducers which segments text into sentences. This
module is required for the POS tagger. The ANNIE
sentence splitter is reused without modification, al-
though when processing tweets, it is also possible to
just use the text of the tweet as one sentence, without
further analysis.

The normaliser, the adapted POS tagger, and named
entity recognition are discussed in detail in Sec-
tions 3.4, 3.5, and 3.6 respectively.

3.1 Tweet Import

The ability to collect corpora is particularly important
with social media. Twitter, for example, currently for-
bids distribution of whole tweets, and so instead tweet
corpora are distributed via tweet ID. Data is delivered
from the Twitter API in JSON format. This is currently
a process external to GATE, although we plan to ad-
dress this in future work.

In the most recent GATE codebase, we added a new
Format_Twitter plugin, which coverts automati-
cally tweets in JSON, into fully-annotated GATE doc-
uments.

The JSON format ceonvertor is automatically asso-
ciated with les whose names end in .json; otherwise
the user needs to specify text/x-json-twitter
as the document mime type. The JSON import works
both when creating a single new GATE document and
when populating a corpus.

Each tweet objects text value is converted into the
document content, which is covered with a Tweet anno-
tation whose features represent (recursively when ap-
propriate, using HashMap and List) all the other key-
value pairs in the tweet JSON object.



Document format
(JSON, XML, HTML, etc)
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URL or text Document
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data.
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Named Entity JAPE Grammar
Recogniser ¢ Cascade
GATE Document
XML dump of
Output: <4— IE Annotations

Figure 1: The TwitlE Information Extraction Pipeline

Multiple tweet objects in the same JSON le are sep-
arated by blank lines (which are not covered by Tweet
annotations.

3.2 Language Identification

The TwitIE system uses the TextCat (Cavnar and Tren-
kle, 1994) language identification algorithm, which re-
lies on n-gram frequency models to discriminate be-
tween languages. More specifically, we have integrated
the TextCat adaptation to Twitter (Carter et al., 2013)
which works currently on five languages. It is 97.4%
accurate overall, with per language accuracy ranging
between 95.2% for French and 99.4% for English (Der-
czynski et al., 2013a). These results demonstrate that
language identification is hard on tweets, but neverthe-
less, can be achieved with reasonable accuracy.

Due to the shortness of tweets, TwitIE makes the
assumption that each tweet is written in only one lan-
guage. The choice of languages used for categorisation
is specified through a configuration file, supplied as an
initialisation parameter.

Figure 2 shows three tweets — one English, one Ger-
man, and one French. TwitIE TextCat was used to as-
sign automatically the lang feature to the tweet text (de-
noted by the Tweet annotation).

Given a collection of tweets in a new language,
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it is possible to train TwitlE TextCat to support
that new language as well. This is done by us-
ing the Fingerprint Generation PR, included in the
Language_Identification plugin. It builds a
new ngerprint from a corpus of documents.

Reliable tweet language identification allows us to
only process those tweets written in English with the
TwitlE English POS tagger and named entity recog-
niser. This is achieved by making the execution of these
components conditional on the respective tweet being
in English, by using a Conditional Corpus Pipeline.
GATE also provides POS tagging and named entity
recognition in French and German, so it is possible
to extend TwitlE towards these languages with some
training and adaptation effort.

3.3 Tokenisation

Commonly distinguished types of tokens are numbers,
symbols (e.g., $, %), punctuation and words of dif-
ferent kinds, e.g., uppercase, lowercase, mixed case.
Tokenising well-written text is generally reliable and
reusable, since it tends to be domain-independent, e.g.
the Unicode tokeniser bundled with the ANNIE system
in GATE.

However, such general purpose tokenisers need to be
adapted to work correctly on social media, in order to
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Figure 2: Example Tweets Annotated for Language

handle specific tokens like URLs, hashtags (e.g. #nl-
proc), user mentions in microblogs (e.g. @GateAcUk),
special abbreviations (e.g. RT, ROFL), and emoticons.
A study of 1.1 million tweets established that 26% of
English tweets have a URL, 16.6% — a hashtag, and
54.8% — a user name mention (Carter et al., 2013).
These elements prove particularly disruptive to conven-
tional NLP tools (Derczynski et al., 2013a). Therefore,

tokenising these accurately is important.
To take part of a tweet as an example:

#WiredBizCon #nike vp said when @Apple
saw what http://nikeplus.com did,
#Stevedobs was like wow I didn’t...

One option is to tokenise on white space alone, but
this does not work that well for hashtags and username
mentions. In our example, if we have #nike and @ Ap-
ple as one token each, this will make their recogni-
tion as company names harder, since the named entity
recognition algorithm will need to look at sub-token
level. Similarly, tokenising on white space and punc-
tuation does not work well since URLs become split
into many tokens (e.g. http, nikeplus), as do emoticons
and email addresses.

The TwitlE tokeniser is an adaptation of ANNIE’s
English tokeniser. It follows Ritter’s tokenisation
scheme (Ritter et al., 2011). More specifically, it treats
abbreviations (e.g. RT, ROFL) and URLS as one token
each. Hashtags and user mentions are two tokens (i.e.,
\# and nike in the above example) with a separate
annotation HashTag covering both. Capitalisation is
preserved and an orthography feature added. Normal-
isation and emoticons are handled in optional separate
modules, since information about them is not always
needed. Consequently, tokenisation is fast and generic,
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Runtime Farameters for the "Tweet Mormaliser (EM)"
Mame Type | Required
{?} dictURL URL file:/
{?} initial TextFeature|String string
{2% inputASHame  |String
{2 maxDistance String 2.0
(2% normTextFeature|String string
{2 arigTestFeature |String origString
{7 orthURL URL file:
(2% outputhShame  |String

Figure 3: Configuration options for the TwitlE nor-
Wwalisakilored to the needs of named entity recognition.

3.4 Normalisation

Noisy environments such as microblog text pose chal-
lenges to existing tools, being rich in previously un-
seen tokens, elision of words, and unusual grammar.
Normalisation is commonly proposed as a solution for
overcoming or reducing linguistic noise (Sproat et al.,
2001). The task is generally approached in two stages:
first, the identification of orthographic errors in an input
discourse, and second, the correction of these errors.

The TwitIE Normaliser is a combination of a generic
spelling-correction dictionary and a spelling correction
dictionary, specific to social media. The latter contains
entries such as “2moro” and “brb”, similar to Han et
al. (2012). Figure 4 shows an example tweet, where
the abbreviation “Govt” has been normalised to gov-
ernment.

Instead of a fixed list of variations, it is also possi-
ble to use a heuristic to suggest correct spellings. Both



text edit distance and phonetic distance can be used
to find candidate matches for words identified as mis-
spelled. (Han and Baldwin, 2011) achieved good cor-
rections in many cases by using a combination of Lev-
enshtein distance and double-metaphone distance be-
tween known words and words identified as incorrectly
entered. We also experimented with this normalisation
approach in TwitlE, and provide a toy corpus of vari-
ous utterances that require normalisation. This method
has higher recall (more wrong words can be corrected
by the resource) but lower precision (some corrections
are wrong).

3.5 Part-of-speech Tagging

Accuracy of the general-purpose English POS taggers
is typically excellent (97-98%) on texts similar to those
on which the taggers have been trained (mostly news
articles). However, they are not suitable for microblogs
and other short, noisy social media content, where
their accuracy declines to 70-75% (Derczynski et al.,
2013a).

TwitlE contains an adapted Stanford tag-
ger (Toutanova et al., 2003), trained on tweets
tagged with the Penn TreeBank (PTB) tagset. Extra tag
labels have been added for retweets, URLs, hashtags
and user mentions. We trained this tagger using
hand-annotated tweets (Ritter et al., 2011), the NPS
IRC corpus (Forsyth and Martell, 2007), and news text
from PTB (Marcus et al., 1993). The resulting model
achieves 83.14% token accuracy, which is still below
that achieved on news content.

The most common mistakes (just over 27%) arise
from words which are common in general, but do not
occur in the training data, indicating a need for a larger
training POS-tagged corpus of social media content.
Another 27% of errors arise from slang words, which
are ubiquitous in social media content and are also of-
ten misspelled (e.g. LUVZ, HELLA and 2night) and
another 8% from typos. Many of these can be ad-
dressed using normalisation (see Section 3.4). Close
to 9% of errors arise from tokenisation mistakes (e.g.
joined words). Lastly, 9% of errors are words, to which
a label may be reliably assigned automatically, includ-
ing URLs, hash tags, re-tweets and smileys, which we
now pre-tag automatically with regular expressions and
lookup lists.

Another frequently made mistake is tagging proper
noun (NN/NNP) — an observation also made by (Ritter
et al,, 2011). Therefore, we use ANNIE’s gazetteer
lists of personal first-names and cities and, in addi-
tion, a list of unambiguous corporation and website
names frequently-mentioned in the training data (e.g.
YouTube, Toyota).

By combining normalisation, gazetteer name
lookup, and regular expression-based tagging of
Twitter-specific POS tags, we increase performance
from 83.14% accuracy to 86.93%. By generating
additional 1.5M training tokens from tweets anno-
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tated automatically using two existing POS taggers
(namely (Ritter et al., 2011) and (Gimpel et al.,
2011)), we further improve the performance of our
Twitter-adapted tagger to 90.54% token accuracy using
the PTB tagset (better than state-of-the-art).

Figure 4 shows an example tweet, which has been
tagged both without normalisation (upper row of POS
tags) and with tweet normalisation (the lower row of
POS tags). The word “Govt” is normalised to govern-
ment, which is then tagged correctly as NN, instead of
NNP.

3.6 Named Entity Recognition

Named entity recognition (NER) is difficult on user-
generated content in general, and in the microblog
genre specifically, because of the reduced amount of
contextual information in short messages and a lack of
curation of content by third parties (e.g. that done by
editors for newswire). In this section, we examine how
the default ANNIE named entity recognition pipelines
performs in comparison to a Twitter-specific approach,
on a corpus of 2400 tweets comprising 34000 to-
kens (Ritter et al., 2011).

We did not consider Percent-type entity annotations
in these evaluations because there were so few (3 in the
whole corpus) and they were all annotated correctly.
Note also that twitter-specific UserID annotation as a
Person annotation is not included in these results, as
they can be matched using a simple, public regular ex-
pression provided by Twitter, and as a result were all
100% correct.

As we can see in Table 1, the performance of ANNIE
and the Stanford NER tagger degrades significantly
on microblog content, in comparison to newswire,
which motivates the need for microblog domain adap-
tation. Thanks to adaptation in the earlier components
in TwitlE (especially the POS tagger (Derczynski et
al., 2013b)), we demonstrate a +30% absolute preci-
sion and +20% absolute F1 performance increase, as
compared to ANNIE, mainly with respect to Date, Or-
ganization and in particular Person. TwitlE also out-
performs Ritter’s Twitter NER algorithm (Ritter et al.,
2011) and our adaptation of the Stanford NER, which
we trained using both tweets and newswire (see (Der-
czynski et al., 2013a) for details).

However, as shown in Table 1, when compared
against state-of-the-art NER performance on longer
news content, an overall F1 score of 80% leaves notable
amounts of missed annotations and false positives.

Labelling Organizations in tweets proved particu-
larly hard, where errors were often caused by mis-
categorisations. For example, Vista del Lago and
Clemson Auburn were both labelled as Organizations,
when they should have been Locations. Polysemous
named entities were also handled poorly, due to insuf-
ficient surrounding disambiguating context (typical in
microblogs). For example, Amazon was labelled as a
Location when it should have been an Organization.
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Abstract

General natural language processing and
text-to-speech applications require certain
(lexical level) processing steps in order to
solve some frequent tasks such as
lemmatization, syllabification, lexical
stress prediction and phonetic
transcription. These steps usually require
knowledge of the word’s lexical
composition  (derivative morphology,
inflectional affixes, etc.). For known
words all applications use lexicons, but
there are always out-of-vocabulary
(O0OV) words that impede the
performance of NLP and speech synthesis
applications. In such cases, either rule
based or data-driven techniques are used
to automatically process these OOV
words and generate the desired results. In
this paper we describe how the above
mentioned tasks can be achieved using a
Perceptron with the Margin Infused
Relaxed Algorithm (MIRA) and sequence
labeling.

1 Introduction

Natural Language Processing (NLP) applications
and Text-to-Speech (TTS) synthesis systems
require a set of pre-processing steps that include
tasks such as lemmatization, syllabification,
lexical  stress  prediction and  phonetic
transcription. Because these all these tasks
require knowledge of the word composition
(derivative morphology, inflectional affixes, part
of speech, etc.) we will refer to them as lexical
processing steps.

This paper presents a unified lexical
processing framework based on the Margin
Infused Relaxed Algorithm (MIRA) (Crammer
and Singer, 2003) designed to solve the basic
text-preprocessing tasks involved in both text-to-

91

speech (TTS) synthesis and general NLP
applications. Assuming that all existing systems
use lexicons for known words, we focused our
research in handling the difficult problems
generated by presence of out-of vocabulary
(OOV) or previously unseen in the training data
words that negatively impact the performance of
the above mentioned tasks. Our current research
is focused on the Romanian language, but the
methods presented here are data-driven and with
proper lexicons and feature templates, they can
be used for other (Latin based) languages as
well. We show how we achieved state-of-the-art
results on Romanian by using the MIRA
framework.

2 Lexical processing with MIRA

There are various methods proposed in the
literature for each of the previously mentioned
lexical subtasks. For each of them, we will offer
a short literature review of available methods and
we will compare our results with the current
state-of-art systems.

The previously proposed methods vary from
rule-based to data-driven and different authors
employ different classifiers (in data-driven
approaches), such as Maximum Entropy
Classifiers, Classification and Regression Trees,
Support Vector Machines (SVM), Structured
SVMs, Conditional Random Fields, etc. While
these are all powerful methodologies, we chose
the Perceptron classifier with the MIRA update
learning as our sequence labeling classifier
because of its robustness and its ability to obtain
highly accurate results that compare to the ones
obtained using CRFs. All the lexical processing
methods that we propose, share the following
similarities:

All of them are reformulated as sequence
labeling tasks;

We use the same classifier for all our tasks
(MIRA);



The classification context is based on
different and mostly lexical (except for
lemmatization  and  lexical  stress
prediction, which the  morpho-
syntactic) feature sets;

The performance is measured in terms of
word accuracy rates (WAR);

All the tests are reported on OOV words,
as we assume that all systems use lookup
lexicons for known words;

All our tests are performed on Romanian
and we report the feature sets that yielded
the best results.

use

3 Syllabification

Syllabification is the process of decomposing
words into their phonological units, which is an
important requirement in modern approaches to
TTS synthesis and speech recognition.

All languages have phonetic rules that govern
the syllabification process, but it is often the case
that these rules are contradicted by etymological
principles, a fact which complicates the task of
automatic syllabification. Phonetic transcription
(letter to sound — L2S) or the position of the
lexical stress both provide useful information for
syllabification, but more often than not, L2S and
lexical stress are not accurate enough on OOV
words to help the syllabification process. Also,
syllabification lexicons are usually larger than
L2S lexicons, thus providing more training data,
which helps the syllabification system obtain
better results than L2S. Because of the above
mentioned reasons, we strictly based our method
on purely lexical features (i.e. the word’s letters).

Several algorithms have been proposed for the
syllabification task divided between rule-based
and data-driven. While, rule-based methods are
centered on theoretical aspects of the
syllabification problem, data-driven methods are
usually preferable, since they are language
independent and they only require the
construction of syllabified words lexicons.

In the following description, we use the term
juncture point to denote the places where hyphen
marks (syllable breaks) are placed within a word.

The look-up procedure was introduced by
Weijters (1991). It constructs a table of n-grams
from the training corpus and uses this table to
predict juncture points. Each n-gram contains the
focus character (the character that is being
analyzed to determine if a juncture point should
or should not occur after) with left and right
context, including hyphen marks. When
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syllabification is performed on a new word, the
algorithm determines if a focus character should
be followed by a hyphen, using the majority of
similar n-grams.

The IB1 (Daelemans et al., 1997) algorithm
creates n-grams (of predetermined size) from
word juncture points and stores them into a
database. When a new word has to be split into
syllables, every n-gram around the word’s
possible junctures is matched against the n-grams
already available from the training step. N-grams
are compared using a distance measure to
determine how similar two n-grams are to one
another.

Marchand and Damper (2007) introduced
Syllabification by Analogy (SbA) which follows
the principles of the Pronunciation by Analogy
(PbA) algorithm. It works by applying a “full
pattern match” on the input string using entries in
a dictionary compiled from the training corpora.
Marchand and Damper also investigate the
possibility of using syllabification to improve
grapheme to phoneme performance on English
words.

Barlett et al. (2008) use structured SVMs to
predict tags for letters in a given word and
compare results obtained using different tagging
strategies. Their method outperforms the results
of the SbA method.

3.1 Syllabification with MIRA

Our sequence labeling approach is inspired
after Barlett et al. (2008). In their paper they
experimented with different tagging strategies
and according to their results, the numbered ONC
(onset-nucleus-coda) achieved the highest
performance. This is why we employed the same
tagging strategy for our system. The main
difference between our approach and theirs, is
the features set we designed and the classifier we
used (MIRA).

A widely accepted fact is that a syllable is
composed of a nucleus vowel with or without
surrounding consonants which are divided into
the onset (the consonants preceding the vowel)
and the coda (the consonants succeeding the
vowel). The ONC tagging strategy assigns a tag
to every letter of a word based on its role inside
the parent syllable. There are three types of tags:
O-onset, N-nucleus and C-coda. The numbered
ONC makes every tag unigue, inside a syllable,
by adding an index to the tag. To exemplify, we
will use the syllabification of the Romanian word
“avertisment” (English “warning”). The correct
tag sequence for this word is:



N;O;N;C;0;N;C,;0;N;C;C,. Determining where
the junctures appear inside the word is easily
attained by looking for tag sequences that are
unacceptable inside the same syllable such as: C;-
O;, Ni-Ny, Ci-N;, Ni-O; etc. (for whatever indexes
i and j). By doing so, we obtain the break
sequence: N;-O;N;C;-O;N,;C;-O;N,C,C,, and
with a 1-1 correspondence between tags and
letters, we get the sequence ‘a-ver-tis-ment”,
which is the correct syllabification of the word.

After iterating through several feature sets we
selected the one that yielded the highest results:
(I2lal), (alalsl),  (Lalslalol),  (L1L12),
(L13,15,13), (114, 10,13,14), (L1,1,11), (12,1.4,1,13,15), where
I is used to mark the current letter and [; is used to
denote the letter at relative distance i from the
current one.

3.2 Experiments and results

To test this approach we used a training corpus
consisting of 600K syllabified words, compiled
from the Romanian Academy Explanatory
Dictionary. Using 10-fold validation we obtained
and accuracy of 99.01% on OOV words. To our
knowledge, the best performing system for
Romanian syllabification is presented in
Ungurean et al. (2011). In their approach, they
use Katz-Backoff for determining the most
probable n-gram letter split sequence using the
output of a stochastic search algorithm. Their
method obtained a maximum accuracy of
97.04% using a window of 5 letter n-grams.

4 Lemmatization

Lemmatization is the process of determining a
word’s canonical form from its inflectional form.
It is a technique useful in various natural
language processing applications such as data-
mining and document classification.
Lemmatization is related to the technique called
stemming, which is the process of extracting the
longest common subsequence between word
forms.

In the case of English, the lemmatization
process is fairly simple, but for highly
inflectional languages, such as Romanian, this
process poses a series of challenges. There are
several approaches to this task, with a trend
toward rule-based transformations applied to the
sequence of characters. The best-performing
Romanian lemmatizer ' (to the best of our
knowledge) is implemented after the

! http://ws.racai.ro:9191
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methodology proposed in lon (2007). The
method builds a lookup table storing for each
POS tag (named CTAG), the transformations
required for word form to canonical form
conversion. When the method has to predict the
lemma for a previously unseen word with an
associated CTAG (supplied by the POS tagging
process), it searches the lookup table for the
transformation rules of the CTAG and applies all
of them to the unseen word, thus obtaining a set
of candidate lemmas from which it
probabilistically chooses the most likely one.

4.1 Lemmatization with MIRA

In order to use the MIRA framework, we had
to reformulate lemmatization as a sequence
labeling task. Our labels are designed to encode
the following transformations:

“*> _means leave current letter unchanged
‘_nil_’ — means that the current letter must
be removed from the word’s lemma

¢ r(<character sequence>) —means that
the current letter has to be replaced with
the character sequence in brackets
(<character sequence>).

To exemplify, we will use the 2™ person,
plural verb “imbracati” (English “dressed”),
which has the canonical form “imbraca” (“to
dress™). The letter tag sequence is shown in Table
1.

i
_nil_

a

*

m|b t
* | * _nil_

* 8¢

C ‘

*

r
*

* —

Table 1 - Lemmatization example for word
"imbracati"

Lemmatization has to take into account the
information provided by the word’s morpho-
syntactic-description (MSD) tag (lon, 2007). This
means that we either have to train different
models for different MSDs or we have to
incorporate the MSD information inside the
features we use. The Romanian MSDs inventory
is very large (more than 600 MSDs) and
consequently, the MIRA model obtained by
training with MSDs is extremely large, difficult
to train and use. Tufis (1999) presents a strategy
for coping with the large Romanian MSD
inventory, in which he eliminates lexicon-
recoverable morpho-syntactic attributes from the
MSDs. The resulting tagset is much smaller and
the resulting POS tags are called CTAGs (from
Corpus POS tags).



In order to reduce our lemmatization model
size, we converted every word’s MSD from our
training set into a CTAG, based on the above
mentioned methodology. This reduced our model
size about 5 times.

The context used by the labeler is composed of
both lexical and morpho-syntactic features
(CTAGS): (I2,1.1,1,C), (I3,l2,1.4,1,C), (lg,l3,12,1.
uhLC), (LIL1,C), (L14,l515,C), (1,13,15,15,14,C), (I
1h11,C), (I2,1.1,1,11,15,C), where 1 is used to mark
the current letter, I; is used to denote the letter at
relative distance i from the current one and C is
used to denote the word form’s CTAG.

4.2 Experimental results

Using a training corpus composed of 1M words
we withheld 10% for each individual CTAG as
the test set. The results of our experiments are
shown in Table 1. The overall accuracy of 94%
which is 12% higher than the results presented in
lon (2007).

In Table 1, all CTAGS beginning with an “N”
are nouns, “A” are adjectives and “V” are verbs.
The best result (100%) is for invariant adjectives
(“A”) for which the lemma is the word form.
This behavior is preserved for all CTAGs for
which lemma is equal to the word form: NSRN
(noun, singular, nominative/accusative, non-
definite form) with 99.5%, ASN (adjective,
singular, non-definite form) with 98.95%, etc. At
the opposite pole we find words with CTAGs that
are harder to lemmatize: NPN (noun, plural, non-
definite form) with 81.51% or NPOY (noun,
plural, dative/genitive, definite form) with
83.01% due to their root alternation when going
from singular (the number of the lemma) to
plural, e.g. for “stadioanelor” (NPOY, English
“to the stadiums”) lemma is “stadion” (English
“stadium”) where in bold we have the
inflectional ending corresponding to the CTAG
NPQY and in italic we have the root of the word.

# of # of Accurac

CTAG tokens errors % d
A 16 0 100
VN 871 47 94.6
NSON 4223 190 95.5
APOY 5078 99 98.05
NSVN 79 3 96.2
ASN 6205 65 98.95
VPSM 1178 77 93.46
NSOY 6761 279 95.87
ASRY 5121 67 98.69

NP 263 35 86.69
NPRY 6443 884 86.28
VG 2973 118 96.03
NN 263 3 98.86
VPSF 748 15 97.99
APN 6062 127 97.9
NSN 2591 6 99.77
V2 8195 664 91.9
NPOY 6427 1092 83.01
V3 7312 629 914
ASON 3030 43 98.58
VPPM 797 58 92.72
NSRY 6701 104 98.45
VPPF 747 15 97.99
V1 6180 455 92.64
APRY 5119 95 98.14
NSRN 4244 19 99.55
ASOY 5122 59 98.85
NPN 6615 1223 81.51
NPVY 28 3 89.29
NSVY 2225 31 98.61
ASVY 626 12 98.08
AN 106 6 94.34
Overall 112349 6523 94.19

94

Table 2 - Lemmatization results

5 Phonetic transcription

Phonetic transcription (PT; also referred to as
grapheme-to-phoneme (G2P) or letter-to-sound
(L2S)) can be formalized as finding a relation
between letters and corresponding phonemes,
which is not a straightforward task and may pose
some challenges for languages such as English.
For Romanian, phonetic transcription rules are
relatively simple compared to English or French
(Burileanu, 1999), but there are several
exceptions that need to be managed. For the
purpose of language independence, data-driven
methods are preferable as they only require
words and their phonetic transcription
equivalents for training, which are easier to
obtain than wide coverage set of phonetic
transcription rules.

Several Machine Learning (ML) methods have
been proposed for the PT task: Black et al.
(1998), Jiampojamarn et al. (2008), Pagel et al.
(1998), Bisani and Ney (2002), Marchand and
Damper (2000) and Demberg (2007).



Jiampojamarn et al. (2008) presented a MIRA
based method for L2S conversion of words. Their
best result on the English CMU lexicon was
71%. However, the feature template provided in
their paper did not turn out to be suitable in our
tests. Instead we came up with a different one,
which turned out to be the most discriminative
for Romanian L2S: (1;,1.4,1), (13,02,1.3,1), (14,13,
2l01), (L1Lk), (L1nl1s), (Lluladsle), (Lo L), (12,1
1,|,|1,|2), (I_z,l.l,l,ll), (I_l,l,ll,lg), where | is used to
mark the current letter, |; is used to denote the
letter at relative distance i from the current one.

All the data-driven methods for phonetic
transcription require alignments between letters
and phonemes. For so-called phonetic (or
pseudo-phonetic) languages (e.g. Romanian), the
task of grapheme to phoneme conversion is
significantly easier and more accurate than for
many other languages (such as English).
However, there are several issues, common to
several languages. The simplest example is that
not all words have the same number of phonemes
and letters and even if this condition is satisfied,
it still does not imply a one-to-one alignment
(e.g. experience - IHK SPIHR IY AH N S,
where the letter x spawns two phonemes “K” +
“S” and the ending “e” is silent; a similar
phenomenon happens when we phonetically
transcribe the word Romanian “experientd”
(experience) intoe ksperients @, where
again x spawns “k”+7s”). Expectation-
Maximization (EM) can be used to find one-to-
one or many-to-many alignments between letters
and phonemes (Black et al., 1998; Jiampojamarn
et al., 2008; Pagel et al. 1998). Although it is
arguable that in the case of Romanian such
alignments can be easily attained using simple
heuristics, we preferred to use EM on our
training data, to keep our system portable to
other languages.

5.1 Experiments and results

Our training data was extracted from the
Romanian Speech Synthesis Corpus (RSS) (Stan
et al.,, 2011) and it is comprised of a small
number of words (8K). However, due to the
preponderantly phonetical nature of Romanian,
this number seems to be sufficient for training a
highly accurate L2S data-driven method. Using
10-fold validation we obtained an accuracy of
96.29% on OOV words, which is comparable to
the state-of-the art results (96.99%) of a rule-
based system reported in Ungurean et al. (2011).
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6 Lexical stress prediction

In natural speech certain syllables inside a word
have a higher prominence compared to the
neighboring syllables of the same word. When
this phenomenon occurs, it is said that the
syllable is carrying lexical stress. Lexical stress
prediction is critical in prosody generation for
TTS systems as it governs the correct
pronunciation of diverse words and it is used to
discriminate between homographs.

6.1 Related work

Oancea and Badulescu (2003) introduced their
rule-based method for lexical stress prediction on
Romanian. They trained and tested their method
on the same lexicon (4500 words) achieving a
949% accuracy. Ungurean et al. (2009) used Katz
back-off smoothing, for lexical stress assignment
based on letter n-grams. Their algorithm works
by calculating the probability of every possible
combination of stress pattern on an input string.
According to their evaluation, this method
achieves an accuracy of over 99% for OOV
words.

6.2 Lexical stress prediction with MIRA

Our tagging strategy is inspired after the
numbered ONC style encoding used for
syllabification. In this case we designed a
numbered tagging strategy, in which the “BPS”
tag used to label letters which appear before the
primary lexical stress; “APS” was used on letters
that appear after the primary lexical stress and
“PS” to label the letter which carries the primary
lexical stress. To exemplify, we will show the
labels for the word “imracati” (bolded and
underlined a, receives the primary lexical stress).
This type of encoding is available for Romanian,
which only uses primary lexical stress. For other
languages, which support multiple degrees of
lexical stress, the encoding requires adaptations.

T |m|b r a c |a]| t i
BPS|BPS|BPS|BPS|BPS |BPS|P|APS|APS
112|345 |6]|S]1]2

Table 3 — Lexical stress tagging for the word
“Imbracati”

6.3 Experiments and results

Franzén and Horne (1997) conducted a study on
stress patterns in Romanian. They showed that
stress is rather influenced by derivational affixes



than by inflectional ones, especially for nouns
and verbs. Since the vast majority of derivational
affixes change the grammatical category of a
word, we were motivated to split our training
data into 5 categories: nouns (N), verbs (V),
adjectives (A), adverbs (R) and mixed (M). This
is where the main difference between our
approach and other methods can be seen:
splitting the training data based on the part-of-
speech increases the overall accuracy by 3.9%
(see Table 3).

POS #tokens # errors Accuracy

\ 11403 42 99.63%

A 11180 55 99.50%

R 52 10 80.77%

N 11060 296 97.32%
Ignored (M) 33695 1718 94.90%
Overall 33695 403 98.80%

Table 4 - Lexical stress accuracy

When predicting the primary lexical stress
position for a given word, a model is chosen
based on the POS tag of the given word. If the
POS is different from the first four categories or
if it is unknown (if there is no context available),
the system uses the mixed model, which is a
model created by training on the entire lexicon
regardless of the POS.

The lexical feature templates we used for
lexical stress prediction are identical to the ones
we used for lemmatization.

7 Conclusions

In this paper we addressed the task of lexical
processing for OOV words, which are one of the
main sources of errors in both speech synthesis
and natural language processing applications. We
presented a unified data-driven framework that is
designed to accurately handle the lemmatization,
syllabification, phonetic transcription and lexical
stress prediction of OOV words. Although, our
main focus was on Romanian, the advantage of
using data-driven methods is that with proper
training lexicons and, in some cases, with minor
adjustments, they can be applied to any other
language.

Our results are better than state-of-the-art
results cited for Romanian in the case of
syllabification (99% vs. 97%) and lemmatization
(94% vs. 82%), and only slightly worse for
phonetic transcription (96.3% vs. 97%) and
lexical stress prediction (98.8% vs. 99%), which
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can be explained by the fact that we did not
incorporate any explicit knowledge of Romanian
into our algorithms. In this context, we should
emphasize that we successfully employed the
MIRA framework described in this paper
(without any modifications) to do phonetic
transcription for English, French, German and
Dutch and lemmatization for Serbian with very
good results.

The methods we presented are already
implemented in a natural language pre-
processing tool written entirely in JAVA for
portability and available as an open-source
package.
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Abstract

In opinion mining, many linguistic struc-
tures, called contextual valence shifters,
may modify the prior polarity of items.
Some systems of sentiment analysis have
tried to take these shifters into account, but
few studies have focused on the identifica-
tion of all these structures and their impact
on polarized words.

In this paper, we describe a method that
automatically identifies contextual valence
shifters. It relies on a chi-square test ap-
plied to the contingency table represent-
ing the distribution of a candidate shifter
in a corpus of reviews of various opinions.
The system depends on two resources in
French — a corpus of reviews and a lexicon
of valence terms — to build a list of French
contextual valence shifters. We also intro-
duce a set of rules used to classify the ex-
tracted contextual valence shifters accord-
ing to their impact on polarized words.
They make use of the Pearson residuals
in contingency tables to filter candidate
shifters and classify them. We show that
the technique reaches an F-measure of ei-
ther 0.56 or 0.66, depending on how the
categories of shifters are defined.

1 Introduction and State of the Art

Most opinion mining systems rely on the extrac-
tion of sentiment words to detect opinions. These
words, which we will rather refer to as polarized
words, convey useful information about the se-
mantic orientation (positive or negative) of a text.
However, the context in which these words appear
may modify their valence in many ways. Although
being of importance, this issue has been investi-
gated only recently and is now the object of an
increasing attention.
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Polanyi and Zaenen (2004) first postulated the
existence of contextual valence shifters, which are
contextual phenomena altering the prior polarity
of a term. Afterwards, some of these phenomena
(such as negative or conditional syntactic struc-
tures) were dealt with on a case by case basis (Das
and Chen, 2001; Na et al., 2004; Popescu and Et-
zioni, 2005; Pang et al., 2002; Wilson et al., 2005;
Wilson et al., 2006; Councill et al., 2010). Studies
addressing the phenomenon as a whole flourished
later. They aimed at best modelling the expression
of opinions (Polanyi and Zaenen, 2004; Taboada
et al., 2011; Hatzivassiloglou and Wiebe, 2000;
Morsy and Rafea, 2012; Musat and Trausan-Matu,
2010), before embedding those in a classification
system. The main purposes of these studies are to
determine a list of contextual valence shifters that
impact the polarity of a term as well as to define
the nature of this impact. However, these lists are
often manually built from linguistic intuitions and
not learned from language data. Works relying on
a corpus of texts to develop resources that best re-
flect the actual role played by the linguistic context
for opinion mining are few. Li et al. (2010) sug-
gested a technique to automatically select polarity-
shifting features in order to improve a sentiment
classification system based on a machine-learning
approach.

All these studies agree that contextual valence
shifters can have diverse impacts on polarized
words. They classify them according to the nature
of this impact (Polanyi and Zaenen, 2004; Quirk et
al., 1985; Kennedy and Inkpen, 2006): inversers
invert the polarity of a polarized item, intensifiers
intensify it and attenuators diminish it.

This study, based on a French corpus, focuses
on the issue of contextual valence shifters and pur-
sues two main objectives: (1) propose an auto-
matic method that efficiently models contextual
valence shifters, with the aim of improving per-
formance of opinion mining systems (especially
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those based on a term-counting method); (2) clar-
ify the linguistic structures constituting a hin-
drance to current classification systems. From
these two perspectives, our approach differs from
the work of Li et al. (2010). Moreover, we are
interested in describing the effect of all kind of
modifiers (inversers, but also intensifiers and at-
tenuators). We restricted our study to all lexico-
syntactic patterns located in the immediate con-
text of a polarized term and impacting the valence
of this term. This restriction means dealing with
individual words. However, it should be noted
that contextual shifters may sometimes be phrases
too. Our approach also relies on the assumption
that contextual shifters are in direct syntactic re-
lation with the polarized word, which has to be
confirmed.

Based on the results of previous works (Boubel,
2012; Boubel and Bestgen, 2011), we propose
here a system that automatically extracts modi-
fiers (in the form of lexico-syntactic patterns) and
classifies them according to their semantic impact.
The general methodology is detailed in Section
2 and we report the evaluation of the method in
Section 3. The paper concludes with Section 4,
discussing some issues we faced, in particular the
problem of the attenuating valence shifters.

2 Methodology
2.1 Key principle

In order to identify valence shifters along with
their semantic impact on polarized words, we pro-
pose to exploit two different pieces of information
regarding the expression of polarity in a text: (1)
the overall polarity ¢ of the text, i.e. the score as-
signed to it on a scale from very negative to very
positive, and (2) the polarity p (positive or nega-
tive) of a polarized word which appears in the text.
We noticed that the distribution of the patterns re-
lated to polarized words (i.e. potential modifiers)
is influenced by the values of p and ¢. Intuitively,
we can consider three cases:

e patterns in which p is of opposite polarity
than ¢ will mitigate or reverse the valence of
their associated term,;

e patterns that reinforce the polarity of a word
will appear especially when p and ¢ share the
same polarity;

e finally, a larger number of expressions hav-
ing an attenuating effect on p will be found
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when t is around the middle of its scale (texts
presenting a nuanced view).

2.2 The system

Based on this principle, we developed a system
able to automatically detect and classify modifiers.
It relies on two resources: (1) a corpus containing
evaluative texts whose global polarity ¢ is known
and (2) a lexicon of terms whose polarity p is also
known.

Our system performs a two-fold process. First,
applying a parser to a corpus, we extract all syntac-
tic dependency relationships that links a polarized
term with another term (see Section 2.3). A statis-
tical analysis is then performed to detect, among
those, valence shifter candidates (see Section 2.3).

In the second step (see Section 2.4), a rule-
based classifier further removes bad candidates
and assigns a label to remaining modifiers that
should correspond to their impact on polarized
terms.

2.3 Statistical processing

In order to identify valence shifter candidates us-
ing statistical tests, the initial corpus — made up of
evaluative texts whose polarity ¢ is known — is first
processed by a syntactic parser to obtain the list of
all syntactic dependency relationships including a
polarized term. Such relationships take the form
of a pair of words (the polarized term and the can-
didate modifier), along with the nature of this rela-
tion (e.g. NP(<NOM:déception>,<ADJ:total>)).
For each element of the list, three pieces of infor-
mation are available: (1) the pattern itself, (2) the
valence p of the term included in the structure, and
(3) the score ¢ of the text.

Then, we generalize over the relationships ex-
tracted, removing the polarized term and keeping
only the valence shifter candidate and the syntac-
tic relation linking it to its polarized term (e.g.
NP(<NOM:>,<ADJ:total>)). This allows us to
determine the frequency of each of these patterns
in our corpus, in relation to two variables: the type
of the pattern and the score ¢ of the text. Based
on these two variables, we build a contingency ta-
ble for the patterns associated with positive terms
and a second table for patterns in the context of a
negative term !

Then, for a given pattern g, we compute a chi-

"We only keep patterns with a frequency higher than 20.



square test (Agresti, 2002) 2 where the distribu-
tion of g over the five possible values of ¢ is com-
pared with the distribution of all patterns except
g. The chi-square value obtained is then used to
decide whether the distribution of pattern g in the
evaluative texts (¢) is independent from the type of
pattern. When the chi-square score is significant
(based on a threshold o), we consider the pattern
as a valuable valence shifter candidate.

Table 1 examplifies this analysis for the adjec-
tive total modifying a positive noun (e.g. “C’est
une réussite totale.”, it is a total success.). This
pattern gets a chi-square of 139.67 (p < 0.001)
and it stands out even more clearly when asso-
ciated to a negative noun (x> = 741.35 ; p <
0.001), which confirms its interest as a good va-
lence shifter candidate (e.g. “déception totale.”, a
total disappointment.).

2.4 Validation and classification of the
candidates

At the end of our first step, we obtain a list of va-
lence shifter candidates, selected on the basis of
their chi-square score. In the second phase of our
method, we apply rules primarily to identify the
impact of each candidate on valence terms, but
also to further filter the candidate list.

The idea is to rely on the adjusted residu-
als (Agresti, 2002), computed for the two con-
tingency tables available for a candidate pattern
(with negative and positive terms). Adjusted resid-
uals corresponds to a z-score, and high values
(based on a threshold as) means that the pat-
tern g is either over-represented in texts with a
given value of ¢, or is under-represented. These
residuals can sometimes display specific and in-
teresting patterns of under-representation or over-
representation throughout the range of scores ¢
possible for the texts. In previous work (Boubel,
2011), we analyzed the distributions of the ad-
justed residuals and we identified three typical
profiles. Then, we were able to connect these pro-
files with their semantic role in the language, dis-
tinguishing three groups of modifiers: (1) “inten-
sifiers”, (2) “inversers”, and (3) “concessive struc-
tures”.

These findings were translated into a set of rules
that automatically classify valence shifter candi-
dates according to their impact on polarized terms.

>We used chi-square test as a first approach. However, it
would be valuable to try other statistical tests in the future.
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Rules are based on the patterns of over-/under-
representation and assign a score for each of the
three classes of modifiers described above. At this
stage, it is possible to apply a filtering threshold fs
to remove the patterns that received a low score for
all classes.

We can summary the whole set of rules as the
three following trends :

1. Structures that are over-represented in situa-
tions where the valence of p is similar to that
of ¢, regardless of the nature of the term po-
larity p (positive or negative), obtain a high
score in the intensification category;

Structures that are over-represented in situa-
tions where p is the opposite of ¢ obtain a high
score in the inversion category (attenuating or
an inversing role);

Finally, structures over-represented in re-
views reporting a nuanced view (e.g. when
t = 3 for texts rated on a scale from 1 to
5) obtain a high score in the concession cate-

gory.

Following this method, the adjective “total”
modifying a noun phrase is given a score of 8
as an “intensifier”, 0 as an “inverser” and 2 as a
“concessive”. It is indeed under-represented with
a positive noun while the text is negative and over-
represented while it is positive (see Table 1). As a
consequence, this pattern is classified as an inten-
sifier.

It is worth noting that the classification under-
lying this approach does not match the one com-
monly used in the field, which draws a distinc-
tion between intensifiers, shifters, and diminish-
ers. Our second category “inversers” includes both
shifters and diminishers, since these two classes
have similar statistical properties according to our
method. On the contrary, the analysis of the statis-
tical behavior of some valence shifter candidates
highlights a particular semantic behavior which
is not dealt with as such in the literature: it cor-
responds to patterns connecting several polarized
terms of different polarities and having an im-
pact on the polarity value of the whole expression.
These are the patterns gathered in the third cate-
gory: the “concessive structures”. We observe that
using statistical properties from the contingency
tables to identify categories of valence shifters has
limitations in terms of qualitative approach of the



Score of texts (from 1 to 5) (¢) 1 2 3 4 5
[total-positive noun] 21 (0.74) 24 (-3.90)* 66 (-6.09)* 400 (4.65)* 536 (11.10)* 1,047
other patterns with positive noun | 283,069 588,073 1,507,934 5,454,541 4,188,908 12,022,525
283,090 588,097 1,508,000 5,454,941 4,189,444 12,023,572

Table 1: A contingency table for the adj. fotal. The adjusted residuals are significant for o = 0.05

task, but also helps to uncover interesting phenom-
ena. We will come back to the insightful of this
classification further in the paper.

3 Evaluation

The evaluation of our technique was carried out
according to three steps. First, we collected the
resources required by the approach, namely a cor-
pus of evaluative texts classified according to their
judgment (t), a valence lexicon, and a list of de-
pendencies relationships in which modifiers have
been annotated (our gold standard). They are fur-
ther described in Section 3.1. Then, we carried out
a quantitative evaluation of the technique, compar-
ing its predictions to our gold standard (see Sec-
tion 3.2). Finally, in Section 3.3, we conducted a
qualitative analyse of the results, in order to better
understand the way our technique works.

3.1 Resources

To implement our approach, the first resource
needed is a corpus of texts ranked according to the
opinion they express (¢). The corpus we used was
provided by the NOMAO company 3, which pro-
poses a web and mobile application helping people
to find, share and discover new places. It is made
of 2,200,000 internet user reviews in French rela-
tive to restaurants or hotels (7,571,730 sentences).
Every text has been given a score from 1 (very
bad) to 5 (very good) by the author of the text.

The second resource needed is a valence lex-
icon, in which the polarities p of words are la-
belled. NOMAO also provided us with a such lex-
icon. It has been manually built and it includes
3,683 polarized French words relative to the do-
main of restaurant reviews (2,425 negative words
and 1,258 positive words).

Finally, for evaluation purposes, a gold standard
“corpus” was required, in which dependencies re-
lationships containing a polarized words and a
contextual valence shifter have been annotated.
Since, there was no such corpus available, we ran-
domly selected 500 sentences from the whole NO-

3http://fr.nomao.com/
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MAO corpus and discarded them from this cor-
pus, that was therefore considered as the train-
ing corpus. The 500 sentences contained abount
2,000 dependency relationships including a polar-
ized word 4. These relationships were manually
annotated with a two-fold procedure: (1) decide
whether the term associated to a polarized word
is a contextual valence shifter or not, and (2) de-
scribe its impact on the polarized word, according
to one of the available categories.

Regarding the categories, we decided to use a
finer-grained system than the one based on statis-
tical properties (see Section 2.4), because the cat-
egory of attenuators, introduced in previous stud-
ies, intuitively stood out. This allowed us to dis-
cuss in Section 4 the relevance of the concession
category we had statiscally identified. We there-
fore defined the four following classes: (1) inten-
sifiers (INT) emphasize the valence of their associ-
ated term; (2) inversers (INV) inverse the valence
of their associated term; (3) attenuators (ATT) mit-
igate the valence of their associated term; and (4)
concessives (CONC) articulate terms or phrases of
opposite polarities.

The list of dependency relationships were an-
notated by two experts in accordance with these
four categories. In order to estimate their inter-
rater agreement, we computed the Fleiss’ kappa
(Fleiss, 1971) and obtained a substantial agree-
ment (kappa = 0.716) for the annotations. Fi-
nally, this corpus was equally divided into a devel-
opment set — used to select the best set of param-
eters — and a test set, to assess the performance of
the best model.

3.2 Results

Regarding the evaluation, the first issue was to de-
fine an adequate evaluation metric, since the task
is a multiclass case. We opted for two different

“It is worth noting that each relationship was considered
in the context of the sentence it was extracted from. There-
fore, a pattern repeated in the gold standard could be anno-
tated in more than one way. Moreover, since we only dealt
with the structures that our methodology can extract, modi-
fiers not syntactically related with a polarized word were not
annotated.



approaches commonly used in the literature. The
first split the problem into a detection problem and
a classification problem. It computes classic mea-
sures such as precision, recall, and F-measure (to
which we will refer to as the F-measure 1) re-
garding the model’s ability to detect a modifier,
whatever its label. Then, the classification rate
is computed through conditional accuracy (Abney,
2008). The second approach consists in comput-
ing the precision, recall and F-measure for each
category independently, before averaging them to
obtain a global estimation (we will refer to as the
F-measure 2).

Another issue was the slight discrepancy be-
tween the set of labels from the manual annota-
tion and the models. Manual annotation uses INT,
ATT, INV, CONC, while the automatic classifica-
tion uses INT, INV, CONC. For evaluation pur-
poses, we had to project the four-label system onto
the three-class one, considering that the category
ATT (attenuator) was included into the category
INV (inverser) (as it is already supposed in Sec-
tion 2.4).

Once these two problems were sorted out, we
had to perform an optimization step. Three meta-
parameters can indeed be manipulated: «aj, ao,
and fs. «y is the criterion for the selection of
candidate modifiers, since it determines the sig-
nificance level of the chi-square test. sy is the
significance threshold for the residuals; decreas-
ing it makes it more difficult for a given structure
to match a classification rule. fs is the filtering
score assigned for each structure.

In order to limit the number of experiments,
the following values were tested for both o, ao:
0.0001, 0.0005, 0.001, 0.005, 0.01, and 0.05,
while fs was kept constant (fs> 5). Once the
best model according to a1, arg was selected, val-
ues ranging from 5 to 9 were experimented for
fs. The evaluation metric for all models were
computed as follows: a list of modifiers included
in a dependency relationship were extracted from
the training corpus and used to classify the rela-
tionships from the development set. It appeared
that the optimal parameters are a; = 0.05 and
ag = 0.005, as long as we want to exploit the
whole training corpus.

These optimal parameters were used to select
10,503 patterns, whose chi-square scores were sig-
nificant among a total of 328,308 patterns. Then,
the application of our classification rules further
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filtered those patterns, yielding a list of 6,612 con-
textual valence shifter candidates: 2,607 were la-
beled as INT, 2,677 were identified as INV, 1,328
were classified as CONC, and 216 were assigned
to more than one categories >. However, among
those candidates, only 1,147 structures received a
score of 5 or higher. More strikingly, if we set
fs to 9, then no more than 113 patterns are se-
lected, among which are 66 INT and 47 INV, but
no CONC.

Manipulating the filtering score fs reveals that
the number of extracted valence shifters largely
varies. We used the test corpus from Section 3.1,
which contains 171 valence shifters (102 INT, 16
CONC and 23 INV or ATT), to estimate the re-
call, the precision, the conditional accuracy, and
the two F-measures for our model trained on the
training corpus (see Table 2).

The F-measure 1 (which represents the capacity
of the model to rightly detect shifters) starts from
0.49 for patterns with a score of 5 or higher and
reaches 0.64 when fs > 9. This corresponds to
a recall of 0.86 and a precision of 0.37. It is ob-
vious that our system considers too many patterns
as valence shifters. This F-measure can however
be improved if we use a stricter filtering score. It
appears that the chi-square is less efficient than the
classification rules to filter valence shifters.

The F-measure 2 is globally better than F-
measure 1 and reaches 0.57 when filtering the pat-
terns with intermediate scores. Interestingly, it de-
creases strongly for fs > 9. This can be explained
by the fact that the system extracts less “conces-
sive structure” and globally assigns a lower score
to that type of structure. Only 6 CONC patterns
are correctly classified for fs > 5 and the sys-
tem does not detect any patterns of this type when
fs > 9. As a result, the recall and precision for
this category equals 0.

Finally, it is worth noting that the system ob-
tains a very good conditional accuracy (85.9 for
fs>5and 97.6 for fs > 9). This is a very inter-
esting finding, since it shows that the classification
rules we developed are relevant.

3.3 Qualitative analysis

To further analyze the efficiency of our extraction
method, we submitted the list of the 260 shifters
with a score of 8 or higher to a qualitative evalua-

SWhen the score used for filtering is low, a few structures
can receive a same score for two classes. However, these
cases disappear as soon as we filter with a score of 5.



Score (fs) >5 > 6 >7 > 8 >9
F-Measure 1 (recall, prec.) | 0.49(.86,.34) | 0.51(.84,.37) | 0.55(.82,.42) | 0.52(.67,.43) | 0.64(.60,.69)
Conditional accuracy 85.9% 85.5% 86% 92.5% 97.6%
F-Measure 2 (recall, prec.) | 0.56(.51.62) | 0.55(.50.62) | 0.56(.50.63) | 0.49(.38.69) | 0.40(.32.56)

Table 2: Evaluation measures for the model with filtering scores ranging from 5 to 9.

tion. The analysis confirms the conclusions drawn
above: the system tends to consider too many pat-
terns as shifters, but most of the actual shifters get
the correct label, according to experts judgment.
After cleaning manually the list, it appears that the
system has correctly classified 85 patterns among
260, most of them being incorrectly recognized as
valence shifters. Some limitations of our method
could explain these errors.

First, it happens that the object of the judgment,
also associated with polarized words, is extracted
(e.g. NP(<ADIJ:>,<NOM:accueil>)).

Second, grammatical words, such as articles,
auxiliary verbs, etc. tend to be captured by the sys-
tem because they are very frequent in texts. Most
of these patterns are not relevant, but some others
are important to extract because they can negate
or reverse the valence of a polarized word (e.g.
NP(<NOM:>,<_DET:aucun>)).

Also, the choice of using syntactic dependency
relationships entails some limitations: the expres-
sion acting as the valence shifter is sometimes not
extracted as a wole. Moreover, parsing errors fre-
quently happen, extracting wrong patterns.

Finally, it happens that some words incorrectly
recognized as valence shifters are actually polar-
ized words missing from the valence lexicon.

To conclude this analysis, some characteristics
emerge out of the correctly-classified structures.
On the one hand, intensifiers (mostly adverbs and
adjectives) often have a direct semantic impact
on the polarized word to which they are related.
On the other hand, the patterns belonging to the
INV and CONC categories are more complex and
heterogeneous (e.g. AP(<ADIJ:loin de>,<ADV:>))
and often impact a phrase or a whole sentence, not
directly a lexical item. As a consequence, the ef-
fect can be hard to model and it is sometimes diffi-
cult to distinguish between the patterns from these
two classes, either manually or automatically.

4 Discussion and conclusion

In this paper, a new methodology for the automatic
extraction and classification of valence shifters has
been proposed. It reaches a very good accuracy for
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the classification, although it tends to extract too
many structures. An interesting side of the method
lies in its ability to identify relevant structures that
are often not considered in other studies. In further
work, it will be necessary to integrate the lexicon
we obtained into a sentiment analysis system to
check whether or not taking modifiers into may
improve the performance.

Beyond this applicative goal, our methodology
also stressed issues in the categories used to orga-
nize contextual valence shifters. The class of di-
minishers (or downtoners), as it is commonly re-
ferred to in the opinion mining domain, is diffi-
cult to capture in an automatic way. In our sys-
tem, we defined three classes of shifters on the
basis of three different statistical profiles. The
INV class includes both diminishers and inversers,
since their statistic profiles are very similar. The
CONC class contains structures that often relates
terms with different polarities. However, it is
worth considering that diminishers are often used
in concessive or rhetorical structures and assign
them to the class CONC rather than to the class
INV. The F-measure 2 for our model in this con-
dition is interestingly better than the one reported
above: 0.66 instead of 0.56 for the structures kept
when fs > 5.

In view of these results, it appears that ATT can
belong either to the INV class or to the CONC.
Our assumption on this matter is that there is ac-
tually two types of diminishers: (1) diminishers
modifying the valence of a single lexical item, that
have statistical profiles closer to the INV category,
and (2) diminishers used in concessive structure
to attenuate the overall polarity of a phrase or a
sentence, which should be included in the CONC
class. This hypothesis will be tested in further
work, through the analysis of the statistical pro-
files of manually annotated diminishers.
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Abstract

For efficient diagnosis processes, the mul-
titude of heterogeneous medical data re-
quires seamless integration. In order to
automatically align radiology reports and
images based on the pathological anatom-
ical entities they describe, a preceding sen-
tence classification is necessary. However,
the lexical resource used has to contain se-
mantic information about the pathological
classification of each entity. We introduce
an approach to extend medical lexical re-
sources with pathology classification in-
formation and, at the same time, with new
classified vocabulary. Our algorithm is
based on a semi-supervised learning algo-
rithm and incorporates a semantic context-
free grammar combined with a RadLex-
based lexicon.

1 Introduction

In radiology, the health status of a patient is de-
scribed using a multitude of formats. During
the examination process, a radiologist creates ma-
chine readable descriptions such as radiology im-
ages, dictated reports about the image findings and
written texts. Although, most of the radiology data
are related via the anatomical entities shown or de-
scribed, there is no link between them, since the
information pieces are stored in distributed sys-
tems. This absence of links between the items is
hindering the radiologist’s workflow. Especially
when reading reports, radiologists want to refer-
ence back from the described finding (in the text)
to the correlating body location (in the images).
Without automatically created links, this resolu-
tion is obviously time-consuming when dealing
with images taken with modalities that deliver a
mass of stacked images.

Today, radiologists add alignment information
to the text that names the image that contains the
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described findings. But still, the resolution of
these textual links requires manual interventions
to find the correct image and detect the described
finding in the image.

To simplify this workflow, we introduce a
mechanism that automatically aligns pathological
anatomical entities in radiology text and images
based on semantic annotations. Figure 1 shows
our concept of linking anatomical concepts from
image and text: Both the images and the texts are
annotated with the anatomical concepts that they
describe. Combining annotations with the same
RadLex ID (RID), the link from one format to the
other can be established. As a result, the radi-
ologist can easily navigate from the pathological
Leber [liver] (RID58) described in the text to the
correlating position in the images.

For the integration, the necessary semantic an-
notations of the images have been made avail-
able as a result of a previous project (Seifert et.
al., 2009; Seifert, 2010). In order to align these
RadLex-based annotations with anatomical enti-
ties described in radiology reports, our text anal-
ysis system has to annotate the texts with RadLex-
based annotations, too. Our established mecha-
nism operates in two steps: First, we identify the
relevant sentences that describe pathological find-
ings and, second, extract the anatomical annota-
tions only from these sentence.

We include a preceding sentence classification
step, because according to the radiologists we
worked with, the extraction of all anatomical en-
tities from the text to link them with the image
annotations is inappropriate. A large portion of
the findings is included in the reports in order to
exclude differential diagnoses. These are normal
or absent findings that do not describe patholo-
gies. But radiologists are rather interested in auto-
mated alignment of images of anatomical entities
described with pathological findings.

The sentence classification is conducted based
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Figure 1: Aligning the anatomical concept liver from radiology text to image using RadLex-based anno-

tations

on a lexicon and probabilistic semantic grammar
rules (P-CFG). For parsing, we apply the stan-
dard probabilistic CKY algorithm (Kasami, 1965).
During parsing, the most likely parse tree for the
given sentence is determined. The topmost con-
stituent in the resulting parse tree can be used to
determine the pathology classification of the re-
port sentences.

The chosen approach requires a full coverage
lexicon including pathology classification of the
entities. An initial linguistic resource based on
the German RadLex taxonomy is provided. How-
ever, the German RadLex is lacking in terminol-
ogy and pathology classification. The contribu-
tion of this paper is the description of a process
to extend the German RadLex-based lexicon with
vocabulary and pathology classification informa-
tion in order to link heterogeneous medical data
sources.

2 Related work

Medical grammar-based text analysis systems
Theoretical work on the linguistic characteristics
of the medical sublanguage has been conducted
on the adaption of theories of Harris by (Fried-
man et. al., 2002). Early systems of (Sager et.
al., 1994; Friedman et. al., 1994) are adapta-
tions of the theories and implement own (context-
free) medical language grammar for radiology re-
ports. They show that parsing of medical texts
based on a combined semantic-syntactic grammar
can be successfully conducted. Even today, ad-
vances in grammar-based parsing of medical texts
are reached (Fan et. al., 2011).

More recently, semantic text analysis systems
have integrated the idea of parsing for medical text
understanding for more sophisticated information
extraction tasks (Savova et. al., 2010).
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All those systems work with the advantage of
elaborated lexicons that fully cover the vocabulary
used in English report.

Terminology acquisition and semantic classifi-
cation Semantic classifications beyond the hy-
pernym information of taxonomies are still rare.
Several approaches address this lack: Corpus-
based approaches based on statistical analyses
about the coverage and frequency of UMLS ontol-
ogy concepts (Liu et al., 2012; Wu et al., 2012).
(Johnson, 1999) derives semantic classes from
ontology mapping and disambiguates multiple
senses in contexts of discharge summaries. Lim-
ited to noun phrases, (Campbell et al., 1999) ap-
plies pattern-based rules and combines them with
UMLS concepts to acquire new and semantically
classified terminology. Finally, (Zweigenbaum et
al., 2003) introduce a statistical approaches to au-
tomatically extending the UMLS ontology with
French concepts.

Gap analysis While the grammar-based analy-
sis of radiology reports has shown to be successful
with complete lexical resources, we have to face
the shortcomings of an incomplete lexicon. Fur-
thermore, in other systems the grammar is used as
mean for syntactic analysis of the content of the
reports. Our approach to use it for pathology clas-
sification is novel and has not been applied so far.

Working with German clinical texts is another
challenge in the field. English texts have been
made available by a number of shared tasks and
gained more and more interest in the last decade.
Medical corpora in languages other than English
are not available to that extend. At the same time,
German language versions of medical ontologies
are rare. Semantic classifications such as patho-
logical information are particularly missing so far.



3 Corpus analysis

Our semi-supervised learning approach relies on
a reference corpus, whose features are described
shortly in the following section.

3.1 Reference corpus and development set

Since a publicly available corpus of German ra-
diology reports is missing, we build our own an-
notated corpus. Our clinical partner, the Uni-
versity Hospital Erlangen, allocates the necessary
texts: 2713 de-identified reports spanning the pe-
riod from April 2002 until July 2007.

From this corpus, we selected 174 represen-
tative reports for a development set. Based on
the findings described in the sentence, a radiolo-
gist classified each sentence. Sentences describing
normal or absent findings are classified as 'non-
pathological’ and those containing descriptions of
abnormalities are classified as ’pathological’.

3.2 Syntactic characteristics

One of the most apparent syntactic characteristics
of the reports is their telegraphic style. The texts
are rich in omission of verbs; the verbs are dis-
pensable as they do not add semantics to the sen-
tences. They are used to underline the absence or
presence of symptoms - but are not necessary. In-
stead of noting

In der Lunge sind keine Ergiisse zu finden. [In
the lung, there are no effusions available.]

radiologists simply state
Lunge: Kein Erguss. [Lung: No effusions.]

The average sentence length listed in Table 1
underline this finding.

3.3 Statistical characteristics

We annotated 4295 sentences in the development
set of which less than half are classified as "patho-
logical’. This ratio is in line with the radiologists’
experience. Table 1 shows further results of the
statistical corpus analysis.

From comparing the numbers of word types, we
conclude that the description of pathological find-
ings requires a richer language than those of nor-
mal states and absent findings in non-pathological
sentences. The linguistic resource has to cover this
richness, which means that the multitude of enti-
ties should be classified as describing pathological
findings.
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Sentence class
Corpus characteristic | PATH NOPATH
Sentences 1,943 2,352
Tokens | 16,437 11,572
Average sentence length 8.46 4.92
Word types | 2,398 1,581

Table 1: Results of statistical analysis of the de-
velopment set

4 Analysis of controlled vocabulary in
RadLex

Furthermore, we use the vocabulary from the Ger-
man RadLex taxonomy as initial linguistic input.
What information is already available is analyzed
in the following section.

4.1 RadLex taxonomy

RadLex (RSNA, 2012) is a taxonomy published
by the Radiological Society of North America
(RNSA) in order to deliver an uniform controlled
vocabulary for indexing and retrieval of radiol-
ogy information sources. The current English ver-
sion 3.8 (n=39,542) contains terms organized in 13
main categories: anatomical entity as one among
others such as treatment, image observation and
imaging observation characteristics. A German
version (Marwede et. al., 2009) has been worked-
out in 2007. However, as the maintenance of
this language version has been stopped, the lat-
est version 2.0 contains only a subset of terms
(n=10,003). Our approach covers this lack in ter-
minology and extends the resource.

For a structured analysis of the controlled vo-
cabulary, we filtered an initial lexicon containing
9,479 entries.

4.2 Vocabulary coverage

The 9,479 entries in the linguistic resource contain
23,588 tokens of which 6,326 are distinct. Com-
paring this number with the word types used in
the development set (n=3,172), the first assump-
tion is that the lexicon covers the vocabulary used
in the reports without problems. However, we dis-
covered that this is not the case. We identified the
three major problems:

1. The lexicon contains quite rare terminol-
ogy which is not used in the development
set, e.g., absorbierbarer Gelatineschwamm
(RID11213) [absorbable gelatin sponge].



2. Additionally, important terms that have both
a high occurrence in the development set and
relevance for the pathology classification are
either not included in the lexicon (e.g. Ldsion
[lesion]) or are included but are not classified
(e.g. vergrofiert | RID 5791 [enlarged]).

As learned from the corpus analysis, the de-
scription of pathological findings requires a
rich vocabulary. However, the lexicon en-
tries classified initially as ’pathological’ rep-
resent only 18.1% of the whole resource (Ta-
ble 1; We deduce this number from an initial
analysis and pathology classification of the
topmost hypernyms and its substructures.).
Our initial lexicon is obviously lacking a
high amount of vocabulary to describe those

pathologies.
Classification #
non-pathological 6,001 63.3%
pathological 1,714 18.1%
not to be determined | 1,764 18.6%
9,479 100%

Table 2: Pathology classification of RadLex en-
tries

The analysis reveals that the initial lexicon does
not fully cover the whole range of vocabulary
used in the reports. Furthermore, not all words
in the initial lexicon can be classified just by using
the structural information of the taxonomy. That
is why we introduce the following corpus-based
learning approach to enhance the lexicon to enable
a correct sentence classification and alignment.

5 Methods

5.1 Conclusions from the corpus and initial
lexicon analysis

When comparing German and English reports,
one can observe two characteristics in both lan-
guages: syntactic shortness and reduced semantic
complexity. Based on this observation, (Friedman
et. al., 1994; Friedman et. al., 2002; Sager et. al.,
1994) successfully created semantic grammars for
medical text parsing. We conclude, that this is also
possible for German reports.

We use a semantic grammar for sentence classi-
fication, thus, we conduct that the learning of clas-
sified vocabulary from pre-annotated sentences is
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possible. The insights gained from the statistical
analysis simplify the grammar creation: For de-
riving additional vocabulary from the reports, the
short length of the sentences is of advantage. The
short structure allows for derivation of knowledge
with high certainty. Even if only little amount of
seed vocabulary is available, the unknown vocab-
ulary can be classified easily and with high relia-
bility.

5.2 Derive grammar

The grammar rules are derived from the sentences
in the development set. First, the semantic classes
are defined and finally they are combined into
valid grammar rules. The semantic classes are ini-
tially adapted from (Friedman et. al., 2002), but
then reduced to 32 classes which either

1. are necessary for classification (distinguish
between words containing pathological or
non-pathological semantics),

2. carry special semantic properties (e.g.
anatomical entities),
3. or carry linguistic features (negations, prepo-

sitions, enumerations, etc.).

The classes are combined into 238 grammar
rules. The grammar follows the same intention
as the grammars developed by (Friedman et. al.,
1994; Sager et. al., 1994): to model the struc-
ture of the reports’ sentences. But it pursues
a different goal: The grammar is used to clas-
sify the sentences as either ’pathological’ or "non-
pathological’.

The top-most non-terminals designate the clas-
sification: A sentence can be reduced to a PATH
or NOPATH non-terminal. All subsequent gram-
mar rules are hierarchially embedded into these
non-terminals and form the semantic structure of
sentences. Sample rules and sentences are listed
below:

e PATH — DISEASE
Tracheostoma|psEAsE)-

e PATH — DISEASE MOD_PATH

Nierenzyste[prsEASE]
[Kidney cyst right.]

I’echlS[MODJDATH} .

e NOPATH — NEGATION DISEASE

Keinjnggarion) Odemiprspase)-
edema.]

[No



S — PATH

S — NOPATH

PATH — FIND_PATH

NOPATH — FIND_NOPATH

FIND_PATH — MOD_PATH ANATOMIE
FIND_NOPATH — MOD_NOPATH ANATOMIE

? — vergrofiert
ANATOMIE — Prostata

MOD_PATH MOB-NOPATH

Vergroflerte
(Enlarged)

)

FIND_PATH FIND-NOPATH

Prostata
(prostate)

Figure 2: Learning lexical knowledge from sentence Vergrdflerte Prostata (Enlarged prostate)

e NOPATH — ANATOMY MOD_NOPATH
KOMMA NEGATION MOD_PATH
Milzian aToMY]
S[KOMMA]

vergrofiert|njop_pATH]-
geneous, nor enlarged.]

homogen[yjop_NOPATH]

nicht N EGATION]
[Spleen homo-

As observed in the corpus analysis, the sen-
tences describing pathological findings are longer,
and thus, more complex in syntax compared to
sentences describing non-pathological findings.
This requires a higher amount of grammar rules
for the description of the structure of pathological
sentences. We manage this requirement by defin-
ing a set of rules of which the majority of 52%
define the structures of sentences to be classified
as pathological.

5.3 Learn from the development set

Rationale for learning method Our learning al-
gorithm models the process medical students un-
dergo when learning medical terms directly from
texts. To align this model with our approach, we
assume that the students know whether a sentence
describes pathological or non-pathological find-
ings. In addition, they have (basic) medical knowl-
edge, which they can apply, e.g. about anatomical
entities. When learning new vocabulary and its
correlating pathology classification, they use this
as seed knowledge. To validate their knowledge
and derive new words with high certainty, they
start with the shortest sentences. Proceeding with
the sentences length-wise, they re-validate their
knowledge and continue learning. The reliability
of newly learned knowledge and classification de-
creases with the sentence length.

Learning process
same steps:

Our approach follows the
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e We apply initial medical knowledge (in the
form of pathology classification) from the
lexicon.

Knowledge about possible syntactic con-
structs is given with the grammar rules.

Each sentence to learn from has information
annotated about the correct pathology classi-
fication.

We start with the shortest sentences to de-
rive new vocabulary and pathology classifi-
cation from. This is done, because learned
knowledge from shorter sentences (with lim-
ited syntactic diversity) is correct with higher
certainty.

We apply the existing and learned knowledge
in the following iterations to derive additional
vocabulary and pathology classification.

Learning method We apply a semi-supervised
learning algorithm: Each of the sentences to learn
from is annotated with the target classification.
But actually, we learn on the word level, where no
annotations are available. Applying the rules of
the semantic grammar, we derive the word-level
semantic classification (which includes both the
non-terminal assignment and the pathology clas-
sification) from the overall sentence classification.
Input for each parsing iteration is the sentence
as an ordered list of words and the attached pathol-
ogy classification. Starting with the shortest sen-
tences, we can derive new vocabulary with high
reliability, as those sentences are low in syntactic
diversity. Additionally, the information about the
target pathology classification reduces the rules
that can be applied during the parsing process.
For learning, we adapt the standard probabilistic
CKY parsing algorithm. How the algorithm oper-
ates in detail is illustrated in Figure 2. The goal



is to learn the pathology classification of the word
vergdfsert [enlarged], which is currently not avail-
able.

The initial step of non-terminal assignment is
mainly based on the lexical resource. If terms
are contained in the lexicon, their non-terminal
assignment can be derived from the semantic
classification. (As the non-terminal for Prostata
[prostate] is ANATOMIE.) If a term is not con-
tained in the lexicon, we assign a number of pos-
sible non-terminals. Those non-terminals include
one symbol that presumes that the terms describe a
pathological state and one that presumes the oppo-
site. (Le., vergrofert is initially assigned the non-
terminals MOD_PATH and MOD_NOPATH)

The disambiguation of the non-terminal assign-
ment is resolved during the parsing process: On
the one hand, the probabilistic nature of the gram-
mar rules enable a disambiguation of the most
probable constituent structures. On the other hand,
the target pathology classification excludes in-
valid rules. (Which is in case of the example,
the sentence is annotated as PATH, so any subse-
quent rule for this non-terminal is not considered;
struck-through in the figure.) In the end, the non-
terminals assigned to existing or unknown vocab-
ulary is used to enhance the lexicon. (Finally, we
can derive that vergdflert, assigned MOD_PATH,
describes a pathology.)

Results of the learning process After the learn-
ing step, the lexicon is extended to 10344 vocab-
ulary terms (before 9479). But even more impor-
tant, the overall amount of lexicon entries classi-
fied as ’pathological’ increased by 18.8 % to now
2036 entries (before 1714). We consider this a key
success of the learning, as our classification de-
pends on this encoded knowledge.

6 Evaluation of the classification results

We evaluate the system using 40 randomly-chosen
radiology reports containing 1294 sentences. We
compare results of the sentence classification us-
ing the initial linguistic resource and the extended
one. Table 3 shows the classification results for the
two evaluated cases.

The learning resulted in an increase of vocab-
ulary by 9.1%. At the same time, the pathology
classification could be increased overproportion-
ally by 18.8%. While the learning increased recall
(from 45.4% with initial lexicon to 74.3% with ad-
ditional, learned vocabulary), precision decreased.
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Higher recall importance Before discussion
these numbers, the higher importance of the recall
value for our use case of aligning radiology text
and images has to be underlined:

Only for sentences correctly classified as
“pathological’, the contained anatomical entities
are extracted and anatomical annotations are cre-
ated. If sentences are misclassified as *pathologi-
cal’ (although they describe non-pathological find-
ings), this is a minor issue. As a result of this mis-
classification, anatomical entities in the sentence
are extracted and links to the image annotations
are created, although the images do not show any
pathologies. We accept those additional, but not
intended links.

In the workflow, links from textual findings to
image positions for non-pathological findings are
no problem compared to non-existing ones for
pathological findings. In case links from text to
images cannot be created because a sentence was
misclassified as non-pathological, the radiologist
still has to link the textual findings to the corre-
lating image position manually. This should be
avoided.

We conclude, that the true classification of
pathological sentence is more important for the
alignment, hence, the recall value indicating this
case has higher weight for us.

Discussion But still the quality of the learning
step can be improved: While the sentences cor-
rectly classified as ’pathological’ increase using
the learned vocabulary, the sentences correctly
classified as ’non-pathological’ decrease at the
same time. The latter is indicated by the increas-
ing ’false positive’ (FP) value. This is the main
reason for decreasing precision.

We see that the learned vocabulary contains sev-
eral entries misclassified as “pathological’ (Error
type 1). The consequence of this misclassification
are more sentences classified as “pathological’ al-
though they describe non-pathological findings.

Examples can be identified both from FP and
FN cases in the test set: Terms that do not describe
pathological properties such as Voraufnahme [pre-
vious examination] or Lymphknoten [lymph node]
were classified as pathological. Even very obvi-
ous pathological findings such as Ldsion [lesion]
or Infiltrat [infiltrate] are not classified correctly.
Because of their high usage frequency, these four
terms are accountable for 169 of the misclassified
sentences in the test set.



vocabulary PATHclass | FP TN P R
baseline 9,479 1,714 149 682 | 0.585 0.455
extended lexicon 10,344 2,036 288 543 | 0.544 0.743

Table 3: Classification results with initial lexicon

The application of a semi-supervised learn-
ing approach with sentence-level annotations for
word-level vocabulary acquisition is obviously
point for improvement. We will include a prob-
abilistic feature in the learning process that takes
into account all occurrences of a vocabulary term
to be learn in order to increase the leaning cer-
tainty.

The second major issue for correct pathologi-
cal classification is the lack of grammar rules for
long sentence structures. Since those sentences are
more likely describing pathological findings and
they cannot be considered in the learning process,
the contained pathology descriptions are missing
in the lexicon (Error type 2). A more sophisti-
cated grammar engineering can help to bridge this
gap.

Two further, but minor error types remain. Er-
ror type 3 describe incorrectly resolved non-
terminal matches because of not considered lin-
guistic details:

o Failed subtoken matching in composita
E.g. the term Nasennebenhohle does not
match the subtoken Nase as expected because
the token itself was learnt before as new, non-
anatomical lexicon entry.

Naming mismatch between lexicon and
text E.g. Lebersegment Il nach Couinaud
(RID62) is expected to match, but in the text
it is only refered to as Segment 2. This can be
resolved detecting synonyms.

Mismatch of (distant) multi-token matches
This is of special importance as 72 % of the
lexicon entries are multi-token entries. Their
individual components can be distributed
within a sentence. E.g. The multi-token text
Lymphknoten im oberen Mediastinum does
not match the lexicon entry Oberer mediasti-
naler Lymphknoten (RID7739).

The failure of the type 3 errors can be solved by
introducing more elaborated linguistic techniques.
And finally, Error type 4 indicates the still
missing amount of vocabulary not available for
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classification. Even though, we tried to extend the
development corpus to a maximum, it is not pos-
sible to cover all possible description applied in
radiology. For a higher learning rate, the develop-
ment corpus has to be extended significantly.

The extension of the lexicon has a significant
impact on the classification results. Comparing the
results of the classification using the initial lexi-
con and using an extended lexicon, the impact of
a complete controlled vocabulary becomes appar-
ent. In particular, the completeness of the lexi-
con contributes to the correct classification of sen-
tences describing pathological findings.

7 Conclusion

For implemented a system that aligns findings in
radiology reports with findings in images based
on semantic annotations, the incomplete linguis-
tic resource has to be extended with vocabulary.
We overcome this issue by introducing a semi-
supervised learning approach that adapts the ex-
isting grammar rules to learn new and classified
vocabulary. Incorporating this learned vocabulary,
the grammar-based classification delivers a recall
value of 74.3%.

The issue we are dealing with is relevant for fur-
ther work on German clinical texts: Still, the cov-
erage of controlled vocabularies and ontologies for
medical texts written in languages other than En-
glish include a large gap. We believe that lexicons
are the most crucial resources for language pro-
cessing in the medical domain. That is why we
will focus our future work on extending and en-
riching existing lexicons and establishing new re-
sources for linguistic analysis.
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Abstract

This paper introduces a new class of tem-
poral expression — named temporal ex-
pressions — and methods for recognis-
ing and interpreting its members. The
commonest temporal expressions typically
contain date and time words, like April or
hours. Research into recognising and in-
terpreting these typical expressions is ma-
ture in many languages. However, there is
a class of expressions that are less typical,
very varied, and difficult to automatically
interpret. These indicate dates and times,
but are harder to detect because they of-
ten do not contain time words and are not
used frequently enough to appear in con-
ventional temporally-annotated corpora —
for example Michaelmas or Vasant Pan-
chami.

Using Wikipedia and linked data, we auto-
matically construct a resource of English
named temporal expressions, and use it
to extract training examples from a large
corpus. These examples are then used to
train and evaluate a named temporal ex-
pression recogniser. We also introduce and
evaluate rules for automatically interpret-
ing these expressions, and we observe that
use of the rules improves temporal annota-
tion performance over existing corpora.

1 Introduction

The ability to express time in language is critical.
We require this ability in order to communicate
plans, to tell stories, and to describe change in the
world around us.
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Phrases that explicitly describe certain periods
of time, or temporal expressions, are particularly
useful. They may be calendar dates, mentions
of months, relative expressions like “tomorrow”,
and so on. In-depth accounts of temporal expres-
sions — timexes — are given by Ferro et al. (2005)
and Llorens et al. (2012a).

In this paper, we discuss a new class of timexes
that signify a date or range of dates, but that do not
explicitly include information about which dates
these are (e.g., October 31 vs. Halloween). Fol-
lowing the description of expressions that clearly
identify one entity from a set of others by use of
a proper noun as named entities, we call these
named temporal expressions (or NTEs).

As with many linguistic phenomena, the
phrases used as timexes have a power law-like fre-
quency distribution in text. A few forms of ex-
pression make up for the bulk of occurrences of
temporal expressions. However, existing research
has been typically evaluated on only a small cor-
pus of hand-annotated temporal expressions. With
such resources, it is difficult to build or evalu-
ate tools for recognising or interpreting the less-
frequent temporal expressions, and this is reflected
in the performance plateau of recent TempEval ex-
ercises (Verhagen et al., 2010; UzZaman et al.,
2013).

Existing temporal expression recognition tools
are typically rule-based (Strotgen and Gertz,
2010). These perform reasonably well on exist-
ing datasets, achieving F-scores of around 0.90,
and improving them is an active area of research.
However, as temporal annotation is expensive,
existing datasets are not particularly large, and
therefore do not contain as challenging a variety
of forms of expression as general, unannotated
text. Therefore, evaluations using these resources
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are unlikely to indicate the true variety of forms
of temporal expression. This leaves us poorly
equipped to handle the long tail of temporal ex-
pressions, which is likely to be very long (Steed-
man, 2011), in terms of both tools and resources.

As the most common temporal expressions can
be recognised automatically with reasonable accu-
racy, we propose methods for attacking the long
tail of temporal expressions. We address the fol-
lowing questions:

e What share of all temporal expressions is ac-
counted for by existing tools and corpora?

e How can we recognise previously unseen
named temporal expressions?

e Having found a named temporal expression,
how can we anchor it to a calendar date?

The remainder of this paper discusses the most
closely related work, examines variety in tempo-
ral expressions in the available corpora, introduces
our approach for named timex recognition, briefly
examines their role in information seeking, and
discusses the problem of interpreting these unusal
temporal expressions.

2 Related Work

There is a reasonable amount of prior work on
general-purpose timex recognition. The state of
the art in temporal expression recognition is ex-
tended regularly with TempEval exercises (UzZa-
man et al., 2013). Currently, Heidel Time (Strétgen
and Gertz, 2010) offers strong temporal expres-
sion recognition performance, though as it is rule-
engineered, it is likely to perform poorly at recog-
nising unseen named timexes. TIPSem (Llorens
et al., 2012b) is based on machine learning and,
given appropriate training data, has the potential to
recognise named timexes. ANNIE (Cunningham
etal., 2002) adopts a finite state approach to recog-
nising a commonly-occurring but constrained set
of temporal expressions. Han et al. (2006) propose
interpreting temporal expressions through iterative
constraint satisfaction, which yields some ability
to interpret previously unseen timexes. Finally, as
opposed to timexes, Shaw et al. (2009) used linked
data to aid in event entity recognition. The dis-
tinguishing features of our approach are that we
concentrate on temporal expressions that do not
follow a general, structured format, and that in-
stead of addressing the general timex recognition
problem (which has been covered repeatedly in the

1-grams
2-grams
3-grams
4-grams

5-grams ==

Frequency count
3

10° 10f
Rank

Figure 1: Frequency distribution of general terms

1-gram timexes
2-gram timexes
3-gram timexes
4-gram timexes

5-gram timexes ==

Frequency count

10° 10’ 102 10% 10
Rank

Figure 2: Frequency distribution of terms used as timexes in
TimeBank and AQUAINT

literature, often from scratch), we address unusual
expressions which are typically ignored by general
purpose approaches.

3 Variety in Temporal Expressions

Our goal is to be able to recognise temporal ex-
pressions beyond the scope of current temporal
annotation systems, thus extending timex recog-
nition. In order to measure the scope of existing
systems, we need to estimate the scale of variety
in temporal expressions.

Using Google’s Web1T n-gram corpus (Brants
and Franz, 2006), we drew the shape of the timex
distribution curve. Firstly, we extracted the shape
of the general term distribution curve; see Fig-
ure 1. Note the characteristic “knee” in the
curve, after which terms become rarer than a plain
Zipf-Mandelbrot distribution would suggest, as
per Montemurro (2001). For timexes, we counted
n-grams based on timex strings found in two
temporally-annotated corpora; TimeBank (Puste-
jovsky et al., 2003), and the AQUAINT TimeML
corpus. The resulting curve is shown in Figure 2.

The sharp falloff of this timex curve is what
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Figure 3: Holidays from a country (Bangladesh), as shown
on a Wikipedia page

one might expect to see from a very small corpus.
Namely, some of the more common expressions
are found, in relatively high frequency (the initial
shallow curve). The remaining expressions found
in the small sample that this corpus represents are
much rarer, as shown by the sharp drop at the low-
frequency end of the curve.

This suggests that existing TimeML corpora are
so small that they do not include a sufficiently di-
verse selection of these terms. Indeed, TimeBank
has only around 65K tokens. To build and evaluate
approaches for recognising NTEs, a new source of
data is required.

4 Automatic Named Timex Recognition

Having described named timexes, we build a
named timex resource taking a re-usable, low-
supervision approach, and then construct a tool for
automatic named timex discovery.

4.1 Mining Existing Named Timexes

Current TIMEX3-annotated resources do not ac-
count for a representatively broad set of temporal
expressions (Figure 2). To supplement these re-
sources, we automatically mined named temporal
expressions from Wikipedia.

We started by identifying collections of these
terms, for example on pages listing public holi-
days. The selection criterion was that the page be
in English and have a reasonable number of NTE
descriptions, marked up in a wiki table (e.g., Fig-
ure 3). The pages used are listed in Figure 4. We
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en.wikipedia.org/wiki/...
Federal_holidays_in_the_United_States
Public_and_Bank_holidays_in_Scotland
Public_holidays_in_Australia
Public_holidays_in_Canada
Public_holidays_in_Denmark
Public_holidays_in_France
Public_holidays_in_Germany
Public_holidays_in_Hong_Kong
Public_holidays_in_India
Public_holidays_in_TItaly
Public_holidays_in_Malaysia
Public_holidays_in_South_Africa
Public_holidays_in_the_European_Union
Public_holidays_in_the_United_Kingdom
Public_holidays_in_the_United_States

Figure 4: URLs from which source NTE descriptions were
extracted

Official name Date

Columbus Day Second Monday in October
Veterans Day November 11

Thanksgiving Day  Fourth Thursday in November
Christmas December 25

Table 1: Sample Wikipedia events and interpretations

then automatically extracted the terms and their
textual descriptions from these collections. An ex-
ample extract is given in Table 1.

This data was supplemented using the holiday
terms given in JollyDay, a Java date-handling li-
brary.! In total, we found 247 unique terms from
15 manually-selected Wikipedia pages, and 239
from JollyDay (containing an overlap of 54), for
a total of 432 named timexes.

The resulting list of candidate named tempo-
ral expressions contained two types of anomaly.
It contained some conventional temporal expres-
sions (e.g., August) which should be removed;
these were filtered out using HeidelTime, a rule-
engineered timex system. It also contained poly-
semous named timexes, that were not only used in
a temporal sense. For example, Carnival is both a
specific festival, a tour operator, and a polysemous
common noun indicating a period of revelry or an
exciting mixture of something.

4.2 Disambiguating NTEs with Linked Data

Following Shaw et al. (2009), we used linked open
data to handle ambiguous temporal entities. We
discriminated monosemous timexes (e.g., Refor-
mation Day) from polysemous ones (e.g., Easter,

'See http://jollyday.sourceforge.net/



which may be both a holiday and part of a com-
pound noun referring to e.g. a chocolate egg) via
DBpedia (Bizer et al., 2009), looking for entities
with matching names.

After discarding URIs of media that were in
film and song titles, NTEs that still had more than
one remaining corresponding entity URI were
identified as polysemous. The final set comprised
424 expressions, of which 342 were monosemous
and 82 were polysemous.

4.3 Recognising Named Timexes in Text

Having built a collection of named temporal ex-
pressions, we moved on to the task of NTE discov-
ery. Our approach was to first develop a statistical
tagger adapted to NTE recognition, and then ap-
ply it to new data, to observe what expressions it
annotates beyond those in the collection extracted
from Wikipedia.

The collection was used to construct a cor-
pus and then a statistical named temporal expres-
sion recogniser. The corpus was constructed as
follows. Using our list of monosemous named
timexes, we searched the Gigaword corpus to re-
trieve paragraphs containing the timexes. These
paragraphs were split into sentences (Kiss and
Strunk, 2006), and the sentences matching any
NTE were extracted; the sentences were then bro-
ken down into lists of tokens. We marked all
monosemous named timexes in the sentences as
target entities.

Some NTEs are polysemous, having both tem-
poral and non-temporal sense. Observation of a
small part of the corpus suggested that these pol-
ysemous NTEs generally occurred in a temporal
sense when in the same sentence as other tempo-
ral phrases. Rather than excluding any sentence
containing a polysemous NTE from the corpus on
grounds of ambiguity, based on this observation,
we adopted a simple heuristic: polysemous NTEs
are included if they are collocated with a monose-
mous NTE. This reduced the considered set of pol-
ysemous NTEs by 22 to 60, for a total of 402
unique expressions.

Tokens in each sentence were then labelled ac-
cording to a simple in-entity/out-of-entity binary
format. The sentences were then split into training
and evaluation sets, with no named temporal ex-
pressions found in both groups, i.e., every NTE is
exclusively in either one or the other set.

In total, 3861 sentences (117 060 tokens) were
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System Recall Precision F1
strict

Gazetteer baseline 5.6% 15.2% 8.2%

TIPSem 56.5% 71.7% 63.2%

TIPSem-B 56.6% 75.5% 64.7 %

Stanford NER 56.7 % 74.2% 64.3%
lenient

Gazetteer baseline 6.8% 19.4% 10.1%

TIPSem 75.8% 97.3% 85.9%

TIPSem-B 71.4% 95.0% 81.5%

Stanford NER 73.7% 97.2% 83.8%

Table 2: Sample Wikipedia events and interpretations. Le-
nient matches includes annotations that at least overlap with
the reference.

extracted from English Gigaword v5 (Graff et al.,
2003), containing 4 180 named timex annotations.
The training split contained 1053 of these sen-
tences. The entire corpus construction method re-
quires no human intervention aside from supply-
ing source Wikipedia pages.

Regarding the NTE recognisers, we adapted
three entity recognition approaches to the task
by discarding their default models and rebuild-
ing new models based solely on this NTE corpus.
The recognition tools were CRF-based: a multi-
purpose system incorporating non-local informa-
tion, Stanford NER (Finkel et al., 2005); one for
temporal entity recognition that uses semantic role
information, TIPSem (Llorens et al., 2012b); and
TIPSem-B, a baseline temporal entity recognition
variant of TIPSem.

Recognisers were learned from the training split
and evaluated on the test split. As we are attempt-
ing to recognise named timexes only, we do not
do comparison against tools designed for standard
timex recognition, as these are designed for a dif-
ferent task.

A naive gazetteer-matching baseline was used,
based on timex strings found in existing resources
(TimeBank and the AQUAINT TimeML annota-
tions). This behaved exactly as a direct case-
insensitive word look-up, matching any whole
phrases found within the corpus. Its recall should
tell us how broad the range of temporal expres-
sions found in prior TimeML resources is. Evalu-
ation was performed using GATE (Cunningham et
al., 2013); results are reported in Table 2.

Precision was generally higher than recall, with
both at reasonable levels for a first attempt at this
new class of entities. This indicates that while our



Recogniser
HeidelTime
NTE gazetteer

% of query texts
2.90
0.06

% of queries
1.97
0.14

Table 3: Temporal intent indicator prevalence in a web search
query log

approaches do not identify too many non-timexes
as being timexes, further work is called for at im-
proving the range of named timexes they recog-
nise. In particular, the temporal expressions used
in the TimeBank and AQUAINT corpora have a
very small overlap with the named temporal ex-
pressions we identified.

4.4 Finding New NTEs

With a system that is capable of recognising
named temporal expressions in our test data,
which contains previously-unseen NTEs, it may
be possible to discover new NTEs. Unlabelled text
can be labelled using statistical NTE recognisers.
One may have concerns over using a system with
strict recognition precision in the 70s for this pur-
pose; however, lenient recognition precision is in
the mid- to high-90s, which indicates that the neg-
ative impact of spurious annotations will be low.

We attempted to find new NTEs by applying the
TIPSem model to another portion of the Gigaword
text. Sample results include phrases such as:

e Luropean Cup

e Hamlet Cup

e bank holiday

e Dayton peace agreement

Although these are difficult to evaluate directly,
they can readily applied in semi-supervised ap-
proaches to temporal annotation, e.g., in part of
a bootstrapping approach to NTE recognition and
general timex recognition.

5 Temporal Intent Queries

This section contains a brief investigation of
named temporal expressions (and general tempo-
ral expression recognition) in information retrieval
query interpretation.

In classical information retrieval with a textual
query over a document collection, the query repre-
sents the lexicalisation of a searcher’s information
need. To identify a temporal information need,
one must recognise signals in the query that reflect
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this (Jones and Diaz, 2007; Metzler et al., 2009).
Detecting temporal intent in queries may benefit
from linguistic approaches to query understanding
and decomposition (Campos et al., 2012).

Beyond common formulations of timexes, this
is a challenging problem in two regards. As we
have already explained, certain forms of tempo-
ral expression are not recognised by existing tools.
Also, event-related queries (e.g., “stock market re-
action to michael jackson’s death”) signify tempo-
ral intent but may not contain any temporal expres-
sions at all. While the second class is not covered
here, we do address the first.

We are interested in the proportion of tempo-
ral intent search queries that can be captured with
awareness of named temporal expressions. Our
method is to examine existing records of text ques-
tions and search engine queries, similar to the ap-
proach of Nunes et al. (2008). We used 1200 000
randomly sampled query strings from the AOL
search log (Pass et al., 2006) as a corpus. This cor-
pus comprises 167 794 unique terse query strings.

We ran HeidelTime (Strotgen and Gertz, 2010)
over this corpus. We also computed the intersec-
tion of query texts with our mined named timexes.
Results are given in Table 3.

While temporal expressions in general are no-
tably frequent in the data, it can be seen that
only a relatively small proportion of queries con-
tain named temporal expressions (0.14%). Named
temporal expressions are not dominant in queries
from this corpus. Indeed, while the data suggests
that general temporal expressions are in the long
tail (as the proportion of timexes recognised in
unique queries is greater than that in all queries),
the inverse is true for named temporal expressions.
Examining the data, only a few variants of NTE
occur in the query log.

6 Temporal Expression Interpretation

Once one has recognised that a particular expres-
sion is used in a temporal sense, the next step is to
interpret the expression. This may entail anchor-
ing it to a calendar or other formal representation.

We consider the task of interpreting timexes
to the TimeML/TIMEX3 standard (Ferro et al.,
2005). This produces normalised values from
timexes, as shown below.

(1) January 2nd, 1980 — 1980-01-02
Summer 2012 — 2012-SU
now — PRESENT_REF



id expression interpretation

DATE_WEEK_WEEKNUM (DCT,

92

178
179
180

Autumn_Holiday
Liberation_Day
Republic_Day
Ferragosto

-1,

DATE_MONTH_DAY (DCT,
DATE_MONTH_DAY (DCT,

Monday , TO_MONTH ("September"))

DATE_MONTH_DAY (DCT, TO_MONTH ("April"™), TO_DAY ("25"))
TO_MONTH ("June") ,
TO_MONTH ("August "),

TO_DAY ("2"))
TO_DAY ("15"))

Figure 5: Example named timex rules in TIMEN

Discovering such interpretations is a difficult
task. For example, based on text, it is difficult
to automatically learn or infer the link between
“New Year’s Day” and 1! January, or the associ-
ations between north/south hemisphere and which
months fall in summer, especially given the cost of
temporal annotation and resulting scarcity of an-
notated resources. This often leaves the task of
developing such interpretations to human compu-
tation (Sabou et al., 2012). The closest computa-
tional method for solving this problem uses a more
flexible compositional approach to timex interpre-
tation (Angeli et al., 2012), though it is prone to
floundering and failing on completely new expres-
sions, such as named timexes.

As the named timexes mined from Wikipedia
were generally accompanied by a textual descrip-
tion of the time (e.g., as in Figure 3), we used these
descriptions to work out how to interpret the ex-
pression. We created a custom parser that worked
well with the majority of uncurated, natural lan-
guage descriptions of named timex dates. Having
gathered information from Wikipedia, we then en-
coded it as rules in a popular timex interpretation
system, TIMEN (Llorens et al., 2012a).

TIMEN operates using expression capture rules
over a language-specific knowledge base that con-
tains information on temporal primitives such as
weekday and month names. Rules chosen for nor-
malisation are those that match the timex’s pattern,
in order of priority, highest first. If a rule has con-
ditions, it can only be applied if the timex satis-
fies them. Matched rules operate on a priority and
constraint-satisfaction basis.

The rules in TIMEN allow the linking of
contextual temporal information not explicit in
the expression (such as document creation year)
with time information in the expression. This
expression-based information is often qualitative
(i.e., text), and so TIMEN also includes rules for
rendering it quantitative. For example, there are
built-in functions that convert language-specific
terms such as Monday, lunes or the second into
quantitative offsets that operate over an internal
knowledge base provided for that language. The
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Corpus TIMEN Augmented ER
TempEval-3  69.6% 69.8% 0.7%
TimenEval 68.0% 69.4% 4.3%

Table 4: Timex interpretation accuracy with and without rules
mined from Wikipedia. ER is Error Reduction

result is a numeric representation of the tempo-
ral expression. This representation can be under-
specified. For example, in the scope of NTEs, of-
ten the year is not mentioned, as it is document-
dependent. As a result, the TIMEN rules for han-
dling NTEs often do not declare any information
about years, leaving this to TIMEN’s management
of reference time (Reichenbach, 1947).

Example rules for NTEs are shown in Figure 5.
In total, we successfully extracted interpretation
rules for 298 of the previously-identified named
timexes (70.3% of the NTEs in our inventory).

To evaluate this approach, we did timex in-
terpretation only, using reference annotations of
timex bounds. We ran the standard and aug-
mented TIMEN over recent existing corpora
(the TempEval-3 corpus and the TIMEN test
data);results are in Table 4. The additional rules
improved TIMEN’s ability to interpret named
timexes. The error reduction figures demonstrate
that improvements can be achieved by accounting
for these timexes.

Note the small improvement over the small
TempEval-3 corpus (0.7%); upon examination, we
found that this newswire corpus’ content not only
contained few named timexes, but in fact seemed
to take pains to avoid mentioning festivals, possi-
bly as part of areligious journalist guidelines.

In any event, the indication is that newswire is
a poor genre for the evaluation of timex annota-
tion systems, due to its limited forms of expres-
sion. The TimenEval corpus was designed to be
difficult to process, and it is over this data that we
see the greatest improvement. The real contribu-
tion here is increasing the range of expressions that
can be recognised and interpreted.



7 Discussion

While recognising and interpreting named timexes
is useful in many scenarios, and while it is possible
to perform this task automatically, we encountered
some interesting problems during our work.

Spatial Variations: Many expressions are in-
terpreted differently depending on the locale. For
example, Labor Day is May 1 in much of the
world, but is the first Monday in May in parts
of Australia (Queensland and the Northern Ter-
ritories) and the first Monday in September in
the USA. While TIMEN can process variations in
named timex interpretation over time (e.g., Wash-
ington Day is February 22 until 1971, after which
it falls on the third Monday in February), this
locale-based information is not always available
and is not considered for the interpretation task.
This may be possible as a future extension: sepa-
rate modules can assess the origin or subject locale
of the input text (based on, e.g., newswire lead-in,
spelling variation, or location mentions, the last of
which also requires spatial grounding or entity dis-
ambiguation) and pass this region information to
rules for normalising, e.g., Summer.

Easter: Easter is difficult to interpret.” Its time
is based on locale, year, which equinox is to be
used (astronomical vs. religious), and many other
factors. Also, many other named timexes depend
on Easter, such as Pentecost, Lent, and Pancake
Day. Being able to use Easter as an offset in
date calculus will improve the coverage of named
timex interpretation. The liturgical origins of the
named timexes associated with the date provide
some indication of the frequency of texts associ-
ated with named temporal expressions.

Multiple Calendars: Not all named timexes
can be calculated with one calendar. When build-
ing interpretation rules, demand for, e.g., lu-
nar, astronomical, and Hebrew calendars emerges
quickly. Even conventional dates require different
calendars when one goes far back enough. A com-
prehensive timex interpretation tool must account
for multiple calendars (Urgun et al., 2007).

Forms of Expression: Finally, diversity of ex-
pression may impair named timex recognition.
The NTE Martin Luther King day, for example,
may also be expressed as MLK day. In a suffi-
ciently long text, one may use co-reference res-
olution to link and resolve the two. A statistical

2See https://en.wikipedia.org/wiki/Computus
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approach like our named timex recogniser (Sec-
tion 4.3) may help here.

8 Conclusion

In this paper, we have introduced a new class of
entities: named temporal expressions. These are
hard to deal with because they do not resemble
conventional temporal expressions, they can be
expressed in a wide range of ways, they occur in-
frequently, and they cannot readily be interpreted
to calendar dates.

8.1 Summary

We developed an approach for automatically ex-
tracting these named temporal expressions from
Wikipedia, and we developed a named temporal
expression corpus using linked data. This then
helped train classifiers for automatically recognis-
ing (and thus discovering) named temporal expres-
sions, with reasonable success (64.7% F1 mea-
sure). We also extracted interpretation rules for
these expressions, allowing them to be converted
to calendar dates, and used these to extend an
existing state-of-the-art system. This augmented
system had improved performance on existing
temporally-annotated corpora.

8.2 Resources

The mined expressions and the annotated sen-
tences extracted from Gigaword are made avail-
able via an author’s website.> Further, the TIMEN
rules for normalising named timexes are also re-
leased, to be included in TIMEN.

8.3 Future Work

Building basic approaches to timex normalisation
is no longer an interesting or useful task. Multi-
ple actively-maintained, state-of-the art tools ad-
dress this problem, achieving good performance.
However, as with many natural language process-
ing problems, diminishing returns are being seen
in the field. Therefore, next efforts must address
the temporal expressions that we cannot yet al-
ready detect and interpret.

It is of interest to consider the automatic extrac-
tion of named timex resolution rules, perhaps us-
ing the most important timexes (Strotgen et al.,
2012) from articles describing the correspond-
ing occasion. It is also relevant to merge our
named timex corpus with existing timex corpora

3See http://derczynski.com/sheffield/



(e.g. Derczynski et al. (2012)), after annotating the
conventional timexes in our named timex training
data. Such a corpus could be extended by extract-
ing sentences that cite the Wikipedia or DBpedia
entries corresponding to named timexes. Evalua-
tion against such a resource is less likely to over-
report the variety of expressions recognised by
timex annotation systems, and can provide a solid
base for future wide-coverage approaches to tem-
poral expression recognition.

Decomposing the complex temporal annotation
task so that it can be reliably crowdsourced would
enable the construction of more resources. Us-
ing human computation like this is also likely to
be useful in named timex sense disambiguation
and interpretation, making it a promising source
of more and better data.
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Abstract

Current approaches to document-level
sentiment analysis rely on local informa-
tion, e.g., the words within the given doc-
ument. We try to achieve better perfor-
mance by incorporating global context of
the sentiment target (e.g., a movie or a
product). We assume that sentiment la-
bels of reviews about the same target are
often consistent in some way. We model
this consistency by Dirichlet distribution
over sentiment labels and use it together
with Maximum entropy classifier to gain
significant improvement. This unsuper-
vised extension increases the classification
F-measure by almost 3% absolute on both
Czech and English movie review datasets
and outperforms the current state of the
art.

1 Introduction

Sentiment analysis on the document level has been
one of the most targeted research topic in the past
decade (Liu and Zhang, 2012). Given a document
(e.g. areview, a blog post, or a tweet), the goal
is to automatically obtain its sentiment which is
mostly considered as a binary value (positive and
negative) or is more granular (e.g. positive, neg-
ative, and neutral or a number on the pre-defined
scale).

Since the pioneering research by Pang et al.
(2002), movie reviews have represented a very
popular domain for evaluating sentiment analy-
sis systems, mainly because of abundance of la-
beled data from existing on-line movie databases. !

'One might argue that if movie or product databases al-
ready contain reviews labeled with e.g. number of stars, it
is useless to try to estimate it automatically; however, not all
databases are alike, e.g., the Polish movie database has no
such star rating and contains only pure text reviews.
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Large datasets are crucial for employing machine
learning approaches.

Both approaches to sentiment analysis (machine
learning-based and vocabulary-based) attempt to
estimate the polarity of the document taking into
account only its content (e.g. words, morphology
patterns, syntax, and other features). Other exter-
nal information, such as the sentiment target, the
author, and others, are mostly ignored in the po-
larity estimation step. This means that the distri-
bution of sentiment for each target is considered as
random.

We assume that sentiment labels for each tar-
get are not independent of each other. This means
that given a movie with the majority of positive
reviews, there is a chance that the next unknown
review will be positive as well. We model this as-
sumption as a Dirichlet distribution over sentiment
labels for each target. In summary, our approach
to sentiment analysis consists of two steps. In the
first step, we employ a supervised Maximum en-
tropy classifier in order to estimate sentiment la-
bel probabilities for each review. In the second
(unsupervised) step, these labels are iteratively up-
dated using Gibbs sampling in order to maximize
the probability of sentiments of each target.’

A big challenge in the sentiment analysis task
are non-mainstream languages,> mostly because
of the lack of precise polarity lexicons, annotated
datasets, and other resources. Morphologically
rich languages may also require different treat-
ment than English, because of their rich vocabu-
lary. Therefore, we report our result on two movie
review datasets in two languages — the English
IMDB and Czech CSFD datasets.

>Through the rest of the paper, we will use farget and
movie interchangeably.

*Majority of research in sentiment analysis focuses on En-
glish or Chinese.

Proceedings of Recent Advances in Natural Language Processing, pages 122—128,
Hissar, Bulgaria, 7-13 September 2013.



2 Related work

An up-to-date survey of the entire sentiment ana-
lysis field can be found in (Liu and Zhang, 2012).
Recently, there has been a shift to semi-supervised
or unsupervised methods. Many of them build
on graphical models, mostly adapting the topic
model idea from LDA (Blei et al., 2003), such
as Joint ST (Lin and He, 2009), ARO (Zhang et
al., 2011), Twofold-LDA (Burns et al., 2011), NB-
LDA (Zhang et al., 2013), ME-LDA (Zhao et al.,
2012), and others (Li et al., 2010; Maas et al.,
2011). Most of these approaches try to identify
the polarity of words on the first place. Further-
more, they treat each document or target entity
separately in the sentiment identification phase.
The global context of documents is taken into ac-
count in cases where sentiment is conditioned on
the user or topics. Some of these approaches still
require a seed of sentiment-bearing words, how-
ever, they do not require large sets of labeled data
as in supervised machine learning approaches (Liu
and Zhang, 2012).

In Czech, sentiment analysis has gained atten-
tion only very recently. In their first attempt, Stein-
berger et al. (2011) used machine translation and
vocabulary triangulation to obtain the Czech sen-
timent lexicon for entity-level analysis. They re-
ported results on the news domain. Veselovskd
(2012) tested Naive Bayes classifier on two small
sentence-level corpora that were manually anno-
tated; however, the results were described only as
preliminary by the author. Habernal et al. (2013)
created three large labeled corpora (10k, 90k, and
130k reviews/posts) and tested various preprocess-
ing techniques suitable for Czech, as well as var-
ious features and classifiers. They further em-
ployed semantic spaces as a mean for reducing
data sparsity in morphologically rich languages
(Habernal and Brychcin, 2013) and achieved state-
of-the-art performance in Czech.

Although an exhaustive amount of research is
devoted to semi-supervised methods, to the best of
our knowledge, no related work tried to combine a
supervised approach to document-level sentiment
analysis with modeling dependencies of sentiment
according to their targets in an unsupervised man-
ner.

3 Baseline

Let the data are divided into M review targets,
where each target contains N, reviews. In the
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following text, we will use 7T,,,, for denoting the
review at the position n in the m-th target.

As a baseline we used the Maximum entropy
classifier (Berger et al., 1996)

1

ME _ _
P (Smn = s|Tmn) = 7o)

I

i fi (Trmmn,s
He i fi(Tmn )7
=1

)
where s is a sentiment label (a member from a fi-
nite set &) for a review, T}, is our knowledge
about review (the review itself at n-th position in
m-th target), f; (Tinun,s) is an i-th feature func-
tion, \; is corresponding weight and Z(7,,,,,) is a
normalization factor. For estimating parameters of
Maximum entropy model we used limited mem-
ory BFGS (L-BFGS) method (Nocedal, 1980).

In the baseline classifier, we rely on two kinds
of binary features, namely the presence of word
unigrams and bigrams in the review text (the same
baseline that was used in (Habernal et al., 2013)).
This model is denoted as ME in following text.

We also extend the feature set by presence
of word clusters (derived from semantic spaces)
in the same way as in (Habernal and Brychcin,
2013). We refer to this model as ME+sspace.

4 Global context extension

Our idea is that the final label decision would take
into account both the score from Maximum en-
tropy classifier as well as the likelihood of appro-
priate sentiment label in whole context of a review
target (global context). Each sentiment label clas-
sification S, on each position n affects the prob-
ability of the sentiment labels of all other reviews
in target T',,,. The selection of the most probable
sequence of sentiment labels leads to exponential
complexity.

We provide approximation of this problem by
Gibbs sampling in the generative model defined
bellow. The complete overview of our approach is
depicted in Figure 1. The generative process for
sentiment labels sequence is as follows:

1. For each target T';, € T sample a distribu-
tion 0,, ~ Dirichlet () over all sentiment
labels s € &, where « is a vector of hyper-
parameters of Dirichlet distribution.

For each review T,,,,, € T',,, where 1 < n <
N,, sample a sentiment label .S,,,, according
to
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Figure 1: Diagram describing our sentiment model.
review 1T,,,,, given all other labels assignments to
(®) all other reviews in appropriate review target 1°,,,.
S . . .. . .
g O’ PME (Spn = 8| Ton) @) Gibbs sampling of the Dirichlet-multinomial
mn ™ ; ) . . . .
3 9%) PME (S = i|T) distribution, already derlved.for.LDA by Griffiths
€6 and Steyvers (2004), results in simple formula
where QS) is the probability of sentiment la-

bel s in target T',,, and PME (s5|T},,) is the
label probability of the current review given
by Maximum entropy model. The probability
distribution, from which the labels S,,,,, are
sampled, is given by probability 97(5) rescaled
by the score from Maximum entropy classi-
fier.

D@

Figure 2: Plate notation representing our senti-
ment model. ME circle means the output from
Maximum entropy classifier.

Nm

M

Plate representation of our generative model is
shown in figure 2.

The Gibbs sampler needs to compute
P (Spn|S-mns Tmn, @), the probability of a
sentiment label .S,,, that is being assigned to a
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P (Smn = $|S-mn, @)

(s)
_ gng;m xe® O
Cinn +
€6

where S_,,,,, means all sentiment labels except the
one at position n in m-th review target. The c(;?nn
denotes the number of times that the sentiment la-
bel s was assigned to the review in m-th target ex-
cept the position n.

We use Maximum entropy classifier to rescale
these probabilities. Final formula for sampling
sentiment labels combines the information from
particular review as well as contextual information
about other reviews in appropriate review target

P(Smn = S|S—\mn7Tmnaa)

(C&‘S'r)nn + as> PME (s|Tomn)
D (C(i)
€6

x (c(s)

" ai) PME (4| T;0)

-mn “)

+ a5> PME (8| Tmn)-
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Figure 3: Histogram of reviews per target on
CSFD dataset. Frequency (y axis) means how
many targets have the given number of reviews (z
axis).

5 Datasets

We perform our experiments on two datasets in the
movie review domain. An English dataset from
the Internet Movie Database (IMDB), provided by
(Maas et al., 2011), contains 25k training and 25k
test examples labeled with either positive or neg-
ative sentiment. There are also another 50k addi-
tional unlabeled reviews. All reviews are accom-
panied with their corresponding movies’ URLs.

A Czech dataset from the Czech Movie
Database (CSFD), provided by (Habernal et al.,
2013), consists of ~ 90k reviews equally split into
positive, negative, and neutral ones. As the pro-
vided dataset did not contain information about the
target movies, we tried to match the reviews and
movies automatically. Unfortunately, in few cases
we were not able to find the appropriate movie
given the review, thus the resulting dataset slightly
differs from the one from (Habernal et al., 2013).
However, we report all results on the new dataset
(where the reviews are paired with their movies)
and also provide it for any further research.*

5.1 Data statistics

Figures 3 and 4 display statistics for the CSFD
and IMDB test datasets, respectively, in terms of
the frequency of targets with a particular number
of reviews. In both datasets, the overall trend is
that most of the movies have 1-10 reviews. The
mean is 8.6 reviews per movie in CSFD and 7.0 in
IMDB, respectively. The reason of the large peak

*http://liks.fav.zcu.cz/sentiment
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Figure 4: Histogram of reviews per target on
IMDB test dataset.

at 30 in IMDB is the restriction of maximum re-
views per movie to 30 by Maas et al. (2011).

To support our idea of some consistency in sen-
timent related to one target, we captured the per-
centage of the major sentiment label for each tar-
get, as shown in Figure 5. Each ‘bin’ on the Y
axis deals with targets having a certain number of
reviews, i.e., 1-10, 11-20, etc. For each bin, we
compute the ratio of the major sentiment (i.e., if
a movie has 7 positive, 2 neutral, and 1 negative
review, the ratio is 0.7) and plot it as a probabil-
ity distribution. It actually corresponds to consis-
tency of reviews per target. Obviously, for targets
with 1-5 or 1-10 reviews (the first Y axis bin),
the graph is skewed towards 1.0. This is caused
by targets with only a single review, thus the prob-
ability of major sentiment for these targets is al-
ways 1.0. With increasing number of reviews per
target, the sentiment becomes a mixture where the
prevalence of the major sentiment declines, yet it
remains dominant (as can be seen in Figure 5).

Note that we show these statistics only on test
data in the IMDB dataset, as our extension does
not involve the training data.

6 Results and discussion

We perform our experiments in 10-fold cross val-
idation manner on the CSFD dataset. For the
IMDB dataset, the training and test data are al-
ready separated.

In our experiment we used symmetric Dirich-
let distribution, which do not favor any sentiment
label over another. Results obtained by 100 it-
erations of Gibbs sampling and hyper-parameters
as = 0.0001 are shown in Table 1.



Significance of major sentiment
Significance of major sentiment

(a) CSFD

(b) IMDB

Figure 5: Proportionality of major sentiments for various numbers of reviews per target.

model \ dataset | CSFD IMDB
(Maas et al., 2011) 88.89
(Habernal and Brychcein, 2013) | 78.92 89.46
(Trivedi and Eisenstein, 2013) 91.36
ME baseline | 77.58 89.34
ME + sspace | 78.72 (+1.14) 89.46 (+0.12)
ME + Dir | 80.57 (+2.99) 92.09 (+2.75)
ME + sspace + Dir | 81.53 (+3.95) 92.24 (+2.90)

95% confidence interval for CZ = +0.3.
95% confidence interval for EN = +0.4.

Table 1: F-measure achieved on both datasets. The improvements are measured against baseline. Note
that improvement given by semantic spaces extension on English dataset is not statistically significant.
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We also experimented with the number of itera-
tions needed for sufficient inference (Figure 6) and
concluded that 100 iterations is far enough. Note
that the improvements in Figures 6 and 7 are al-
ways taken against the same model without global
context, i.e. ME+sspace+Dir is compared to the
ME+sspace, not to the ME.

ME (cz) ——
0.032 I ME+sspace (cz) ---%--- ]
g ME (en) ---%---
|V|E+SSpace en) - e
5 0.03 [ ( )
>
e
o SV ELY
E e
= 0.028 R
5
0
8 0.026 .
E
w 1174
0.024 ¥ .
* sl L | T
1 10 100 1000

Number of iterations

Figure 6: Improvement in F-measure depending
on number of iterations of Gibbs sampling.

The selection of appropriate hyper-parameters
of Dirichlet distribution can be important for such
a task. The improvements in F-measure depend-
ing on different ag are shown in figure 7. Lower
a; achieves higher improvement in performance.
With lower «, the Dirichlet distribution is sharper
and also the more consistent the review labels are
expected to be in average.

We suppose this is caused mainly by the fact
that many review targets have only one review
(100% consistency). See Figures 3 and 4 for de-
tailed statistics on datasets. Thus the global con-
text should help in widely reviewed targets. In
cases where the target has only one review, our
extension has no effect on the final sentiment label
(the label is only determined by Maximum entropy
classifier).

7 Summary

7.1 Future work

In future work we would like to investigate an-
other combinations of document level information
together with global context information. We ex-
pect that linear interpolation with weights tuned on
held-out data would be an efficient combination of
such sources of information.
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Figure 7: Improvement in F-measure depending
on the parameter of Dirichlet distribution.

Another interesting idea is to use Dirichlet dis-
tribution with different hyper-parameters for tar-
gets with different number of reviews, as the
Dirichlet distribution is supposed to have differ-
ent shape for sparsely reviewed targets, compared
to the targets with many reviews.

7.2 Conclusion

In this work we investigated global target context
as a new source of information for sentiment ana-
lysis. We placed the Dirichlet distribution on sen-
timent labels belonging to the same review target.
We combined the global target context informa-
tion together with the document level classifica-
tion (Maximum entropy classifier) and used Gibbs
sampling for inference the sentiment labels. Our
extension satisfies the unsupervised fashion and
significantly improves classification F-measure by
almost 3% which yields new state-of-the-art re-
sults.
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Abstract

In this paper, we present an agglomera-
tive hierarchical clustering algorithm for
labelling morphs. The algorithm aims
to capture allomorphs and homophonous
morphemes for a deeper analysis of seg-
mentation results of a morphological seg-
mentation system. Most morphological
segmentation systems focus only on seg-
mentation rather than labelling morphs ac-
cording to their roles in words, i.e. inflec-
tional (cases, tenses etc.) vs. derivational.
Nevertheless, it is helpful to have a better
understanding of the roles of morphs in a
word to be able to judge the grammatical
function of that word in a sentence; i.e. the
syntactic category. We believe that a good
morph labelling system can also help part-
of-speech tagging. The proposed cluster-
ing algorithm can capture allomorphs in
Turkish successfully. We obtain a recall
of 86.34% for Turkish and 84.79% for En-
glish.

1 Introduction

Most  morphological segmentation systems
(Creutz and Lagus (2002; Creutz and Lagus
(2004; Goldsmith (2001)) perform only the
segmentation of words and do not label morphs
according to how they function in a word. As
a rule, some morphemes function as inflective,
whereas some morphemes function as derivative.
However, we do not aim to distinguish inflection
or derivation within a word, but we aim to dis-
tinguish between various types of morphs which
are either inflective or derivative, e.g. allomorphs,
homophonous morphemes. Labelling morphs not
only helps with analysing the segmentation of a
word, but can also help other natural language
problems, i.e. part-of-speech tagging.

The main purpose of this paper is to serve as
a post-processing tool to label morphs that have
been discovered by a morphological segmenta-
tion system. Our main aim is directed towards
the Morpho Challenge competition (Mikko Ku-
rimo (2011)), which provides a platform to com-
pare participant morphological segmentation sys-
tems. In Morpho Challenge, morph labels in a seg-
mented word and the respective morph labels in its
gold standard are compared.

Example 1.1 For example, the gold standard
analyses of ‘arrangements’ and ‘standardizes’ in
Morpho Challenge are given as:

arrange V. ment_s +PL
standard A ize_s +35G

arrangements
standardizes

Although in both analyses -s occurs, their la-
bels are different; +PL (plural) and +3SG (third
person singular).

There is not much work done in morpheme la-
belling. Spiegler (Spiegler, 2011) presents two
algorithms for morpheme labelling: one of them
learns morpheme labels once morphological seg-
mentation is completed and the other finds mor-
pheme labels during morphological segmenta-
tion. Both algorithms work in a supervised set-
ting in which ground truth morphemes are pro-
vided. Bernhard (Bernhard, 2008) suggests an-
other morpheme labelling algorithm which labels
morphemes as a stem, suffix, base, or prefix.
Therefore, the proposed labelling method does not
consider any allomorphs or homophonous mor-
phemes.

The paper is organised as follows: section 2
gives the intuition behind this work, section 3 de-
scribes our clustering algorithm, section 4 presents
our experiment results, and finally section 5 and
section 6 conclude the paper with a discussion on
the obtained results.
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2 Intuition

Most morphological segmentation algorithms
consider only segmenting words into its morphs
and ignore labelling morphs. However, morph
labels are not only useful for other NLP prob-
lems (e.g. PoS tagging), but also they give a bet-
ter understanding on the morphological analysis
of words. There are different types of morphs
having different grammatical functions. The al-
gorithm presented in this paper aims to group
morphs according to their functions within a word.
This grouping is accomplished by considering
two types of distinction among morphemes: allo-
morphs and homophonous morphemes.

2.1 Allomorphs

Morphs may differ in shape but still can carry out
the same function in words, such as the plural mor-
pheme -s and -ies in English. Allomorphs are also
seen quite often in some languages where vowel
harmony! takes place, such as in Turkish, Hungar-
ian, Finnish, etc. Some examples in Turkish are
given below:

The plural form (i.e. -lar, -ler): e.g. elmalar
(apples), evler (houses).

The possessive case (i.e. -in, -un, -iin):
e.g. Ali'nin (Ali’s), Banu’nun (Banu’s),
Ustiin’iin (Ustiin’s).

The present tense (i.e. -ar -ir): e.g. yapar
(he does), gelir (he comes).

The prepositional case (i.e. -de, -da): e.g.
evde (at home), okulda (in the school).

Vowel harmony is not the only phonological
change which causes allomorphs in Turkish. Fur-
thermore, morphs that are attached to an unvoiced
consonant ending word are also harmonised and
the first morph letters become also an unvoiced
consonant (i.e. p, ¢, t, k, s, §, and h):

e The ablative case (i.e. -den, -ten): e.g.
iilkeden (from the country), sepetten (from
the basket).

e The locative case (i.e. -de, -te): e.g. sehirde
(in the city), kentte (in the town).

"Vowel harmony involves rules on vowels that follow each
other within a word.
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e The third person singular (i.e. -dir, -tir): e.g.
nefistir (it is delicious), zekidir (she is clever).

Due to vowel and consonant harmonies, Turkish
comprises of many examples of morphs that have
the same function but that are phonological vari-
ants of each other. It would be beneficial to group
the allomorphs in the same cluster by assigning the
same morpheme label as described before.

2.2 Homophonous morphemes

In contrast to allomorphs, some morphemes might
sound the same phonetically; however, they might
function differently. These morphemes are called
homophonous morphemes (i.e. homophones).
Homophonous morphemes belong to different
clusters, due to the difference in their meanings.
Some examples of homophonous morphemes in
Turkish are given below:

o kalemi: -i might correspond to either an ac-
cusative form (e.g. his/her pen) or a posses-
sive form (e.g. give me the pen) which can be
determined from the context.

e yapin and kapimn: -in corresponds to an im-
perative form in the first example, whereas it
corresponds to a possessive form in the latter.

e geliyorlar and yataklar: -lar corresponds
to 3"% person plural in the first example,
whereas it corresponds to plural in the latter.

Although homophonous morphemes do not oc-
cur as often as allomorphs, it is crucial to deter-
mine homophony in order to be able to distin-
guish morphemes which have different functions
and thereby meanings. Homophonous morphemes
should be grouped in different clusters; however,
allomorphs should be grouped in the same cluster.

3 The Algorithm for Clustering
Morphemes

For morph labelling, we propose a bottom-up ag-
glomerative hierarchical clustering algorithm in
which morphs showing functional similarities are
clustered together. The functional similarities of
the morphs are defined by a set of features as an
input to the algorithm. Therefore, a feature vector
is constructed to represent each morph by a feature
vector. Each feature vector consists of a sequence
of features which are given below:

e Current morph to be clustered.



Previous morph that precedes the current
morph in the analysis of the same word.

Following morph that follows the current
morph in the same word.

Stem of the word.
The last morph of the preceding word.
The last morph of the following word.

Morph position in the word (i.e. if the morph
comes just after the stem, then it is 0. If the
morph is the last morph of the word, then it
is 2, and if it is surrounded by other morphs,
this value is 1.)

Morph length in letters.

Example 3.1 In Turkish,
occurs in the analysed sentence “O+n+lar
ceza+lan+dir+u+acak+lar” (i.e. they will be
punished) has got the features given below:

the morph -1l that

o Current morph: -l

e Previous morph: -dir

Following morph: -acak

Stem of the word: ceza

The last morph of the preceding word: -lar

The last morph of the following word: -

e Morph position in the word: 1

o Morph length: 2

Constructing the feature vector of each morph
initially, morph are placed in distinct clusters. In
each iteration of the clustering algorithm, the two
clusters having the minimum distance are merged.
The distance between two clusters is measured by
Kullback-Leibler (KL) divergence through all fea-
tures in their feature vectors. Recall that KL di-
vergence is not a distance metric, since it is not
symmetric:

KL | )= Spliiog”)

KL divergence can be formed into a symmetric
measure D(p || ¢) as follows:

D(pllq)=KL(p| g + KL(q | p) (2)

131

Figure 1: Average linkage clustering.

We use average linkage clustering, an in-
stance of agglomerative clustering, for clustering
morphs. In average linkage agglomerative cluster-
ing, the distance between two clusters is the aver-
age distance which is calculated through all pairs
of data points in the clusters (see Figure 1):

Ngr Ng

Z Z d(ﬁ', Si)

i=1j=1

1

where the total distance between two clusters R
and S with sizes Nr and Ng respectively is the
summation of distances between each data pair in
the clusters. The distance is normalised with the
number of pairs. The cluster pair having the mini-
mum distance is merged in each iteration.

In contrast to single-linkage and complete-
linkage clustering, average-linkage clustering
takes each data member into account; thereby
leads to a more realistic measurement.

Using average linkage clustering, each cluster is
defined by a feature vector which keeps all the in-
formation that comes from each morph in the clus-
ter. For example, the previous morph in a cluster
is a combination of all previous morphs that are
owned by each morph in the cluster. While quali-
tative features are combined, quantitative features,
such as morph position and morph length, are av-
eraged for the feature vector of the cluster. Hav-
ing a feature vector for each cluster, the similarity
between two clusters, ¢; and c¢9, is measured as
follows:

aD(CurMore, || CurMor.,)
BD(PreMore, || PreMore,)
dD(FolMore, || FolMore,)
~vD(Steme, || Stemc,)

wD(PreW More, || PreW More,)
kD(FolW More, || FolW More,)

Z|posc, — POSe, |

Sim(c1, c2)

+ 4+

“

yllene, — lenc,|



where CurMor., denotes the set of current
morphs PreMor., denotes the set of previous
morphs, FolMor., denotes the set of follow-
ing morphs, Stem., denotes the set of stems,
PreW Mor,, is the set of last morphs of previous
words and F'olW Mor,, is the set of last morphs
of following words in c; . In addition to the qualita-
tive features, quantitative features pos., and len,,
refer to the average position and the average length
of the morphs belonging to the cluster c;. Here,
the quantitative features (i.e. pos;,len,,) are sim-
ply subtracted to find the distance between them.
The weights of each feature are denoted by alpha,
6,6,, 7 K, x,and y.

Imagine that we have two clusters and let the
current morphs be: cl: {-i,-u} and c2: {-i,-ii}. In
order to compute D(CurMore, || CurMore,),
we use Equation 2 over each morph in the com-
bination of two sets; cl+c2: {-i,-u,-ii}. We ap-
ply add-n smoothing to eliminate counts having a
zero value in the vectors (e.g. the probability of -u
would be zero for ¢o otherwise).

The algorithm starts with N morphs, each be-
longing to a distinct cluster. In each iteration, the
two clusters with the minimum KL divergence are
merged until all the morphs are merged in one
cluster. The final cluster will be the root node in
the hierarchical tree.

4 Experiments & Results

We used the gold standard analyses of words in
Turkish and English for all of our experiments,
which are provided by the Morpho Challenge
(Mikko Kurimo, 2011). The word lists contain
552 English words and 783 Turkish words. Words
are segmented and the morphemes are labelled in
the gold standard, such that:

N PL
V  PAST

abacuses  abacus
abstained abstain

We modified the analyses manually, by replac-
ing morpheme labels with actual morphs, such as:

abacuses  abacus

abstained abstain

es
ed

As an input to the clustering algorithm, we ex-
tracted all morphs in the lists. The final lists con-
tain 567 morphs in English and 1749 morphs in
Turkish. We constructed the feature vectors of all
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Morphemes Words

-ism, -ion, heroism, deduction etc.

ed, -ing inserted,  roofed,  leaked,

’ arising, pulsing, rating etc.

-ness, -ity extensiveness, community,
earthiness etc.

-s townsman, yachts, yachtsman
etc.

-er baby-sitters, planners, match-
makers etc.

¢ humanities’, protestants’,

swimmers’, reductions’ etc.

Table 1: Some morph clusters in English.

morphs and applied the hierarchical clustering al-
gorithm as described before. Once the trees were
constructed, we cut the trees at different levels to
retrieve the final clusters. Some resulting clusters
in English are given in Table 1.

Since English is not a morphologically rich
language, no homophonous morphemes or allo-
morphs could be captured. The reason for this is
that morphs do not have sufficient contextual in-
formation. Nevertheless, morphs that show sim-
ilar functional properties (i.e. tenses, derivative
morphemes) are captured by the clustering algo-
rithm. For example, both -ism and -ion are deriva-
tive morphemes that make the word a noun; -ed
and -ing are inflectional morphemes that define the
tense of a verb and -ness and -ity are derivative
morphemes. There are many redundant clusters
that have only one type of morpheme, such as plu-
ral morpheme -s, possessive morpheme -s’ etc.

Experiments in Turkish provide a better under-
standing of what type of clusters are obtained from
the clustering algorithm. Some resulting clusters
in Turkish are given in Table 2. It is easier to
see from the results that a good number of allo-
morphs are captured in Turkish due to the widely
used vowel harmony. For example, allomorphs -i
and t; -dir and -dir, and -n1 and -ni are captured. In
addition to allomorphs, functionally similar mor-
phemes -a, -e, -i and -1, -in that refer to dative,
accusative and genitive case respectively are also
captured.

In order to evaluate our results, we again
replaced the morphs in the gold standard with the
obtained cluster labels, such that:



Morphemes Words
faturalarim, kongreleri,

-a, -e, -, 1, -in bilinmelerine,  bagisikligin,
magazalarina etc.

-dir, -dir almaktadwr,  ddeyeceklerdir,
deginilmelidir etc.

-let, -t isletecek, kuruturken,

uzatabilir etc.

basarisizigi, baslayisini, is-
teksizliginin etc.

-Iig, -lig, -yis

-ni, -ni, -ne, -na  birakabilecegini, yaka-
landigim, diizeylerine,

magazalarina etc.

Table 2: Some morph clusters in Turkish.

commutation  Cluster50  mutate +Cluster34
contradiction  contradict  +Cluster34
decoded Cluster5S0  code +Cluster43
knifed knife +Cluster43

Suffixes were inserted with a plus sign, whereas
the other morphs were inserted with their labels.
This provides a more comprehensive analysis on
affixes and non-affixes separately.

We applied the evaluation method that Morpho
Challenge (see Mikko Kurimo (2011)) follows.
In the Morpho Challenge evaluation method, seg-
mentations are evaluated through word pairs that
have common morphemes. For example, in order
to decide whether book-s is segmented correctly,
another word in the results having the morph -s is
found. Let’s imagine we find pen-s in the results to
make a word pair with book-s. In order to decide
whether book-s is segmented correctly, we find the
two words in the gold standard segmentations and
check whether they really share a common morph.
In that case, it does not matter whether the morphs
or morph labels are used.

We tested our algorithm with different combina-
tions of features. The results for Turkish by using
the features, previous morph, following morph,
current morph, stem and morph position are given
in Table 3. The results consist of 162 clusters. The
number of clusters is chosen in accordance with
the highest evaluation score obtained.

Here, two types of analyses are presented: non-
affixes and affixes. As mentioned above, the evalu-
ation with non-affixes considers only non-affixes;
whereas the evaluation with affixes considers the
rest of the morphemes (i.e. stems and prefixes).
Scores show that the algorithm is better at la-
belling suffixes than prefixes.

Non-affixes Affixes Total
Precision  84.53 62.14 68.02
Recall 77.62 28.40 42.86
F-measure 80.93 38.98 52.58

Table 3: Evaluation results according to 162 clus-
ters in Turkish by employing previous morph, fol-
lowing morph, current morph, stem and morph po-
sition as features.

Non-affixes Affixes Total
Precision 87.15 57.45 65.04
Recall 79.51 31.76 45.79
F-measure 83.15 40.91 53.74

Table 4: Evaluation results according to 162 clus-
ters in Turkish by employing previous morph, fol-
lowing morph, current morph, stem, morph posi-
tion and morph length as features.

Results from another experiment that employs
previous morph, following morph, current morph,
stem, morph position and morph length are given
in Table 4 for Turkish. The results are analysed ac-
cording to the same number of clusters in order to
investigate the impact of using different features.
Here we can observe that using morph length as a
feature improves the results.

The third experiment explores the impact of us-
ing the last morph of the previous word and the
following word. The results of the experiment
that uses previous morph, following morph, cur-
rent morph, stem, the last morph of the previous
word and the last morph of the following word are
given in Table 5 for Turkish. The results show that
using the last morph of the previous and follow-
ing word does not improve the scores, but reduces
contrarily.

All experiments that are presented above use
equal weights for the features. We carried out an-
other experiment by assigning weights to the fea-
tures according to their importance. We set the
weights manually, such that:

Sim(ci,c2) 0.3D(CurMore, || CurMore,)
0.2D(PreMor, || PreMore,)
0.2D(FolMore, || FolMore,)
0.2D(Steme, || Steme,)

0.1|posc, — pose,| )

+ 4+ + +

The results of the weighted clustering algo-



Non-affixes Affixes Total
Precision 87.93 46.95 61.06
Recall 73.05 12.03 29.96
F-measure 79.80 19.15 40.20

Table 5: Evaluation results according to 162 clus-
ters in Turkish by employing previous morph, fol-
lowing morph, current morph, stem, morph posi-
tion, the last morph of the previous word and fol-
lowing word as features.

Non-affixes Affixes Total

Precision 93.82 69.64 80.23

Recall 86.34 44.08 74.41

F-measure 89.92 53.98 77.21
Table 6: Evaluation results by employing

weighted features, which are previous morph, fol-
lowing morph, current morph, stem and morph po-
sition in Turkish.

rithm that employs the previous morph, following
morph, current morph, stem and morph position
are given in Table 6 for Turkish.

We also evaluated the algorithm for English
by employing previous morph, following morph,
current morph, stem, morph position and morph
length as features. We obtained the results accord-
ing to 100 clusters. The results are given in Ta-
ble 7. In the experiment, the features were also
weighted the same as the previous experiment.

5 Discussion

We tested the proposed clustering algorithm with
various combinations of features. It should be
noted that using previous and following morphs
in English is not very beneficial due to the simple
morphology of the language. However, we used
these two features because of a number of words
having more than one morph. Since Turkish is
richer in morphology compared to English, pre-
vious and following morphs are more beneficial in
clustering of Turkish morphs.

Another issue in Turkish morphology that needs
to be noted that is the ambiguity of morphs. Words
can be segmented in different ways depending on
the meaning of the word, which can be discov-
ered by looking at the context of the word. Hence,
it also makes sense to employ the context of a
morph in clustering. We employ the last morphs of
the previous and following words to make use of
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Non-affixes Affixes Total
Precision  95.60 90.72 92.93
Recall 84.79 34.46 70.59
F-measure 89.87 49.95 80.24

Table 7: Evaluation results according to 100 clus-
ters in English by weighting features, which are
previous morph, following morph, current morph,
stem, morph position, the last morph of the pre-
vious word and the last morph of the following
word.

the context in clustering. This makes a consider-
able amount of improvement in the results because
Turkish grammar has noun phrases, subject-verb
agreement etc.

In all experiments we manually assign weights
to the features. Weighting features improves re-
sults since the features are not equally important
in clustering. We leave the issue of estimating
weights to be explored in the future.

6 Conclusion & Future Work

In this paper, an agglomerative hierarchical clus-
tering algorithm is presented for labelling morphs.
The algorithm aims to capture allomorphs and ho-
mophonous morphemes for a deeper analysis of
morphological segmentation results. Most mor-
phological segmentation systems focus only on
segmentation, rather than labelling morphs. Nev-
ertheless, it is helpful to label morphs in order to
have an idea about the grammatical function of the
word in a sentence; i.e. the syntactic category. We
believe that a good morph labelling system will
help PoS tagging, as well.

The presented algorithm can find allomorphs in
Turkish by clustering them together. However, as
far as we could observe from the results, it cannot
show the same accuracy for homophonous mor-
phemes.

We aim to improve the proposed approach by
adopting mixture components for each morph la-
bel in a nonparametric Bayesian framework. We
aim to handle the sparsity in the data with a non-
parametric approach. Even with an infinite mix-
ture model, it is possible to make the number of
morph labels infinitely defined.
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Abstract

In this paper we look at a task in historical
linguistics and the study of language de-
velopment, namely that of identifying the
time when a text was written. The nov-
elty is that we evaluate our classifier and
our selected features on literary texts hav-
ing their action placed in the past and writ-
ten so as to give off the impression of the
respective epoch. We investigate several
types of features and ultimately go with a
very simple set of 10 features which very
accurately classifies the texts based on the
century they were actually written in. We
use random forests to obtain high perfor-
mance.

1 Introduction and Motivation

Determining the time when a document was writ-
ten is a task not only with implications in cul-
tural heritage but one which proves important to
many other domains such as historical and literary
criticism, diachronic linguistics, manuscript phy-
logeny and stemmatics, and the elaboration of crit-
ical theories about the author of the texts in ques-
tion. A more practical, coarser grained approach is
to classify according to the century in which a text
was written, approach that we take in this paper.
Within many instances of this task, disputes be-
tween linguists and historians appear. For ex-
ample, among the first texts written in Romania
there are four religious texts, Codicele Voronetean,
Psaltirea Scheiand, Psaltirea Voroneteand and
Psaltirea Hurmuzachi, for which the dating is dis-
puted between the 15" century (idea promoted by
historians such as Nicolae Iorga) and the end of the
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16" century (idea maintained by linguists such as
Rosetti) (Tagliavini, 1972). Often times, the texts
present characteristics of a translation, yet they are
not original translations but modern copies of lost
originals.

For Romanian, the 16" century represents the
beginning of Romanian writing. In (Dimitrescu,
1994, p. 13) the author states that the modern
Romanian vocabulary cannot be completely un-
derstood without a thorough study of the texts
written in this period, which should be consid-
ered the source of the literary language used to-
day. In the 17 century, some of the most im-
portant cultural events took place, such as the im-
provement of the education system and the es-
tablishing of several printing houses, and this led
to a new development of the Romanian language
(Dimitrescu, 1994, p.75). Then, in the 18" cen-
tury, a diversification of the philological interests
in Romania took place through writing the first
Romanian-Latin bilingual lexicons, the draft of the
first monolingual dictionary, the first Romanian
grammar, and the earliest translations from French
(Lupu, 1999, p. 29).

The transition to the Latin alphabet, which
was a significant cultural achievement, is com-
pleted in the 19" century. The Cyrillic alphabet
is maintained in Romanian writing until around
1850, afterwards being gradually replaced with
the Latin alphabet (Dimitrescu, 1994, p. 270).
The 19™ century is marked by the conflict (and
eventually the compromise) between etymologism
and phonetism in Romanian orthography. In
(Maiorescu, 1866) the author argues for applying
the phonetic principle and several reforms are en-
forced for this purpose. In the 20™ century, some
variations regarding the usage of diacritics in Ro-
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manian orthography are noticed.

In this paper we approach an interesting ver-
sion of the epoch disambiguation task, success-
fully disambiguating the century in which Roma-
nian novels with the action set in the past and
written so as to simulate the action’s epoch ap-
pear have been written in. We used novels of
Romanian writers Mihail Sadoveanu and Stefan
Agopian with the action developing in different
time periods between the 16th to the 20th century.
For training and evaluation we used a multitude of
texts written in either one of the 5 centuries.

2 Related Work

The influence of the temporal effects in automatic
document classification is analyzed in (Mourao et
al., 2008; Salles et al., 2010). The authors state
that a major challenge in building text classifi-
cation models may be the change which occurs
in the characteristics of the documents and their
classes over time (Mourao et al., 2008). There-
fore, in order to overcome the difficulties which
arise in automatic classification when dealing with
documents dating from different epochs, identify-
ing and accounting for document characteristics
changing over time (such as class frequency, rela-
tionships between terms and classes and the sim-
ilarity among classes over time (Mourdo et al.,
2008)) is essential and can lead to a more accurate
discrimination between classes.

Dalli and Wilks (2006) successfully apply a
method for classification of texts and documents
based on their predicted time of creation, prov-
ing that accounting for word frequencies and their
variation over time is accurate. Kumar et al.
(2012) argue as well for the capability of this
method, of using words alone, to determine the
epoch in which a text was written or the time pe-
riod a document refers to.

The effectiveness of using models for individual
partitions in a timeline with the purpose of predict-
ing probabilities over the timeline for new docu-
ments is investigated in (Kumar et al., 2011; Kan-
habua and Ngrvag, 2009). This approach, based
on the divergence between the language model of
the test document and those of the timeline par-
titions, was successfully employed in predicting
publication dates and in searching for web pages
and web documents.

In (de Jong et al., 2005) the authors raise the
problem of access to historical collections of doc-
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uments, which may be difficult due to the differ-
ent historical and modern variants of the text, the
less standardized spelling, words ambiguities and
other language changes. Thus, the linking of cur-
rent word forms with their historical equivalents
and accurate dating of texts can help reduce the
temporal effects in this regard.

Chambers (2012) states that applying times-
tamps to documents is, to some extent, similar to
topic classification, focusing on choosing a time
period instead of a topic, but also relating to tem-
poral words and phrases which describe the time
period to be determined and are often comprised
in the investigated documents. Therefore, he ar-
gues for the inclusion of these temporal expres-
sions into the learning system for automatic docu-
ment dating and proposes such a model which ob-
tains better results than previous generative mod-
els.

In (Mihalcea and Nastase, 2012) the authors in-
troduced the task of identifying changes in word
usage over time, disambiguating the epoch at
word-level.

Recently, Stajner and Zampieri (2013) used
stylistic features, such as lexical richness, to pre-
dict the century of historical Portuguese texts.

3 Approach

3.1 Datasets used

In order to investigate the diachronic changes and
variations in the Romanian lexicon over time, we
used a corpus containing texts ranging from the
16" to the 20" century, representing the five dif-
ferent stages in the evolution of the Romanian
language, as discussed in the introduction. We
used this corpus for feature selection, model train-
ing and evaluation, following the methodology de-
scribed in Section 3.2.

We used this model to classify 20" century nov-
els with action set in the past. The novels we used
are shown in Table 2 along with the century in
which the action takes place.

For preprocessing, we removed words that are
irrelevant for our investigation, such as dates and
numbers and non-textual annotations marked by
non alphanumeric characters. We performed basic
word segmentation, using whitespace and punctu-
ation marks as delimiters and we lower-cased all
words.



Century Title

Codicele Todorescu
Codicele Martian

Coresi, Evanghelia cu invatatura

Coresi, Lucrul apostolesc
16

Coresi, Targul evangheliilor

Coresi, Tetraevanghelul
Manuscrisul de la Ieud
Palia de la Oréstie
Psaltirea Hurmuzaki

Coresi, Psaltirea slavo-romana

The Bible

Miron Costin, Letopisetul Térii Moldovei

17

Miron Costin, De neamul moldovenilor

Grigore Ureche, Letopisetul Tarii Moldovei
Dosoftei, Viata si petreacerea sfintilor

Varlaam Motoc, Cazania

Varlaam Motoc, Rdspunsul impotriva Catehismului calvinesc

Antim Ivireanul, Opere

Axinte Uricariul, Letopisetul Tarii Romanesti si al Tarii Moldovei

18

Ioan Canta, Letopisetul Tarii Moldovei

Dimitrie Cantemir, Istoria ieroglifica
Dimitrie Eustatievici Bragsoveanul, Gramatica roméneascd
Ion Neculce, O samé de cuvinte

Mihai Eminescu, Opere, v. IX
Mihai Eminescu, Opere, v. X

19

Mihai Eminescu, Opere, v. XI

Mihai Eminescu, Opere, v. XII
Mihai Eminescu, Opere, v. XIII

Eugen Barbu, Groapa
20

Mircea Cartarescu, Orbitor

Marin Preda, Cel mai iubit dintre pimanteni

Table 1: Historical Romanian dataset, used for training and evaluation

3.2 Classifiers and features

The texts in the corpus (in Table 1) were split into
chunks of 500 sentences in order to increase the
number of sample entries and have a more robust
evaluation. A quarter of the chunks were held out
as a test set. On the training set, we experimented
with several intuitive engineered features based on
dictionaries, sentence length, stop word frequen-
cies, and on word endings, but the most effective
feature set turns out to be extremely simple.

We represented the texts using a simple bag-of-
words model, applying #f re-weighting, and per-
formed y? feature selection. The ten best features
turn out to classify both the training set and the
test set without error. The classifier used is a ran-
dom forest ensemble with 20 trees. The tree pa-

138

rameter max_features, the maximum number
of features to consider in a split, is left at the de-
fault value of \/a, where d = 10 is the number of
features. There is no need for further search since
the accuracy is perfect.

For comparison, a multinomial Naive Bayes
classifier on the same feature set obtains 90.1%
accuracy. To check whether the random forest ac-
tually learns to identify parts of the same docu-
ment, we trained the same model using the doc-
ument name as label. In this case, the accuracy
with which the system assigned to a chunk the
name of the document from which it was extracted
was only 72.1%. However, the misclassifications
happen mostly within century level. A chunk was
assigned to a document from the correct century



Author Title Century

Agopian Tobit 17
Sara 17
Tache de Catifea 19
Manualul Intamplirilor 19
Ziua Maniei 20

Sadoveanu Fratii Jderi 16
Neamul Soimaregtilor 17
Baltagul 19
Hanu Ancutei 19
Pauna Micd 20
Nicoard Potcoava 20

Table 2: Literary texts written in the 20 century used in our evaluation.

with 98.1% accuracy.

For understanding this phenomenon more
clearly, we plotted the mean and standard devia-
tion of each feature across the five centuries inves-
tigated in Figure 1.

The system was put together using the scikit-
learn machine learning library for Python, version
0.14 (Pedregosa et al., 2011).

4 Results

On the held-out test set, our system obtains a per-
fect accuracy of 100%, as discussed in Section 3.2.
We classified, using this system, the texts from Ta-
ble 2. Because the interest is at document level, we
did not split into chunks of 500 sentences, but be-
cause of #f normalization, this does not affect the
results.

We examined the confidence (estimated class
probability score) of the classification, which is
the average of the probabilities given by the 20
trees in the randomized forest. Classification is
very confident and places all texts in the century
when they were actually written in, namely the
20", From Agopian’s texts, only Ziua Maniei
is not classified with 100% confidence, getting a
5% chance of being from the 19" century. Mi-
hail Sadoveanu’s text Hanu Ancutei is also given a
5% confidence for the 19™ century, while Nicoard
Potcoavi gets 5% for the 18™ century, 10% for the
19 leaving still a high confidence of 85% for the
true class, 20" century.

5 Conclusions

Our results exhibit good performance. Despite the
fact that the problem is simple, overfitting is effec-
tively prevented by extreme feature selection and
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the features used promise to be useful in determin-
ing the period of some disputed writings from Ro-
manian literature. It is interesting to see that the
features contain pairs of old and new variants of
the same word (cari/ care, pre/ pe), as well as only
old variants of a word (amu for acum, derept for
drept), and are mostly functional words.

It is possible that a justification similar to the
one encountered in authorship attribution holds:
authors can try to mimic the lexicon of the cen-
tury where they are setting the action, and use rare,
loaded words that set the frame for readers. But by
counting very frequent functional words in tem-
poral variations, such as the 10 best features ex-
tracted by our pipeline, we can find the signal of
the contemporary language of the author, one dif-
ficult to fake.

In this paper we focused on temporal classifi-
cation which can be a first step in many applica-
tions such as building a system for automatically
translating between language stages. An interest-
ing next step would be to extend the study at a
lexical level and identify all forms of a word in or-
der to create a map of its historical development,
something also useful in the task mentioned above.
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Figure 1: Mean and standard deviation of the keyword frequencies (y axis) for the 16-20 centuries (x
axis). The translation of the feature words, from top to bottom and from left to right, are: old form of
now, (they) have, modern form of which, old form of which, of, old form of fair, old form of on, modern

form of on, reflexive form of the third person pronoun
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Abstract

In this paper we propose a method for
identifying cognates based on etymology
and etymons. We employ this approach to
evaluate the extent to which lexical simi-
larity can be used for automatic detection
of cognate pairs. We investigate some or-
thographic approaches widely used in this
research area and some original metrics as
well. We apply this procedure for Ro-
manian and its most closely related lan-
guages, French and Italian, but our method
is applicable to any languages.

1 Introduction and Related Work

Cognates are words in different languages having
the same etymology and a common ancestor. The
task of cognates identification is widely used in
historical and comparative linguistics, in the study
of languages relatedness (Chin et al, 2010), phy-
logenetic inference (Atkinson et al, 2005) and
in identifying how and to what extent languages
changed over time. Besides these research a-
reas, in which the genetic relationships between
words are extremely relevant, cognates have been
successfully used in other fields, such as lan-
guage acquisition, bilingual word recognition (Di-
jkstra et al, 2012), corpus linguistics (Simard et al,
1992), cross-lingual information retrieval (Buck-
ley et al, 1998) and machine translation (Knight et
al, 2003). In these domains, the term “cognates” is
usually used with a somewhat different meaning,
denoting words with high orthographic/phonetic
and cross-lingual meaning similarity, the condi-
tion of common etymology being left aside. Kon-
drak (2001) makes the distinction between the dif-
ferent interpretations of the notion and Inkpen et
al (2005) present the definition of “genetic cog-
nates”.

In this paper we focus on genetic relationships
between words and we use the term “cognates”
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in a broader meaning, counting as cognates the
word-etymon pairs as well. Our motivation is that
these pairs of words also share a common ances-
tor, thus complying with the cognates’ definition.
For example, the Romanian word campion (mea-
ning champion) has Italian etymology and the ety-
mon campione, which has Latin etymology and
the etymon campione(m). Thus, the Romanian
word campion and the Italian word campione are
cognates, as they share a common Latin ancestor.

The paper is organized as follows: we intro-
duce our approach to cognates identification in
Section 2. We describe the corpus used for our
research in Section 3. We present several ortho-
graphic approaches used for cognates identifica-
tion in Section 4. We evaluate these metrics and
analyse the results of our experiments in Section 5.
Finally, we draw some conclusion regarding our
research in Section 6.

2 Our Approach

We focus on the Romanian language and we inves-
tigate its cognate pairs with two other Romance
languages, French and Italian. We believe this
comparison is interesting for the following reason:
the two related languages differ significantly with
respect to their orthographic depth: the mapping
rules between graphemes and phonemes are more
complex for French, which has a deep orthogra-
phy, than for Italian, which has a highly phonemic
orthography.

We identify the etymologies and etymons of the
Romanian words using dexonline ' machine-rea-
dable dictionary, which is an aggregator for over
30 Romanian dictionaries. By parsing its defi-
nitions, we are able to automatically extract in-
formation regarding words’ etymologies and ety-
mons. The most frequently used pattern is shown
below.

Ihttp: //dexonline.ro
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<abbr class="abbrev"
title="limba language_name">
language_abbreviation </abbr>
<b> etymon </b>

As an example, we provide below an excerpt
from a dexonline entry which uses this pattern to
specify the etymology of the Romanian word capi-
tol (which means chapter). When more options
are possible for explaining a word’s etymology,
dexonline provides multiple etymologies. We ac-
count for all the given alternatives, enabling our
method to provide more accurate results. In our
example, the word capitol has double etymolo-
gy: Latin (with the etymon capitulum) and Italian
(with the etymon capitolo).

<b> CAPITOL </b>
<abbr class="abbrev"

title="limba italiana"> it. </abbr>
<b> capitolo </b>

<abbr class="abbrev"

title="limba latina"> lat. </abbr>

<b> capitulum </b>

After determining the etymologies of the Ro-
manian words, we translate in French all words
without French etymology and in Italian all words
without Italian etymology using Google Trans-
late . 'We consider cognate candidates pairs
formed of Romanian words and their translations.
Using French® and Italian* dictionaries, we ex-
tract etymology-related information for French
and Italian words. To identify cognates we com-
pare, for each pair of candidates, the etymolo-
gies and the etymons. If they match, we iden-
tify the words as being cognates. Our solu-
tion for addressing cognates identification answers
Swadesh’s question, as cited in (Campbell, 2003):
“Given a small collection of likely-looking cog-
nates, how can one definitely determine whether
they are really the residue of common origin and
not the workings of pure chance or some other fac-
tor?”, as we limit the analysis only to words that
share a common etymology, i.e. words that are
known to be related.

For example, for the Romanian word victorie,
dexonline reports Latin etymology and the etymon
victoria. Because this word does not have Itali-
an etymology, we assume it might have a cognate

2http ://translate.google.com
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pair in Italian. Consequently, we translate it in
Italian, obtaining the word vittoria. We consider
the words victorie and vittoria cognate candidates.
Using the Italian dictionary we identify, for this
word, Latin etymology and the etymon victoria.
We compare etymologies and etymons for the Ro-
manian word and its translation in Italian and, as
they match, having a common ancestor (Latin) and
the same etymon (victoria), we identify them as a
cognate pair.

3 The Corpus

We apply our method on a high-quality Romanian
corpus comprising of the transcription of the par-
liamentary debates held between 1996 and 2007
in the Romanian Parliament, recently proposed in
(Grozea, 2012). The sessions deal with a wide va-
riety of topics regarding the political, social and
economic fields. In this paper we decided to
run our experiments using words extracted from
a large corpus of transcribed spoken language, in
order to investigate the cognates that are most fre-
quently used in Romanian. This dataset covers
particular cases in the task of cognates identifi-
cation, such as cognates between which the de-
gree of orthographic similarity is low (for ex-
ample the Romanian word atotputernicie, which
means almightiness, and its French cognate pair
omnipotence, both sharing the Latin etymon om-
nipotentia) and vice versa, non-cognates that re-
semble one another (for example the Romanian
word mdndstire, meaning monastery and having
the Old Slavic etymon monastyrf, and its Italian
translation monastero, having the Latin etymon
monasteriu(m)).

Many words have undergone transformations
by the augmentation of language-specific diacri-
tics when entering a new language. From an or-
thographic perspective, the resemblance of words
is higher between words without diacritics than
between words with diacritics. For example, the
similarity seems lower for the Romanian word
amicitie (which means friendship) and its French
cognate pair amitié than for their corresponding
forms without diacritics, amicitie and amitie. For
this reason, we investigate the performances of the
orthographic approaches to the task of cognates
identification using two versions of the corpus:
with and without diacritics included.

For preprocessing this corpus, we removed
words that are irrelevant for our investigation, such



as dates and numbers and all the transcribers’ des-
criptions of the parliamentary sessions (such as
“The session began at 8:40.”), as we focus on the
spoken language. We performed word segmenta-
tion, using whitespace and punctuation marks as
delimiters, we lower-cased all words and we re-
moved stop words, using a list of Romanian stop
words provided by Apache Lucene > text search
engine library . We lemmatized the words using
dexonline, which provides information regarding
the words’ inflected forms and enables us to cor-
rectly identify lemmas where no part-of-speech or
semantic ambiguities arise (in this case we con-
sider the first occurred lemma).

4 Orthographic Approaches

Various word distances have been used in the task
of string similarity computation. They have been
applied in many different research areas, besides
cognates identification, such as sentence align-
ment (Brew and McKelvie, 1996), record link-
age (Jaro, 1989), stemming (Dalbelo and Sna-
jder, 2009) and bioinformatics (Dinu and Sgarro,
2006). In (Kondrak, 2001) some of the most
widely used measures are analysed, and their flaws
and the differences between them are emphasized.

The approaches used to evaluate cognate pairs
are divided in two groups: phonetic and ortho-
graphic. The orthographic approaches are usu-
ally used in corpus linguistics (Kondrak, 2001).
We employ our method of identifying cognates to
evaluate the extent to which lexical similarity can
be used for automatic detection of cognates. We
investigate some orthographic approaches widely
used in this research area and some original me-
trics as well.

In (Inkpen et al, 2005) several orthographic
similarity measures are used for the classification
of pairs of words as cognates or false friends. For
our investigation we chose some of the distances
used in this paper, another distance that was suc-
cessfully employed for record linkage and also an
original metric in the field of cognates identifica-
tion, rank distance.

e Levenshtein distance (Levenshtein, 1965),
also named the edit distance, counts the mini-
mum number of operations (insertion, dele-
tion and substitution) required to transform
one string into another. We use a normalized
Levenshtein distance computed as:

5http ://lucene.apache.org
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EDIT(w;, w;) = —22Wws)
maz(|wil, [w;|)

where LD(w;,w;) is the Levenshtein dis-
tance for words w; and wy.

E.g. A(langue,lingua) = % =0.33

Rank distance (Dinu and Dinu, 2005) is used
to measure the similarity between two rank
lists. A ranking of a set of n objects can
be represented as a permutation of the inte-
gers 1,2,...,n. S is a set of ranking results.
o € S. o(i) represents the rank of object i
in the ranking result o. The rank distance is
computed as:

RD(o,7) = 3 lo(i) — 7(0)

The ranks of the elements are given from bot-
tom up, i.e. from n to 1, in a Borda order.
The elements which do not occur in one of
the rankings receive the rank 0. To extend the
rank distance to strings, we index each oc-
curence of a given letter a with a, where k
is the number of its previous occurences, and
then compute the rank distance for the new
indexed strings which become in this situa-
tion rankings. In order to normalize it, we
divide the obtained value by the maximum
possible distance between two strings » and
v, which is:

ul(ul +1) | [ol(vl+1)
2 2
E.g. A(langue,lingua) = % =0.23
Longest common  subsequence ratio
(Melamed, 1995) computes the simila-

rity between two words dividing the length
of the longest common subsequence of the
two words by the length of the longer word:

LCS(w;, wy)
LOSR(w;, wy) = —— W1 05)
7 maz(jwil, Jw; )

where LC'S(w;, w;) is the longest common
subsequence of w; and w;. We subtract this
value from 1, in order to obtain the distance
between two words.

E.g. A(langue, lingua) = 1 — & = 0.33



e XDice (Brew and McKelvie,

1996) is a
version of Dice’s coefficient (Adamson and
Boreham, 1972) which counts the number of
shared character bigrams between two words
and divides it by the number of bigrams in
both words, allowing also extended bigrams
(formed by the first and third letter of tri-
grams):

Sy 2 abi(wa) N abi(wy)]
XDICE(wi,wi) = =5+ abitw;)]

where zbi(w) is a function which determines
the multi-set of character bigrams and ex-
tended bigrams in w. As XDice computes
similarity between words, we subtract its
value from 1 to obtain distances.

2x4

=0.55

E.g. A(langue, lingua) s =

Jaro distance (Jaro, 1989) and its version,
Jaro-Winkler distance (Winkler, 1990), are
measures which account for the number
and position of common characters between
words.  These metrics are described in
(Delmestri and Dinu, 2012). Given two
strings w; (Wi, ooy Wipy,) and wj
(wjq, .., w;, ), the number of common char-
acters for w; and w; is the number of
charachters w;j, in w; which satisfy the con-
dition:

maz(m,n)

Jwy, inwj :wi, = wy,, k=1 < -1

Let ¢ be the number of common characters
in w; and w; and ¢ the number of character
transpositions (i.e. the number of common
characters in w; and w; in different positions,
divided by 2). Jaro distance is defined as fol-
lows:

*

1

J 1y j o

(wi, wy) 3 m

As both Jaro and Jaro-Winkler metrics are

string similarity measures, we subtract these

values from 1 to obtain distances between
words.

4

6

4-0

E.g. A(langue, lingua) = 1— %« ( =

0.22

+5+

) =
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Jaro-Winkler distance accounts also for the
length [ of the common preffix of w; and w;
(I £ 4) and considers a scaling factor p =
0.1.

JW (wi, wy) = J(wi, wi) +pxLx (1= J(wi, w;))

where J(w;,w;) is the Jaro distance for
words w; and w;.

E.g. A(langue,lingua) =1—(0.77+0.1% 1 (1 —
0.77)) = 0.20

5 [Evaluation and Results Analysis

In order to evaluate the performances of these
orthographic approaches to the task of cognates
identification, we apply the method presented in
Section 2 for determining cognate pairs in Italian
and French for each word in the preprocessed cor-
pus. The statistics for this phase of our procedure
are listed in Table 1.

Ncognates
Nwords French Italian
Type 162,399 77,029 35,581
Token 22,469,290 15,858,140 10,895,298
Lemmas 40,065 17,929 6,768

Table 1: Statistics for the Romanian corpus: the
total number of type words, token words and lem-
mas (in column 1) and the number of type words,
token words and lemmas having an etymon or a
cognate pair in French (column 2) or in Italian
(column 3). It can be noticed that the sum of to-
ken words with cognate pairs or etymons in French
and Italian is higher than the total number of token
words after preprocessing the corpus, due to the
fact that many of these words have cognate pairs
or etymons in both languages

Further, we excerpt from the corpus, for each
of the two languages, random samples of 5,000
words which have a cognate pair in the related lan-
guage and 5,000 which do not have such matching
pair. We match these latter words with their trans-
lations. Thus, we obtain a sample of 10,000 pairs
of words for Romanian and Italian, 5,000 pairs of
cognates and 5,000 pairs of non-cognates. We ob-
tain a similar set for Romanian and French. For
each dataset we also consider the version with-
out diacritics. We compute the lexical distances
for each pair of words, setting various thresholds



French

th EDIT LCSR RD JW XDICE
R P A F R P A F R P A F R P A F R P A F
0.0 [| 06.4 100.0 532 12.0[[ 06.4 100.0 532 12.0[[ 06.4 100.0 53.2 12.0[[ 06.4 1000 53.2 12.0[[ 064 1000 53.2 12.0
0.1 089 943 542 163 || 093 938 544 1701 152 87.6 565 260 || 419 8l.1 66.1 553 094 925 543 17.0
02 || 249 832 60.0 384 || 264 825 604 400 || 406 834 663 547 71.8 786 76.1 75.1 18.1 831 572 29.8
03| 476 831 689 60.5 || 503 823 69.7 624 |l 633 81.1 743 71.1|| 8.2 759 80.1 816 340 81.8 632 48.0
0.4 || 687 80.6 76.1 742 || 71.8 794 76.6 754 1| 79.7 785 789 79.11| 956 71.1 783 815 49.1 80.6 68.7 61.0
05| 849 782 80.6 81.4 || 87.1 764 80.1 8141 899 755 803 820 || 982 627 69.8 765 654 795 743 71.8
06 || 91.3 760 813 83.0|| 932 73.1 794 819 || 944 713 782 812 || 994 543 579 702 || 747 784 771 765
0.7 || 948 729 798 824 || 964 674 749 793 || 972 653 727 781 || 994 533 561 694 81.8 77.1 788 794
08 || 982 651 728 783 || 988 575 63.0 727 985 587 64.6 736 99.4 532 561 693 89.9 743 794 814
09 || 994 57.1 624 726 || 997 522 541 685 99.5 540 573 700 || 99.4 532 56.1 693 945 692 763 79.9
1.0 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7
Italian
th EDIT LCSR RD JW XDICE
R P A F R P A F R P A F R P A F R P A F

0.0 [[ 03.8 100.0 519 07.2 ([ 03.8 100.0 51.9 072 03.8 100.0 51.9 07.2[] 03.8 1000 51.9 072 03.8 1000 51.9 07.2
0.1 085 713 525 153 || 08.6 70.0 525 154 || 157 727 549 2591 583 70.8 67.1 640 154 724 548 254
02 || 357 706 604 474 || 363 69.1 60.0 476 408 689 612 512 805 67.8 71.1 736 334 729 605 458
03| 603 706 67.6 650 | 619 69.7 675 656 641 680 67.0 66.0| 91.5 664 726 77.0| 478 70.6 640 57.0
04 || 76.0 685 70.6 721 || 777 67.6 702 7231 79.6 66.8 70.0 726 967 635 705 767 61.1 692 669 64.9
05| 885 674 728 765 | 90.1 66.1 72.0 763 || 885 651 70.6 750 99.4 582 64.0 7341 726 677 69.0 70.1
0.6 || 93.1 660 726 773 || 946 640 70.7 764 || 942 63.0 69.5 755 99.8 525 547 688 80.0 669 702 729
0.7 || 965 644 716 773 || 977 610 67.7 7511 98.0 59.7 66.0 742 || 99.8 51.8 534 682 858 659 70.7 745
08 (| 99.1 594 657 743 || 99.7 544 581 7041 993 555 59.8 712 99.8 51.7 533 68.1 | 926 644 70.6 76.0
09 || 998 545 582 705 || 999 513 526 678 99.7 523 544 686 998 51.7 533 68.1 | 965 615 68.0 75.1
1.0 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7

Table 2: Recall (R), precision (P), accuracy (A) and f-score (F) values (computed as percentages) for
orthographic measures in the task of cognates identification when diacritics are accounted for

for identifying cognates. The lists of cognates and
non-cognates and the values computed by the or-
thographic distances for all the words in the Ro-
manian-French and Romanian-Italian datasets are
available from the authors on request. We count
the occurences of each possible outcome: true
positive (TP), true negative (TN), false positive
(FP) and false negative (FN). In order to analyse
and compare the relevance of these metrics, we
further use these results to compute the values for
recall, precision, accuracy and f-score using the
formulas shown below, as presented in (Manning
et al, 2008).

recall = _rr
TP+ FN
TP
precision = m
TP+TN
accuracy =

TP+TN+FP+FN
precision * recall
e=2x%

f — scor i
precision + recall

The results of our research are listed in Table 2
for the corpus with diacritics and in Table 3 for
the corpus without diacritics. We highlighted the
maximum accuracy obtained by each metric for
thresholds between O and 1. Between Jaro and
Jaro-Winkler distances, we decided to use only the
latter metric in our analysis, as they are similar to
a certain extent and we noticed that Jaro-Winkler
distance provides better results.
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According to the outcome of our investigation,
the edit distance identifies Romanian-French and
Romanian-Italian cognates with the highest degree
of accuracy, reaching its maximum for a thres-
hold value of 0.5 (and 0.6 for French, when diacri-
tics are accounted for), followed closely by Jaro-
Winkler distance and the longest common subse-
quence ratio. An interesting situation can be ob-
served for Jaro-Winkler distance, whose accuracy
decreses dramatically starting with 0.5 threshold,
especially when diacritics are not taken into con-
sideration. As expected, for each orthographic
method the accuracy increases, reaches a maxi-
mum and then decreases, due to the precision-
recall tradeoff. However, it is interesting to ob-
serve the similarity for the longest common subse-
quence ratio, rank distance and edit distance with
regard to their accuracy curves when diacritics are
accounted for. XDice and Jaro-Winkler distances
exhibit different behaviours, in that Jaro-Winkler
reaches its maximum accuracy for a threshold
value lower than the average, while XDice has
maximum accuracy for a higher threshold value.
This behaviour stands for both languages.

It can be noticed that the orthographic ap-
proaches we used obtain higher degrees of accu-
racy for French than for Italian, which implies the
fact that the orthographic changes undergone in
the process of adapting to the Romanian language
are a better indicator of cognacy for words with



French

th EDIT LCSR RD JW XDICE
R P A F R P A F R P A F R P A F R P A F
0.0 [| 089 100.0 544 163 || 089 100.0 544 163 ] 089 100.0 544 163 ] 089 1000 544 163 ] 089 1000 544 163
0.1 123 940 558 21.7|| 129 932 56.0 226 || 21.4 877 592 3441 581 80.6 72.0 675 134 903 56.0 233
02 || 341 812 63.1 48.0|| 359 80.6 63.6 497 546 825 715 657 826 779 79.6 802 || 283 81.8 61.0 42.1
03 || 60.5 820 736 696 | 629 81.0 74.1 708 || 734 799 774 765 925 745 804 825 488 80.6 685 60.8
04 || 77.1 79.8 78.8 784 || 793 782 78.6 788 || 8.4 77.1 80.0 81.1|| 96.7 694 77.0 80.8 || 63.8 79.5 73.7 70.8
05| 89.1 77.1 814 827 || 909 750 803 822 || 923 734 794 818 || 988 60.6 673 7511 764 785 717 714
06| 939 748 81.1 833 || 953 712 784 8151 955 689 762 800 || 995 53.6 567 69.7 8.5 773 79.1 79.8
071 965 714 789 821 || 97.6 653 729 783 || 978 627 699 764 | 99.6 526 550 689 | 875 756 79.6 8l.1
0.8 || 985 63.1 705 769 || 99.1 558 60.3 7141 989 567 61.8 7211 99.6 52.6 549 688 93.0 722 786 813
09 || 99.6 556 600 713 || 998 51.6 53.0 68.0 || 99.7 529 554 69.1 99.6 52.6 549 688 96.7 66.6 741 789
1.0 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7
Italian
th EDIT LCSR RD JW XDICE
R P A F R P A F R P A F R P A F R P A F

0.0 [[ 06.7 100.0 534 12.6 (] 067 100.0 534 126 ] 067 100.0 534 126 067 1000 534 126 067 1000 53.4 12.6
0.1 122 770 543 21.0|(| 123 757 542 2121 17.5 73.8 557 283 || 63.8 709 688 67.1 | 19.1 744 562 304
02 || 414 709 622 523 || 423 695 619 526 435 68.6 61.8 532 849 68.0 725 755 386 728 62.1 505
03| 646 703 68.6 673 | 663 694 68.6 679 | 668 679 67.6 674 940 662 73.0 77.7|| 526 70.6 653 60.2
04 || 80.1 689 720 741 || 82.0 67.8 715 7421 829 66.7 70.8 740 || 97.7 627 69.8 764 || 659 694 684 67.6
05| 91.8 675 738 778 || 933 66.1 727 7741 913 649 709 758 99.6 57.1 623 7261 769 68.1 704 722
0.6 || 954 657 729 778 || 967 634 70.5 766 959 622 688 755 999 520 539 684 8.1 672 7T1.6 747
07| 978 637 710 77.1|| 98.6 59.8 662 745 || 985 585 643 7341 999 514 526 678 900 66.0 719 762
08 || 994 58.1 639 734 || 997 533 562 695 993 542 577 702 (| 999 513 526 678 95.1 639 70.7 764
09 || 999 536 56.7 69.7 || 999 50.8 51.6 67.4 | 998 51.7 534 68.11| 999 513 526 678 977 604 66.8 74.6
1.0 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7 || 100.0 50.0 50.0 66.7

Table 3: Recall (R), precision (P), accuracy (A) and f-score (F) values (computed as percentages) for
orthographic measures in the task of cognates identification when diacritics are not accounted for

French etymons or cognate pairs than for words
with Italian etymons or cognate pairs. A possible
explanation is that starting with the 19 century
numerous words were imported from French. That
period represents a stage in the Romanian’s lan-
guage evolution in which norms for the vocabu-
lary of the literary language were defined, inclu-
ding patterns for adapting neologisms to Roma-
nian, and probably many of the French words
which entered the language in the 19" century are
in this situation.

6 Conclusion and Future Work

In this paper we proposed a dictionary-based ap-
proach to identifying cognate pairs. We extracted
etymology-related information from online dictio-
naries and we accounted for etymologies and ety-
mons to detect cognates. We applied our method
on a high-volume Romanian corpus and we fo-
cused on detecting cognate pairs between Roma-
nian and its most closely related languages, Italian
and French. We used this method to investigate to
which extent the lexical similarity can be used for
automatic detection of cognates, analysing the per-
formances obtained by various orthographic ap-
proaches: edit distance, rank distance, longest
common subsequence ratio, XDice distance and
Jaro-Winkler distance. Our results show that the
edit distance classifies pairs of words as cognates
or non-cognates with the highest degree of accu-
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racy, obtaining better results for French than for
Italian, with some improvements when diacritics
are not accounted for.

A possible application for cognates identifica-
tion is native language detection (Popescu and
Ionescu, 2013). We believe that accounting for
genetic relationships between words could prove
useful for this task. In our future work we intend to
further investigate the performances of the ortho-
graphic approaches to the task of cognates identi-
fication by introducing an additional step of para-
meter tuning for the threshold value in our proce-
dure. We plan to apply this method of identifying
cognates on the entire dexonline dictionary. In this
paper we focused on the cognates that are most
frequently used in Romanian, but we believe that
obtaining an almost exhaustive dataset of Roma-
nian-French and Romanian-Italian cognate pairs
would be an important achievement.
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A Pilot Study on the Semantic Classification of Two German Prepositions:
Combining Monolingual and Multilingual Evidence

Simon Clematide
Computational Linguistics
University of Zurich
simon.clematide@cl.uzh.ch

Abstract

This paper reports on the annotation and
maximum-entropy modeling of the se-
mantics of two German prepositions, mit
(‘with’) and auf (‘on’). 500 occurrences
of each preposition were sampled from
a treebank and annotated with syntacto-
semantic classes by two annotators. The
classification is guided by a perspective of
information extraction, relies on linguis-
tic tests and aims at the separation of se-
mantically transparent and opaque mean-
ings (that is of collocational construc-
tions). Apart from descriptive statistical
material, we present results of experiments
using monolingual and multilingual evi-
dence (the latter from informative English
and Spanish translations) in order to pre-
dict the semantic classes.

1 Introduction

In linguistics, scientific grammars (Zifonun et al.,
1997) as well as grammars for language learners
(Helbig and Buscha, 2001) follow a long-standing
tradition of semantic classification of prepositional
phrases. However, it is less well-known which
classification schemes can be used for automatic
sense disambiguation, supporting for instance ap-
plications of information extraction and knowl-
edge discovery.

In this pilot study, we want to gain experience of
how to classify the semantic contributions of var-
ious prepositions from a multilingual perspective.
Our main goal is to distinguish between seman-
tically transparent contributions that prepositions
can provide in a general or productive manner and
the less transparent contributions in collocational
constructions. Many prepositions are subcatego-
rized by verbs (or adjectives) and the semantic
contribution of a selected preposition is weak or
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unspecific—a fact that is often revealed by cross-
lingual comparisons of subcategorization frames.
In this study we want to assess the influence of
syntactic dependencies and subcategorization on
semantic classification. Therefore, we chose to
take our material from a syntactically annotated
treebank.

The rest of this paper is organized as follows.
Section 2 presents related work and approaches. In
Section 3, we describe our syntacto-semantic clas-
sification system used in the annotation of prepo-
sitions sampled from a German treebank. We also
present the types of evidence used in the machine
learning experiments for the automatic prediction
of the classes. Section 4 contains a systematic
evaluation of the performance of the different evi-
dence that we have integrated in our approach.

2 Related Work

As Baldwin et al. (2009, p.134) have put it in
their introduction to a special issue on that topic
in the Computational Linguistics Journal: ~Infor-
mation extraction is one application where prepo-
sitions are uncontroversially crucial to system ac-
curacy”. The underlying task can be cast as prepo-
sition (word) sense disambiguation (WSD). It also
has been recognized in the machine translation
community that “prepositions are hard to trans-
late” (Shilon et al., 2012, p.106). Although seman-
tic information helps to tackle the translation task,
the semantic class of a preposition does not per-
fectly determine the correct translation. As a con-
sequence, these approaches do not strive to carry
out preposition WSD, but to use semantic features
in order to more directly map source prepositions
to target prepositions (Li et al., 2005), be it rule-
based (Agirre et al., 2009) or with machine learn-
ing given aligned bilingual data (Gustavii, 2005).
A great deal of work on preposition classifica-
tion and WSD has been carried out on the En-
glish language. Most prominent the Preposition

Proceedings of Recent Advances in Natural Language Processing, pages 148—155,
Hissar, Bulgaria, 7-13 September 2013.



Project (Litkowski and Hargraves, 2006) that uses
a fine-grained classification scheme derived from
the Oxford Dictionary (see also the SemEval Task
on WSD of prepositions, Litkowski (2007)). Other
elaborated classification schemes can be found as
part of VerbNet (Kipper et al., 2004) and PrepNet
(Saint-Dizier, 2008).

Annotated data is available from the Penn Tree-
bank 11 (Marcus et al., 1994), where thematic roles
occurring with prepositional phrases are marked,
and FrameNet (Baker et al., 1998), which was an-
notated as part of the Preposition Project. There
have been a couple of ACL-SIGSEM workshops
on prepositions (the last one in 2007) covering all
aspects of preposition processing (not only the se-
mantics).

On the methodological side, preposition disam-
biguation sometimes is coupled with semantic role
resources, e.g. O’Hara and Wiebe (2009). There,
traditional features for WSD (e.g. the preposi-
tion, stem of embedded noun, POS and stem of
words in a fixed window around the preposition)
are augmented with semantic features stemming
from knowledge resources such as FrameNet and
WordNet (Fellbaum, 1998). In O’Hara and Wiebe
(2009), a new feature, hypernym collocation (the
WordNet hypernym of the embedded noun), is
used to carry out disambiguation relative to either
coarse-grained Penn treebank functional roles or
more sophisticated FrameNet roles. Syntactic in-
formation, e.g. the syntactic function of the PP,
is ignored in their system (in contrast to our ap-
proach).

As can be seen from the discussion above, there
is no canonical classification scheme for prepo-
sition disambiguation. Furthermore, the seman-
tic class that a preposition can take is language
specific. For German, there are but a few ap-
proaches (Hartrumpf et al., 2006; Miiller et al.,
2011). Miiller et al. (2011) rely on an annota-
tion scheme derived from various traditional lin-
guistic theories. 22 prepositions are modeled on
the basis of 27 top-level senses. A sense hierar-
chy is defined (especially for temporal and spatial
senses) in order to allow for a more flexible and
fine-grained classification. Manually specified de-
cision trees are then used to produce the gold stan-
dard classifications.

This scheme is, for our purposes, far too fine-

grained and also hard to automatically model by
machine learning. However, if their resources
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sem\syn | opp mod vmod ?mod - p| >
verbal 131 2 3 3 139
nominal 2 120 2 2 3 129
coll 42 3 8 2 55
TEM 6 6
MOD 3 8 4 1 16
LOC 8 10 77 8 5 2110
DIR 16 7 23
TLOC 9 9
CAU 3 3 1 7
? 1 2 2 1 6
Z ‘ 202 136 125 17 15 5 ‘ 500

Table 1: Distribution of semantic functions of auf
(on) in relation to the syntactic function. The syn-
tactic function predicative” is labelled as p”.

sem\syn | vmod mod opp ?mod - | >
verbal 16 8 107 2 1| 134
nominal 4 53 7 64
coll 3 1 4
TEM 4 1 5
MOD 46 2 2 6 4 60
INS 75 3 4 1 1 84
ORN 5 56 4 1 66
COM 30 10 3 2 1 46
IDE 8 1 7 16
SizZ 4 6 1 1 12
? 1 3 1 3 8
> | 196 142 125 25 11| 499

Table 2: Distribution of the semantic function of
mit in relation to the syntactic function. The syn-
tactic function predicative is not shown in the table
because it appeared only once.

were available, we could probably map their
scheme to our scheme. No attempt was made by
Miiller et al. (2011) to learn a model for preposi-
tion classification based on their semantic classes.
Their approach based on logistic regression as de-
scribed in Kiss et al. (2010) focuses on determiner
omission in PPs.

The work of Hartrumpf et al. (2006) is geared
towards a semantic formalism called MultiNet
(Helbig, 2006), it fully relies on this proprietary
resource.

3 Methods

3.1 Resources

As mentioned in Section 2, the Penn Treebank
comprises shallow semantic annotations to prepo-
sitional phrases (PP). There, a distinction is made
between six semantic classes of PPs (and, thus,
prepositions): locative, direction, manner, pur-



pose, temporal, and extent. Unfortunately, none
of the large German treebanks (TIGER (Brants
and Hansen, 2002), Tiiba-D/Z (Telljohann et al.,
2004)) provide such a comparable rudimentary
scheme that could be a starting point for our pi-
lot study. There is no resource, we could use,
although one is currently being developed by an-
other group (Miiller et al., 2011), but it is not yet
released. Since we believe that treebanks could
benefit from such an additional annotation layer,
we decided to work with a German treebank, the
Tiibinger Baumbank Tiiba-D/Z 7.0. It comprises
about 65,000 annotated sentences, besides phrase
structure, also topological fields and grammatical
functions are specified. PPs can act as obligatory
or optional (opp) complements of verbs, or as ad-
juncts (vimod). In the current study, we mainly fo-
cus on PPs acting as verb complements (opp) or
adjuncts (vmod).

From the ten most frequent prepositions in the
Tiiba-D/Z we have chosen one with a predominant
local and temporal meaning (auf ‘on’) and one
with more broader meaning spectrum (mit ‘with’).
We randomly sampled 500 occurrences of each
preposition from the Tiiba-D/Z and annotated each
preposition according to our classification scheme
described below.

3.1.1 Semantics of auf and mit

The intended application is information extraction
and question answering. Accordingly, our seman-
tic classes had to be tightly coupled with question
words. That is, the way users may ask, deter-
mines the granularity of the classification scheme.
Typical interrogative words and phrases are how
(modal), how long (temporal, duration), when
(temporal, time point), where (locative).

In the case of auf (cf. Table 1), we distin-
guish between locative (LOC where), directional
(DIR where to), temporal (TEM when, how long),
modal (MOD how), and causal (CAUS why) PPs.
If in a temporal PP the noun is an event (e.g.
party), then often a locative or a temporal read-
ing is possible (e.g. when or where did he laugh?
- at his party). We use TLOC to refer to this us-
age. If the PP acts as a modifier of an adjective
or noun, it is annotated with “nominal” (e.g. ’the
cup on the table’). For the preposition auf, we
have annotated currently only adjuncts and verb
complements with their semantic classes. In case
that the verb governs an otherwise semantically
vacuous preposition (warten auf ‘to wait for’),

the preposition is marked with “verbal”. Finally,
any idiomatic expression comprising a PP having
a non-compositional meaning like auf den Putz
hauen, ‘to kick up one’s heels’ is annotated as col-
locational (coll”). The preposition does not con-
tribute any semantics in these cases. Sometimes
no decision was possible (e.g. given sentence frag-
ments, missing global context, unclear semantics),
we used 7 to annotate these cases.

Table 1 shows the distribution of these classes
and their syntactic realization. Verb/preposition
collocations form the largest class (139), fol-
lowed by nominal modification (129) and loca-
tives (110). Syntactically, there are three groups to
be distinguished: PP complements (opp, 202), NP
and PP modification (mod, 136) and adjuncts (v-
mod, 125). The table reveals a moderate number
of interpretation divergences between the Tiiba-
D/Z annotators and us. Some stem from struc-
tural ambiguity (e.g. ”?mod” denotes PP attach-
ment ambiguities), and are to be expected. Ide-
ally, however, if a PP bears the functional label
”mod”, it should be classified as “nominal” in our
scheme. Also, a “vmod” should not be annotated
as “verbal”, since “verbal” means that the prepo-
sition is vacuous, while “vmod” means that it acts
as an adjunct. For instance, we disagreed with 3
“vmod” (adjuncts) and interpreted them as verb-
preposition collocations, also 2 “vmod” are better
classified as “nominal” in our view. However, the
majority of decisions does not contradict or even
is in line with the functional assignments of the
Tiiba-D/Z. For example, of the 136 “mod” (NP
or PP modifications), we placed 120 in our cor-
responding class “nominal”.

In the case of mit (cf. Table 2), the syntactic
classification labels ”verb”, "nominal” and “coll”
are used as introduced above for auf. The prepo-
sitions auf and mit also share two core seman-
tic classes, namely TEM (temporal) and MOD
(modal). The other semantic classes of mit are:
COM for comitative use (to watch a movie with a
friend), ORN for ornative use (to tell with humor),
SIZ indicating size or extent (fo demonstrate with
100 people against), INS for the instrument read-
ing which is a subclass of MOD (modal) (fo break
with a hammer), and IDE for identity (with him,
hope enters the room meaning: he represents/is
identical with hope).

As with auf, there are some divergences be-
tween the functional annotations of the Tiiba-D/Z
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and our annotation decisions, especially concern-
ing “vmod” and “mod”. We have not fully traced
these divergences back to their origins, but see the
previous discussion in the context of auf.

3.1.2 Inter-Annotator Agreement

We have measured inter-annotator agreement in
two stages: after our initial annotation round, and
after some discussion and refinements of our an-
notation scheme in a second step on a harmo-
nized version of the data. One reason for disagree-
ment concerning mit was the annotation with ”or-
native”: a rather sophisticated annotation scheme
would allow the use of ORN even in cases where it
is modal, but also implicitely qualifies the subject
of the sentence (he says it with a gentle voice). In
these cases, however, it is more natural to ask how
(has he said it), so we disallowed ORN in such
examples.

We report the annotator agreement as percent-
age of agreeing pairs and as Cohen’s . The initial
inter-annotator agreement for mit was 85% (k =
.82), while after harmonization it was 91.8% (k =
.90) and 92% (x = .90) between the harmonized
version and the separately created initial annota-
tions of the two annotators, respectively. With auf
the agreement was lower, namely initially 74%
(k = .67). After harmonization is was 84.8% (k
= .81) and 86.2% (x = .83), respectively. The
main source of confusion here was the annotation
scheme of PPs in the context of local verbs (LOC
and DIR). The question was whether to treat these
roles as adjuncts or as verb complements. Also the
decision when to treat a verb-preposition combi-
nation as a collocation or not, was not sufficiently
well described and operationalized in the guide-
lines.

The rationale behind our two-stage procedure
was to first independently create annotation strate-
gies based on existing classes from the literature
and to later refine them to valid annotation guide-
lines based on the evidence found in the data.

3.1.3 Multilingual Evidence

As already mentioned, prepositional semantics is
language-specific: The semantic classes a preposi-
tion might express do vary between languages, the
semantic contributions given by a preposition in
one language are often realized by different prepo-
sitions in different languages. Moreover, the se-
mantic functions a preposition (e.g. mit) and its
direct translation ("with’) can bear, might differ.
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The identity reading of German mit is not possible
for English *with’.

The question is, whether a multilingual perspec-
tive (for instance in the form of Statistical Machine
Translation (SMT)) helps determining the seman-
tic class of a given preposition in the source lan-
guage. Tables 3 and 4 give a detailed overview
of how the prepositions mit and auf are trans-
lated into English and Spanish by Google Trans-
late." For instance, mit is translated into English
as with, of, to, by, in, or not at all ("0”). Of
course, there are predominant translations, for in-
stance mit was translated 372 times by with and
con. There is also a tendency to choose equivalent
prepositions across languages, e.g. a and fo (Table
4: 71 cases), but quite often different prepositions
are selected. Since we use imperfect translations
from SMT we cannot be sure whether the afore-
mentioned differences stem from mistranslations
or whether they reveal a true difference. In order
to clarify this question one could exploit parallel
treebanks. However, currently available resources
covering German such as SMULTRON (Volk et
al., 2010) still have a limited size (approx. 2500
sentences).

The question is whether inter-language diver-
gence of preposition usage helps to determine the
semantic class of a preposition in the source lan-
guage. Or more technically, whether there is a
correlation between semantic classes of the source
language preposition and a translation made by
SMT. Even if such a correlation turns out not to
be a strong one, it might nevertheless help as a
feature in a machine learning model.

3.1.4 Annotation and Translation: Examples

For illustration purposes, we give two examples
of semantic annotations of PPs and the mapping
of the German prepositions therein to English
prepositions via automatic translation with Google
translate.

In the first case, auf does not carry any seman-
tics, it is part of the verb (warten auf). Accord-
ingly, it is annotated as “verbal”. In English, the
corresponding verb construction is ’to listen to’,

'For this experiment, we manually mapped the preposi-
tions from the translated sentences using the phrase align-
ment visualization of http://translate.google.
com. English and Spanish was chosen since according
tohttp://matrix.statmt.org/matrix the transla-
tion quality of German to English and Spanish is best and at
the same time both target languages belong to different lan-
guage families.



es\en ‘ with 0 by to of in on about as from ‘ Z
con 3727 1 6 1 1 388
0 3 48 2 1 1 1 1 57
de 10 5 1 6 1 23
a 7 5 1 1 14
por 1 1 6 8
en 1 2 2 5
como 2 2
y 2 2
para 1 1
> ‘ 394 70 9 9 8 4 3 1 1 1 ‘ 500

Table 3: Translations (Google Translate) of German mit in English and Spanish. Columns and rows are

ordered by margin frequencies.

es\en ‘ on to 0 in at of for about by with around ‘ >
en 182 7 7 27 17 1 1 2 | 244
a 8 71 6 2 10 2 2 1 102
0 7 7 33 3 6 1 57
de 9 10 2 5 1 17 3 47
sobre 15 2 1 18
para 8 4 12
por 5 1 1 1 8
con 1 2 1 1 5
contra 2 2
> ‘ 229 107 49 34 29 22 17 2 2 2 2 ‘ 495

Table 4: Translations of German auf in English and Spanish. Translations appearing only once are not

shown.

which is correctly identified by Google Translate.
The sentence pairs are: Man muss auf diesen Auf-
schrei horen and > You have to listen to this outcry’.

The second examples illustrates that the same
semantic class, LOC (local), might be realized by
two different prepositions in German and in En-
glish. The preposition auf in German can be used
to indicate the "place of living’ of a person, if itis a
small island (like Sardinia). This is not possible in
English. The sentence pairs are: Selbst wenn sie
in entlegenen Stddtchen auf Sardinien leben and
"Even if they live in remote town in Sardinia’.

Note that in these examples auf was not mapped
to its direct translation which is ’on’.

3.2 Supervised Machine Learning Approach

In order to measure the difficulty of an automatic
classification of the syntacto-semantic classes ex-
pressed by auf and mit we conducted several ex-
periments with the Maximum-Entropy Modeling
tool MegaM (Daumé III, 2008).> For this pilot
study, we focused on simple features gained from

?Maximum-Entropy modeling is also known as logistic
regression. In our experiments, we used the default regular-
ization parameter A = 1 of MegaM.
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the syntactical configuration (perfect data from the
Tiiba-D/Z), textual data from the context, and mul-
tilingual evidence from Spanish and English trans-
lations (imperfect Google translations).

In Section 4 we present and analyze the contri-
bution of the following feature sets:

head Word, part of speech (POS), and lemma of
the head word (typically a noun) of the dependent
phrase of the preposition, for instance, the head
of mit Sorgfalt is Sorgfalt ‘care’. In case of coor-
dinated PPs and multi-word heads, the first token
was selected.

syntax The syntactic function of the PP taken from
the TiibaD/Z.

neighbor Word, POS, and lemma of the preceding
and following token.

context Word, POS, and lemma in a window of 5
preceding and following tokens (taken as a bag of
words, lemmas and POS).

en English translation of the preposition produced
by the Google translation of the German sentence.
es Spanish Google translation of the preposition.



4 Results and Discussion

The evaluations described below assess the per-
formance improvement for the multi-class predic-
tions of our annotated prepositions (500 occur-
rences each) by using different sets of features as
evidence. We evaluate against a baseline system
which basically predicts the majority class given
the lack of any additional evidence. All results
are reported as mean accuracy computed by cross-
validation. No stratification of class labels has
been applied to the folds of the cross-validation.
Accuracy is the proportion of true classifications
delivered by the system.

4.1 Syntacto-Semantic Classification

We performed a 10-fold cross-validation evalua-
tion for the scenario of predicting the full set of all
syntactic and semantic classes (cf. Tablel and 2).

The evaluation results of auf are shown in Ta-
ble 5. The best system uses the feature sets “head”,
“neighbor” and “syntax”, however, “syntax” is by
far the strongest feature. If perfect syntactic anal-
yses are not available, “head” and “neighbor” in-
formation can compensate for more than 2/3 of the
performance gain. The effect of “syntax” is espe-
cially strong for auf because the nominal modi-
fiers are classified according to syntactic criteria
only. A future, more semantically oriented classi-
fication of noun modifiers will probably weaken
this effect. Multilingual evidence from infor-
mative Google translations improves considerably
over the (weak) baseline. Combining the evidence
from Spanish and English performs slightly bet-
ter than each language separately does. Therefore,
translations into multiple languages are useful for
the case of auf. However, the best systems are
those without any translation evidence from Span-
ish or English.

Table 6 shows the corresponding results for
mit. The overall performance is lower but the fea-
ture sets have a very similar ranking of predictive
power. The lower performance stems from the fact
that mit has 11 syntacto-semantic classes with a
more uniform distribution than auf (10 classes).
The best system without the feature “syntax” in-
volves 3 different feature sets, “context”, “neigh-
bor” and “en”. However, these feature sets can
only compensate for less than half of the perfor-
mance gain of the feature set “syntax” derived
from the treebank syntax structure. The best sys-
tem performance is reached if either English or
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Evidence Mean SD  aabsys Arelys
baseline 25.4 7.5

head 27.2 7.8 +1.8 +7.1
en 38.6 10.5 +13.2 +52.0
es 39.0 8.7 +13.6 +53.5
context 45.4 9.9 +420.0 +78.7
neighbor 53.4 7.6  +28.0 +110.2
syntax 68.6 72 4432 +4170.1
en/es 39.4 8.3 +14.0 +55.1
head/neighbor 58.2 6.4 +32.8 +129.1
head/syntax/neigh. 71.0 6.6 +45.6 +179.5

Table 5: Performance of feature sets for syntacto-
semantic classification accuracy: auf (N = 500).
The column “Mean” contains the average accu-
racy computed from the cross-validation sets. The
column aabsys contains the absolute performance
gain with respect to the baseline. arelys expresses
the relative performance gain. The last row con-
tains the feature set with the best performance.

Evidence Mean SD  aabspy, Arelys
baseline 268 7.1

head 288 7.1 +2.0 +7.5
context 346 5.8 +7.8 +29.1
neighbor 36.2 4.0 +9.4 +35.1
syntax 46.4 84 +19.6 +73.1
neighbor/context/en ~ 40.4 6.7 +13.6 +50.7
head/syn./neigh. 572 75 +304 +1134
head/syn./neigh./en 574 82 +30.6 +114.2
syn./neigh./cont./es 574 79 +30.6 +114.2

Table 6: Performance of feature sets for syntacto-
semantic classification accuracy: mit (N = 500).

Spanish evidence is added. However, the im-
provement given by multilingual evidence is rather
small.

4.2 Semantic Classification

In a further evaluation, we measured how well the
purely semantic classes (i.e. those without “nomi-
nal”, ”verb” and “coll””) can be predicted. For auf
we have 171 cases with a defined semantic classi-
fication, for mit 290. Due to the smaller training
sizes we performed 5-fold cross-validation.

Table 7 illustrates the problems from the skewed
distribution of semantic classes in the case of auf:
Just guessing the largest class LOC represents a
baseline decision which is hard to beat. Only
the feature set “head” can improve over this base-
line, all other features either deteriorate the system
performance or do not improve it. Interestingly,
the best system combines the translation evidence
from Spanish with the feature set “head”. Adding



Evidence Mean SD aabsys  arelps
baseline 729 6.7

head 75.3 6.4 +2.4 +3.2
head/syntax/neigh./es 77.6 7.7 +4.7 +6.5
head/es 776 7.7 +4.7 +6.5

Table 7: Performance of feature sets for semantic
classification accuracy: auf (N = 171). The fol-
lowing classes are considered: LOC, DIR, MOD,
TLOC, CAU, TEM.

Evidence Mean SD  aabsps arelys
baseline 26.2 9.9

head 27.6 8.8 +1.4 +5.3
context 36.6 123 410.3 +39.5
neighbor 393 137 +13.1 +50.0
syntax 42.1 4.5 +15.9 +60.5
head/neigh./en/es 40.7 11.3 4145 +55.3
head/syntax/neigh. 52.4 5.7 +4+26.2 4100.0

Table 8: Performance of feature sets for semantic
classification accuracy: mit (N = 290). The fol-
lowing classes are considered: TEM, MOD, INS,
ORN, COM, IDE, SIZ.

more feature sets does not improve the results (see
Table 7 second last row).

The less skewed distribution of semantic classes
in the case of mir allows for a significant im-
provement over the baseline system. Table 8
shows that most feature sets have a beneficial ef-
fect, and therefore, classification performance is
almost doubled by the best system. In contrast to
the syntacto-semantic classification, multilingual
evidence does not contribute to the best system.
The only configuration where multilingual evi-
dence improves performance appears if the syn-
tactic dependency information from the treebank
is dropped. The best system without the feature set
“syntax” relies on English and Spanish evidence.

The results of our experiments in using mul-
tilingual evidence for the syntacto-semantic and
semantic classification of prepositions are mixed.
The syntactico-semantic classification of auf
works best without multilingual evidence although
there is a weak correlation between the feature sets
“en” and “es” and the syntacto-semantic classes.
However, the best system of the syntactico-
semantic classification of mit profits from added
multilingual evidence although this evidence taken
as a single feature set cannot beat the baseline.

For the purely semantic classification, no im-
provement over the baseline can be found by the
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multilingual evidence for both prepositions. Still,
multilingual evidence helps in these cases where
syntactic information is not valuable (in the case
of auf), or if we mute this feature (in the case of
mit).

5 Conclusion

Our annotation and modeling experiments illus-
trate the different semantic and distributional char-
acteristics of the considered German prepositions
auf and mit. The skewed distribution of the se-
mantic classes of auf represent a challenge for any
classifier. If small semantic classes should be de-
tected, more training material is needed for these
cases. The application of Active Learning tech-
niques (Settles, 2012) might help to efficiently col-
lect such data.

Our experiments with maximum entropy mod-
eling indicate that informative Google translations
of prepositions do not lead to a significant per-
formance improvement in semantic classification.
Simple monolingual contextual features generally
perform better. The inclusion of perfect (i.e.
treebank-derived) syntactic dependency informa-
tion generally performs best. However, for prac-
tical systems only imperfect syntax analyses from
error-producing parsers are available. Future re-
search is needed to assess the performance de-
crease if parser output is provided instead of hand-
crafted manual annotation.

Another topic for future work is the integra-
tion of further language resources. Bilingual lex-
icons such as dict.cc? contain information about
semantically void subcategorized prepositions, for
instance auf jdn warten is linked to to wait for sb.
Statistical collocation analyses derived from large
German corpora are provided by services such as
“Wortschatz Leipzig”* or “Digitales Worterbuch
der Deutschen Sprache™.

Given the available amount of electronic texts,
the application of distributional semantics for
preposition disambiguation and for modeling of
the semantic fingerprint of prepositions also seems
promising (cf. (de Cruys and Apidianaki, 2011)).

Finally, contextual features might profit from
synonym expansion or synonym set classification,
a technique also used by Kiss et al. (2010).

3See http://www.dict.cc
4See http://wortschatz.uni-leipzig.de
See http://dwds.de
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Abstract

In this study, we measure the contribution of
different event components and particular se-
mantic relations to the task of event
coreference resolution. First we calculate what
event times, locations and participants add to
event coreference resolution. Secondly, we an-
alyze the contribution by hyponymy and gran-
ularity within the participant component.
Coreference of events is then calculated from
the coreference match scores of each event
component. Coreferent action candidates are
accordingly filtered based on compatibility of
their time, locations, or participants. We report
the success rates of our experiments on a cor-
pus annotated with coreferent events.

1 Introduction

In this paper, we present an approach to event
coreference resolution that employs the im-
portance of full and partial linguistic coreference
between events and their participants, times and
locations. The goal of this work is to measure the
contribution of different components of event
descriptions to the task of event coreference
resolution. Another goal is to calculate what se-
mantic relations add to event coreference. Con-
sidering the goals, we deliberately do not use
machine learning as we want to have a clear pic-
ture of what the contributions are by different
factors. Having an idea of how various event
components influence event coreference, will
guide the feature choice for machine learning.
Descriptions of one and the same event can
differ in specificity and granularity (compare:
two students taken hostage in Beslanian school
vs. two people taken hostage in a classroom in
Beslan Russia). High level events, as war, are

Piek Vossen
VU University Amsterdam
De Boelelaan 1105
1081HV Amsterdam

piek.vossen@vu.nl

more general and abstract with longer time span
and group participants; low level events, e.g. a
shooting event, are rather specific with shorter
duration, and individual participants (Cybulska,
Vossen, 2010). To capture differences between
event representations and to identify relations
between events, we applied an event model that
consists of 4 components: a location, time, par-
ticipant and an action slot (see Van Hage et al.,
2011 for the formal SEM model along the same
lines). In our previous work we extracted con-
flict-related actions (e.g. war, genocide, shooting
or fighting) and their participants, locations and
times from text. Next, we determine relations
between event mentions, starting with getting
some insights into event coreference.

2 Related Work

One of the recent approaches to event
coreference resolution was proposed by Bejan
and Harabagiu (2010), who experimented with
nonparametric Bayesian models. Another one, by
Chen et al. (2011) employs support vector ma-
chines with tree kernels and spectral graph parti-
tioning. These approaches do not explicitly ac-
count for partial coreference of events, where
some of the event components are related
through hyponymy or part-of relationship, which
is the focus of our work. Bejan and Harabagiu
noted in their paper that not accounting for par-
tial coreference is the reason for one of the
common errors in their output. The approach of
Chen et al. accounts for synonymy between men-
tions but not for meronymy or hyponymy.

Soft matching was successfully used for entity
coreference resolution. Taxonomy based seman-
tic similarity and semantic relatedness (Wikipe-
dia based) were used as features in a machine
learning approach to entity coreference by
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Ponzetto and Strube (2006). Some semantic fea-
tures based on synset relations in WordNet are
used by Ng and Cardie (2002) and Ng (2005),
while Harabagiu et al. (2001) use hyponymy,
meronymy and other semantic relations from
WordNet for NP coreference. They employ
WordNet to distinguish between individuals and
groups amongst entities of category PERSON.

Entity coreference has been used explicitly for
event coreference resolution in the experiments
by Lee et al. (2012); where entities and event
clusters are merged by means of linear regres-
sion. Partial coreference is incorporated by using
distributional similarity as one of features for
cluster comparison. Other approaches use entities
for event coreference in a more indirect way e.g.
Bejan and Harabagiu (2008 and 2010) by using
semantic roles as features for their SVM classifi-
ers. Bejan and Harabagiu (2010) account only for
synonymy amongst heads of semantic roles.
Chen and Ji (2009) check for verbal argument
compatibility for Time-Within and Place roles.
Their results indicate that features related to
event arguments only slightly (ca. +1% MUC
and B3) improve event coreference, possibly due
to wrong argument labeling. In this work, we
measure the influence of time, place and partici-
pants on the task of event coreference resolution.

A theory-oriented discussion about the nature
of full-, near- and non-identity and a continuum
approach to entity coreference is presented in
Recasens et al. (2011a). A discussion of full and
quasi identity of events, pointing out the signifi-
cance of partial coreference for coreference reso-
lution, is held in Hovy et al. (2013).

Semantic shifts have been used before in NLP
applications. Mulkar-Mehta et al. (2011a) inves-
tigated granularity shifts and structures in natural
language. They focused on modeling part-whole
relations between entities and events and causal
relations between coarse and fine granularities.
In their follow-up work (2011b), they described
an algorithm for extracting causal granularity
structures from text and its possible applications.
Howard and Abramson (2012) use granularity
types for prediction of rhetorical relations. Their
results show that granularity types significantly
improve prediction of rhetorical relations
amongst clauses. In our work, we measure the
contribution of shifts in granularity and abstrac-
tion to the task of event coreference resolution.

3 Approach to Coreference Resolution

Our approach to event coreference makes two

crucial assumptions. First of all, we assume that
solving coreference between actions is not
enough to solve event coreference. If one only
considers the action component it is impossible
to determine whether two action mentions refer
to the same event in reality, compare: car bomb-
ing in Madrid in 1995 with car bombing in Spain
in 2009. This is why, to solve event coreference
we employ an event model which consists of 4
components: action, (human) participant(-s), lo-
cation, and time. In accordance with the Quinean
theory (1985), we assume that coreference be-
tween elements of the contextual setting of
events is crucial for solving event coreference.
Time and place in which an event happened form
the starting point for event coreference resolu-
tion, compare: genocide in Srebrenica with gen-
ocide in Rwanda. Without time and place infor-
mation event actions are just denotations of ab-
stract classes of concepts. They need to be an-
chored in time and space to become instantiated.
Coreference thus only makes sense for events
within the same time and place. Hence for each
event mention in text, one should first define
time and place and after that, for events occur-
ring within a compatible time and space, search
for linguistic coreference clues. From a practical
point of view, determining event time and place
should limit the number of candidates for
coreferent events and improve the precision of
event coreference resolution.

Secondly, we make the assumption that (lin-
guistic) coreference is not an absolute notion. For
example, shooting and several shots can refer to
the same event and people may have different or
vague intuitions about their identity (for a dis-
cussion of full and partial coreference see also
Hovy et al. 2013). This approach employs a
gradable notion of confidence in coreference
with a continuum of non-disjoint events on
which coreference of events (bombing vs. bomb-
ing attack) gradually transitions into other event
relations as scriptal (event vs. its subevent e.g.
explosion as a step in the script of a bombing
attack), is-a (bombing being a kind of attack) and
membership relations (attack being a member of
series of attacks). The gradual notion of confi-
dence in coreference inversely correlates with
semantic distance between two instances. Se-
mantic distance between instances of an event
component can be determined by the kind of se-

! An interesting exception are event descriptions that depict
instances of events that over time have become proper
names as World War 11, 9/11, Srebrenica massacre.
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Event Components | Is-a: Class>Subclass | Inclusion: Part-of, Member
Location city>capital Bosnia>Srebrenica
Participants officer>colonel army=>soldier
Time weekday>Friday week>Monday
Action attack>bombing series of attacks>attack

Table 1. Examples of event components related through hyponymy and meronymy.

mantic relation between them. In text one comes
across specific and general actions, participants,
time expressions and locations; compare e.g.
shooting, fighting, genocide and war, or partici-
pants: soldier vs. (multiple) soldiers vs. troops
and multiple troops. The same holds for time
markers as day, week and year and for locations:
city vs. region vs. continent. Table 1 exemplifies
instances of event components related through
hyponymy and meronymy. Mentions of event
components are either (partially) overlapping or
disjoint. Next to rather clear indicators typically
used in coreference resolution as repetition, syn-
onymy, anaphora and disjunction (negative indi-
cator), significant relations between event com-
ponents are along a hyponymy axis: class vs. its
subclass such as officer being a subclass of the
class person, instance-of a class such as Bosnia
being an instance of the class country; and along
a meronymy axis: member vs. group i.e. Colonel
Karremans being a member of the group of
Dutch UN soldiers or part vs. whole relation as
Srebrenica being a part of Bosnia. For a thor-
ough description of the model that captures the
relationship between different semantic relations
and coreference on one end of the spectrum and
(if not disjoint) other event relations on the other,
see our previous work (Cybulska, VVossen, 2012).
Within this approach, we analyze semantic re-
lations and semantic distance between two in-
stances of each event component, to obtain a
coreference score per component. We do not on-
ly take exact lemma-based matches of event
mentions into account but we allow for soft
matching based on shifts in levels of granularity
and abstraction. Our intuition is that shifts vs.
agreement in the level of granularity and in the
level of abstraction play a crucial role in estab-
lishing coreference relations; obviously together
with other coreference indicators such as lemma
repetition, anaphora, synonymy and disjunction.
Once semantic distance and granularity agree-
ment is calculated for every component of an
event pair, the separate scores are combined into
a single score for an event pair indicating the
likelihood of real world coreference as a whole.
Through empirical testing, we determine thresh-
olds for establishing optimal coreference rela-

tions across events and their components.

4  Experiments

For the experiments we used the stand-off anno-
tation of events (Lee et al. 2012) on top of the
EventCorefBank (ECB) corpus®, annotated with
cross - document coreference between event
mentions. The corpus contains 482 texts from
Google News (selected based on inclusion of
keywords such as commercial transaction, at-
tack, death or sports) and grouped into 43 topics.

To measure the influence of time, location and
participants on event coreference resolution, we
first extract the set of events from the evaluation
data. The ECB texts were processed by means of
tools developed within the KYOTO project®.
First, the corpus was lemmatized and tagged with
PoS and syntactic information (Stanford Parser®).
Next, word sense disambiguation was performed
and the corpus was annotated with synsets from
the English Wordnet (version 3.0) and with pre-
defined ontology classes. The event ontology
was manually assigned to 266 hypernyms in
WordNet. It consists of four main semantic clas-
ses of concepts — one for each event component
— location, time, participant and action which
altogether cover 53964 synsets. All manually
annotated actions from the corpus were used as
input in the experiments. To extract participants,
locations and times newly created extraction
rules for English were used, based on manual
annotation of event components in 5 independent
texts. By means of the Kybot module of
KYOTO, event times, participants and locations
were extracted through rules employing some
syntactic clues, PoS and combinatory infor-
mation together with semantic class definition
and exclusion by means of WordNet (Cybulska,
Vossen, 2011).

There are two main stages to this experiment.
First we generate preliminary chains of

2 http://faculty.washington.edu/bejan/data/ECB1.0.tar.gz,
Bejan and Harabagiu, 2010

% The ECB corpus texts after processing with the KYOTO
tools (a pipeline of linguistic processors ) are available at
http://www.newsreader-project.eu/results/data/.

* http:/Avww-nlp.stanford.edu/software/lex-parser.shtml
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coreferring actions within a topic based on se-
mantic similarity with the objective to ensure
maximal recall. Similarity between mentions can
be calculated by means of different techniques.
We employed a taxonomy based edge counting
technique of Leacock and Chodorow (1998) °,
which considers the closest hyponymy path in
WordNet between two synsets scaled by the
overall depth of the taxonomy:
(Si,j)=log(M(Di,j)/(2*Avg(Ddepth)))

where Si,j is the similarity between mentions i
and j from M (total set of mentions in a topic);
where M(Di,j) is the minimal distance between
two concepts and Avg(Ddepth) is the average
depth in WordNet for all meanings of all candi-
dates in the topic. Mentions with relatively short
semantic distance between their heads, constitute
candidates for coreference chains. For mentions
that use the same word, we ignore the synset but
consider distance of 1. For synonyms, we use
distance of 2. In all other cases, we add the
hypernym distance to the initial value of 2. After
obtaining the similarity scores for all mentions in
a topic we normalize the scores. We created a
matrix between all mentions in a topic and calcu-
lated the Leacock and Chodorow similarity (from
now on also referred to as L&C) scores. A max-
imum recall was obtained if we keep equivalence
relations for similarity scores of 20% or more of
the highest score within a topic (usually the
lemma). For each event mention, we thus keep
candidate coreference relations to other mentions
if the score is 0.2 or higher.

In our previous work, coreference of event ac-
tions was based solely on action similarity. In
this part of the research, a second step was added
to the process namely additional filtering of se-
mantically similar actions based on compatibility
of their participants, times and locations.

To experiment with semantic relations we use
two different heuristics to determine participant
compatibility: hyponymy and granularity. Note
that this participant compatibility is not limited
to full identity of participants. Soft matching of
participants is more appropriate for the purpose
of this task to account for cases of metonymy,
e.g. US aircrafts instead of US army.

To generate chains of coreferent participants
based on hyponymy, again we use the L&C (the
same procedure as in case of action similarity).
We determined the optimal coreference threshold
for participant mentions on 0.7 normalized L&C
score.

% In the future we will also experiment with other methods.

Our second heuristic calculates distance in
granularity. Coreference chains are created in
case of small distance in granularity levels be-
tween mentions. To determine granularity levels,
we defined two semantic classes over synsets in
WordNet: gran_person (e.g. soldier, doctor) de-
noting individual participants and gran_group
referring to multiple participants (e.g. army or
hospital). These two classes cover 36 WordNet
hypernyms which map to 9922 synsets. On top
of agreement in granularity levels, we also ac-
count for lexical granularity clues within a level
such as number and multiplications. At this point
we make a rough distinction between one and
multiple items within a concept type (e.g.
gran_person). Difference in granularity level or
number is treated as indication of a granularity
shift and is turned into a distance measure. To
better handle 43415° participant mentions that
were POS - tagged as named entities, we decided
to add an intermediate gran_instance class (for
named entity participants that have no synsets
such as person or organization names as John, or
Doctors Without Borders) so that we can encour-
age number matching for our measurements of
what granularity exclusively can contribute to
event coreference. For agreement in semantic
class level, two participant instances can maxi-
mally get 3 points. If there is 1 level difference
between them (gran_person > gran_instance or
gran_instance > gran_group) distance of 2 is
determined. In case of participant pairs with
gran_person and gran_group we have distance
of 1. For number agreement we can maximally
assign 2 points. If there is number disagreement
— we assign 1 point. If there is both — level type
agreement as well as number agreement a partic-
ipant pair is given the maximum of 5 points.

As this paper aims at measuring the influence
of different event components on event
coreference, in the evaluation we filter our action
chains based on location and time compatibility.
In line with our theoretical approach, we see fil-
tering on disjoint time and locations as crucial
for event coreference resolution. For locations
and time expressions, very strict thresholds were
used, to avoid matches as Monday and Tuesday,
sharing a short path in the taxonomy and conse-
guently a high L&C score. The same holds for
the granularity and domain heuristics. This is
why, for the time being, only lemma and syno-
nym matches are used. In the future we will look
into treating proper names differently, and apply

® Out of the total of 54236 extracted participant mentions.

159



Heuristic Event Slot MUC B3 CE BLANC Co
AF NL
L
R P F|R P F R/I'| R P F F
P/F
LmB AIIN&V | 63. | 82. | 71.|65.| 90. | 75. | 65. | 68. | 84. | 71. | 70.
8 8 2 3 6 0 9 0 1 1 7
L&C Action 69. | 72. | 69.|69.| 73. | 68. | 58. | 68. | 71. | 67. | 65.
4 4 5 4 3 9 7 6 8 5 2
Action L&C, Action 66. | 77. | 70. | 66. | 84. | 73. | 63. | 68. | 78. | 70. | 69.
Time Lm Time 0 7 6 9 2 6 9 4 1 1 4
Action L&C, Action 66. | 77. | 70. | 67.| 83. | 73. | 64. | 68. | 77. | 70. | 69.
Location Lm Location 3 4 6 4 0 4 1 6 3 0 3
Action L&C, Action 66. | 78. | 70. | 67. | 84. | 73. | 64. | 68. | 79. | 70. | 69.
Participant Lm | Participant | 0 4 8|0 9 9 5 6 0 4 7
Action L&C, Action 65. | 79. | 70. | 66. | 85. | 74. | 64. | 68. | 79. | 70. | 69.
ParticipantL&C | Participant | 2 4 7| 8 7 1 9 5 7 4 8
Action L&C Action
! .. 66. | 0,7 | 70. | 67.| 81. | 72. | 62. | 68. | 77. | 69. | 68.
Part.granularity | Participant 5 78 | 4 6 7 2 5 3 9 1 5

Table 2. Coreference Evaluation in MUC, B3, CEAFm, BLANC and CoNLL F (macro averages).

similarity and granularity measurements to time
expressions and locations that are not proper
names. We will also consider employing geo and
temporal ontologies containing proper names.

Our current approach boosts the score of ac-
tion coreference for each participant, time and
location coreference chain they share, taking the
coreference score of each chain as a weight for
sharing. We used a formula in which member-
ship to a coreference set of an event is initially
based on the coreference score of the action men-
tion but it is strengthened by the proportion that
participants, time references or locations are
shared with other mentions:
Coref(m,E)=MAXLC(m,E) + P(p) v P(t) v P(l)
where E is the set of mentions in action
coreference set, MAXLC is the highest similarity
score for the mention m in the set E. The
coreference score of action mention m equals the
sum of the maximum coreference score MAXLC,
and proportion P of overlapping participants p
(of m with the other members of the set) or times
t or locations I, with other members of the set.

5 Evaluation Results

For the evaluation, the manual annotations of
actions from the ECB corpus were used as key
chains and were compared with the response
chains generated for each topic by means of the

above described heuristics. Since our goal was to
evaluate the importance of coreference between
other event components (than actions) for the
task of event coreference resolution, we compare

our evaluation results with system results based
on action similarity only, i.e. when disregarding
other event components. We also aimed at get-
ting some insights into the contribution by shifts
in hyponymy and granularity (soft matching).
This is why we use a lemma baseline (LmB) that
assigns coreference relation to all nouns and
verbs that belong to the same lemma (strict
matching). Table 2 presents coreference evalua-
tion results achieved by means of the different
heuristics: the L&C measure, granularity agree-
ment as well as lemma match (Lm) in compari-
son to the baseline results (LmB) in terms of re-
call (R), precision (P) and F-score (F), employ-
ing the commonly used coreference evaluation
metrics: MUC (Vilain, 1995), B3 (Bagga, Bald-
win, 1998), mention-based CEAF (Luo, 2005),
BLANC (Recasens, Hovy, 2011b), and CoNLL
F1 (Pradhan et al., 2011).

Compared to the lemma baseline, our ap-
proach using similarity of event actions only (se-
cond row in table 2), across majority of the eval-
uation metrics improves R with up to 6% while
loses (2-17%) P, what is expected. It is worth
noticing, that the baseline achieves remarkably
good results, what could be caused by the fact
that the annotators are drawn to pick up on the
most obvious coreference cases. Within narrowly
defined topics, such as news articles of the same
day on a specific event, these are usually ex-
pressed by the same lemma.

When comparing the contribution of partici-
pants, times and locations (all lemma matches for
the sake of comparison) with the approach using
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exclusively action similarity, we see that the ap-
proach combining action and participant compo-
nents achieved slightly better results (ca. 1%
higher precision scores) than the two other ap-
proaches employing time and location slots. Al-
together, the differences between the scores are
in this case rather subtle. When analyzing these
results one must keep in mind that these evalua-
tion scores are conditioned by the fact that partic-
ipant descriptions occur much more frequently in
event descriptions than time and place markers. ’

Out of the two different heuristics used in par-
ticipant approaches; ca. 1% higher F-scores (a 2-
4% improvement of precision) on most evalua-
tion metrics were obtained with L&C similarity.
Both participant approaches in most metrics im-
prove the F-scores achieved by the action simi-
larity heuristic; the granularity approach with ca.
1-4% and participant similarity with ca. 1-6%.

Compared to the lemma baseline (LmB), our
best scoring approach of all, that is action simi-
larity with participant similarity, on most metrics
loses ca. 1% on the F-scores. It gains up to 2
points in recall, while generating output with ca.
4% lower precision. This small decline in F
measure can be motivated by the fact that we are
dealing here with within topic coreference (alt-
hough cross — document). Also, evaluation data
seem to be biased towards coreference chains
around smaller events. Corpora, even those anno-
tated with cross-document coreference of events,
(intentionally) tend to be composed around spe-
cific real world events, such as attacks or earth-
quakes, so that coreference chains are captured in
a rather small time frame. The diversity of event
instances from the same type of event class that
happened in different time frames, places and
with different participants is much lower in such
a corpus than in the real world, e.g. realistic daily
news streams. The relatively high scores
achieved by the lemma baseline show the need
for different event coreference datasets, where
cross-document coreference is marked in text
across different instances of particular event
classes, e.g. describing two different wars that
take place over longer stretches of time and in-
clude similar types of events. Only then the data
will become more representative of the sampled
population.

Compared to evaluation results achieved in re-
lated work:
Bejan and Harabagiu, 2010: 83.8% B3 F,

" From the ECB corpus we extracted 54236 participant,
5728 location and 3435 time mentions.
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76.7% CEAF F on the ACE (2005) data
set and on the ECB corpus 90% B3 F,
86.5% CEAF F-score

Lee et al., 2012: 62.7% MUC, 67.7% B3
F, 33.9% (entity based) CEAF,71.7%
BLANC F-score on the ECB corpus
Chen et al., 2011: 46.91% B3 F on the
OntoNotes 2.0 corpus

by means of our best scoring approach, using
action and participant similarity, coreference be-
tween actions was solved with an F-score of
70.7% MUC, 74.1% B3, 64.9% CEAFm, 70.4%
BLANC F and 69.8 CoNLL F1. Considered that
our approach neither considers anaphora resolu-
tion nor syntactic features, there is definitely
room for improvement of event coreference reso-
lution for an approach that combines these with
semantic matches of event components.

6

In this paper, we presented our approach to event
coreference that employs the importance of
coreference (also partial linguistic coreference)
between participants, locations and times for the
task of event coreference resolution. Our results
show that filtering coreferent action candidates
based on compatibility of their participants (our
best scoring approach) in comparison to the
baseline slightly improves precision of the reso-
lution of coreference between events. The results
are especially promising given the limitations of
the approach, such as not performing anaphora
resolution. In the future, we will further experi-
ment with coreference resolution, amongst others
by applying our method to cross — topic
coreference of events, to find out whether there
is more variation in structural properties if one
considers not only different texts, but also vari-
ous topics. If that is the case, semantic matches
should turn out to be even more important.

Furthermore, we will experiment with cluster-
ing techniques as a heuristic to identify
coreference sets, where different event compo-
nents as well as hyponymy and meronymy
agreement, are used as features.

Conclusion and Future Work
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Abstract

In this paper, we propose a novel method
for generating a coarse-grained sense in-
ventory from Wikipedia using a ma-
chine learning framework. Structural and
content-based features are employed to in-
duce clusters of articles representative of
a word sense. Additionally, multilingual
features are shown to improve the clus-
tering accuracy, especially for languages
that are less comprehensive than English.
We show the effectiveness of our clus-
tering methodology by testing it against
both manually and automatically anno-
tated datasets.

1 Introduction

The granularity of word sense repositories has
been recognized as an important factor in the de-
velopment of annotated datasets for Word Sense
Disambiguation (WSD) (Snow et al., 2007), with
significant impacts upon both the performance
of automatic WSD systems and their utility for
downstream applications. Previous work on man-
ual sense annotations with respect to WordNet has
revealed low levels of agreement between human
annotators, ranging between 65% (Chklovski and
Mihalcea, 2002) and 72% (Snyder and Palmer,
2004), which is a clear indicator of very fine-
grained word senses that are difficult to differen-
tiate, even for humans.

To achieve the sense granularity appropriate
for WSD, word senses that are closely related in
meaning are grouped together in a sense cluster-
ing step. While this task was originally defined
in relation to more traditional sense inventories,
such as WordNet (Hovy et al., 2006; Mihalcea and
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Moldovan, 2001) or the Oxford dictionary (Nav-
igli, 2006), newer user-contributed sense inven-
tories such as Wikipedia or Wiktionary are also
quickly expanding and refining the senses defined
for a word, thus pointing to the need of sense clus-
tering for coarser word sense distinctions.

In this paper, we specifically focus on the task of
sense clustering over Wikipedia senses. Wikipedia
has been recently recognized as a rich resource for
WSD (Bunescu and Pasca, 2006; Mihalcea, 2007,
Mihalcea and Csomai, 2007; Milne and Witten,
2008), offering a significantly increased coverage
of word meanings relative to established reposito-
ries such as WordNet or Roget. At the same time,
WSD systems using Wikipedia have been shown
to obtain comparable or even increased disam-
biguation precision. While earlier work on WSD
using the 2007 version of Wikipedia reported an
average of three senses per word for a dataset of 30
nouns (Mihalcea, 2007), more recent work on the
same dataset using the 2012 version of Wikipedia
has shown a significant increase to an average of
nine senses per word (Dandala et al., 2012). For
instance, the noun “paper”, which used to have
five different senses, now has ten senses; similarly,
the noun “bar”, which previously had ten senses,
now has 23 senses. The accuracy of a WSD sys-
tem on the same set of 30 nouns dropped from
an average of 85% when using Wikipedia 2007 to
62% when using Wikipedia 2012 (Dandala et al.,
2012). Thus, the rapid growth of Wikipedia over
the recent years has brought benefits, such as in-
creased word and sense coverage, but it has also
led to complications, such as finer sense granular-
ity, resulting in a markedly reduced performance
of WSD systems.

Related work on lexical resources, such as
WordNet, has demonstrated the benefit of sense
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clustering. For example, work on mapping Word-
Net senses to the coarser Oxford dictionary (Nav-
igli, 2006; Navigli et al., 2007) has resulted in
improved WSD performance. The OntoNotes
project, a large-scale effort to cluster and supple-
ment word senses in WordNet in order to produce
a high-quality dataset for automatic WSD (Hovy
et al., 2006), has also been beneficial for other
language processing tasks such as discourse anal-
ysis, coreference resolution, and semantic pars-
ing. Coarser sense inventories also make it eas-
ier to identify synonyms or translations of selected
words in context, which can lead to improvements
in information retrieval (Zhong and Ng, 2012), se-
mantic indexing (Gonzalo et al., 1998), and ma-
chine translation (Chan et al., 2007).

In this paper, we address two main research
questions. First, can we build an accurate method
to automatically cluster the fine-grained senses in
Wikipedia? We describe a set of structural and
content features that are integrated in a machine
learning framework in order to automatically pre-
dict when two Wikipedia senses are close in mean-
ing and should be clustered together. Second,
can we use the multilingual links in Wikipedia
to derive additional multilingual features to en-
hance this clustering? We rely upon the interlin-
gua links in Wikipedia, and upon features that can
be obtained from sense representations in other
languages, in order to enrich the feature space and
improve clustering accuracy.

In the following sections, we first briefly review
Wikipedia as a large encyclopedic resource, focus-
ing on the specific representation of word senses
and groups of related word senses. We then in-
troduce several novel datasets for sense clustering,
which we use in our evaluations. Several structural
and content features are described next, followed
by a description of the experiments that we ran in
order to evaluate the utility of these features. We
conclude the paper with a discussion of the results
and a presentation of related work.

2 Senses and Sense Clusters in Wikipedia

The basic entry in Wikipedia is an article (or, for
the purpose of this paper, word sense'), which
defines and describes a concept, an entity, or
an event, and consists of a hypertext document

!The terms “article” and “word sense” are interchange-
ably used in this paper. Note that we are excluding articles
that refer to named entities.
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with hyperlinks to other pages within or outside
Wikipedia. The role of the hyperlinks is to guide
the reader to pages that provide additional infor-
mation about the entities or events mentioned in
an article. Articles are organized into categories,
which in turn are organized into category hierar-
chies. For instance, the article on ALAN TURING
is included in the category BRITISH CRYPTOGRA-
PHERS, which in turn has a parent category named
BRITISH SCIENTISTS, and so forth.

Each article in Wikipedia is uniquely referenced
by an identifier, consisting of one or more words
separated by spaces or underscores, and occasion-
ally a parenthetical explanation. For example, the
article for the entity Turing that refers to the “En-
glish computer scientist” has the unique identi-
fier ALAN TURING, whereas the article on Turing
with the “stream cipher” meaning has the unique
identifier TURING (CIPHER).

The disambiguation pages and the internal link
graph of Wikipedia are a source of metadata,
which can be exploited to transform the flat en-
cyclopaedic format of Wikipedia into a rich On-
tology. A structure that is particularly relevant
to the work described in this paper is that of
the disambiguation pages, which are specifically
created for ambiguous entities, and consist of
links to articles defining the different meanings
of the entity. The unique identifier for a dis-
ambiguation page typically consists of the paren-
thetical explanation (DISAMBIGUATION) attached
to the name of the ambiguous entity, as in e.g.
SENSE_(DISAMBIGUATION), which is the unique
identifier for the disambiguation page of the noun
“sense”. Disambiguation pages, if well-curated,
can provide good clues about the set of senses de-
fined in Wikipedia for a word, as well as the pos-
sible clusters over these senses, through the head-
ings that group articles along named semantic axes
generally corresponding to mid-level nodes in the
Wikipedia category hierarchy.

Finally, also relevant for the work described in
this paper are the interlingual links, which explic-
itly connect articles in different languages. For
instance, the English article for the noun SENSE
is connected, among others, to the Spanish arti-
cle SENTIDO (PERCEPCION) and the Latin arti-
cle SENSUS (BIOLOGIA). On average, about half
of the articles in any Wikipedia version include
interlingual links to articles in other languages.
The number of interlingual links per article varies



from an average of 5 in the English Wikipedia, to
10 in the Spanish Wikipedia, to 23 in the Arabic
Wikipedia. Wikipedia editions are available for
more than 280 languages, which vary widely in
size. We use four of these Wikipedias in this work,
namely the English, Spanish, German, and Italian
versions.

3 Datasets for Sense Clustering

To evaluate our automatic sense -clustering
method, we build four datasets: two that are gen-
erated automatically through a set of heuristics ap-
plied on clusters extracted from existing disam-
biguation pages in English or Spanish, and two
that are obtained through manual annotations. Ad-
ditionally, we create a dataset obtained from clus-
tering a set of Semeval word senses. All datasets
follow the same format, and consist of pairs of ar-
ticles annotated as either positive or negative, de-
pending on whether they should be grouped to-
gether under one sense or not.

3.1 Automatically Extracted Datasets

We first create two large datasets using the clus-
ters already available in some of the disambigua-
tion pages in Wikipedia. We specifically selected
only disambiguation pages that have at least five
subheadings, a requirement that ensures that the
word is polysemous and that also indicates that the
disambiguation page is well-curated and likely to
be trustworthy. After resolving redirects, we re-
moved any duplicate senses. We then removed
those senses that have less than three mentions in
Wikipedia. Finally, since one of our goals is to
experiment with multilingual features, we also re-
moved senses that do not exist in all four target
languages.

From the set of disambiguation pages obtained
after applying all of these heuristics, we generate a
dataset as follows: all of the senses that are listed
under the same subheading (except for the OTHER,
SEE ALSO, and MISCELLANEOUS headings) are
used to create pairs of senses that are labeled as
positive (i.e., they should be clustered together).
All of the senses that are listed under different
headings, while still on the same disambiguation
page, are used to create pairs of senses that are
labeled as negative (i.e., they should not be clus-
tered). From the resulting list of pairs, we first ex-
clude all named entities, since our work is primar-
ily concerned with word sense clustering rather
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than named entity clustering. Additionally, the
groupings of the named entities in the Wikipedia
disambiguation pages are too coarse; for instance,
in the disambiguation page for “Newton,” the arti-
cles “Isaac Newton” and “Newton (surname)” are
listed under the same heading ‘“People.” As men-
tioned above, we exclude those senses that do not
have interlingua links with the other three lan-
guages of interest (i.e., a word sense in our dataset
has to be represented in all languages English,
Spanish, German, Italian). This constraint is ap-
plied so that we have a complete multilingual rep-
resentation for our dataset, which allows us to test
our hypothesis concerning the usefulness of mul-
tilingual features.

Using this approach, we automatically create
two datasets, one for English and one for Spanish.
Starting with the English Wikipedia disambigua-
tion pages, from all the sense pairs obtained using
the heuristics above, we randomly select a set of
3,000 positive examples and their corresponding
3,106 negative examples extracted from the same
disambiguation pages, for a total of 6,106 exam-
ples.

We then use the same strategy to automatically
extract a Spanish sense clustering dataset, this
time starting with the Spanish Wikipedia disam-
biguation pages. Here, we obtain 3,270 positive
examples and their corresponding 1,730 negative
examples, for a total of 5,000 examples. Our goal
with this second dataset is to determine to what ex-
tent the sense clustering method can be effectively
applied to a language that has fewer articles and
contributors than to the English Wikipedia.

3.2 Manually Annotated Datasets

We also create two smaller datasets of 500 exam-
ples each, again for English and Spanish, which
were manually annotated. The sense pairs (250
positive and 250 negative pairs) were uniformly
sampled from sense clusters obtained using the
same automatic method described above, exclud-
ing the sense pairs that were included in the auto-
matically created datasets. In other words, there is
no overlap between the 500 sense pairs in the man-
ually annotated datasets, and the 6,106 (5,000)
sense pairs in the automatically created datasets.
Annotators were asked to determine whether each
pair used the same sense of the target word, or dif-
ferent senses. To help them in this task, an in-
terface was created so that annotators could view



each pair of pages side-by-side, in order to decide
whether the pair was a positive or a negative ex-
ample of senses that could be clustered together.
Annotators were also given an unknown option to
use in cases where they were unsure whether to
label a pair as positive or negative.

Two annotators independently labeled the 500
pairs in each of the datasets. The pairwise Pearson
correlation between the two annotators was mea-
sured at 0.77 and 0.83 for English and Spanish re-
spectively, which represents a high agreement. All
disagreements between annotators were resolved
through adjudication by a third annotator. The fi-
nal label distribution was 254 positive pairs and
246 negative pairs in the English dataset, and 212
positive pairs and 288 negative pairs in the Span-
ish dataset.

3.3 Semeval Dataset

Finally, we also create a dataset using a set of
highly ambiguous nouns drawn from the Semeval
evaluations, which was previously used in WSD
experiments on Wikipedia (Mihalcea, 2007). As
before, the sense pairs were labeled as either posi-
tive or negative, which resulted in 763 sense pairs
marked as negative and 162 sense pairs labeled as
positive, for a total of 925 examples. This dataset
is built to test our system in a more realistic setting
that does not follow all the constraints that we used
during the construction of the manually annotated
datasets. The only constraint that we placed on
this dataset is the removal of named entities, for
the reasons outlined above.

4 Structural and Content Features for
Sense Clustering

To characterize the similarity of two word senses,
we extract two types of features: structural fea-
tures, which exploit the link structure of Wikipedia
articles, and content features that capture vector
space similarities between articles or lexical con-
texts. We obtain a total of 13 features for each pair
of articles in each language.

4.1 Structural Features

Two well-established metrics are used to measure
the similarity between the link structures of the
senses in each pair. For each pair of articles, we
derive four graph-based similarity features using
Pointwise Mutual Information (PMI) and Google
Similarity Distance (GSD) (Cilibrasi and Vitanyi,
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2007). PMI and GSD features are calculated be-
tween the sets of outgoing links and between the
sets of incoming links. Thus, there are four fea-
tures that indicate the similarity between the sets
of pages that link to the articles, and the sets of
pages that are linked to by the articles. These
features exploit the link structure of Wikipedia to
measure the pages’ relative positions in the link
graph.

Two features are added to indicate whether the
articles have direct links to each other. The first
takes a value of 1 if both articles have a link to
each other in the first paragraph, and a value of
0.5 if one of the articles links to the other in the
first paragraph (0 otherwise). The second feature
extends the context to the entire articles, using the
same values to indicate whether one or both of the
articles contain a direct link to the other anywhere
on the page.

One feature is also included to indicate
whether an article’s template uses the {{main *
<other_article>}} syntax to point to the other ar-
ticle in the pair. The weighting of this feature is
the same as that of the direct link features.”

Since links between pages are very common in
Wikipedia, structural features can provide a good
measure of the semantic closeness of two arti-
cles, and since our data only contains pairs of arti-
cles that are potential disambiguations of a certain
word, two articles that have similar link structures
are likely to be good candidates for clustering.

4.2 Content Features

The ubiquitous #f.idf method for measuring con-
tent similarity is used to obtain four additional fea-
tures. For each article in each language, we cre-
ated two tf.idf indexes: one for the actual content,
and one for the aggregated context of all the in-
links to the page. To construct the aggregated in-
link context, the sentences containing a link to the
article are globbed into one index, representative
of the contexts in which this sense is used across
the encyclopedia. Obtaining tf.idf scores for the
articles required construction of a global Inverse
Document Frequency (idf) index for each lan-
guage, which was accomplished using Hadoop?
and Apache Pig.* For each pair of senses, we gen-
erate four tf.idf features using each possible com-

Note that it is unlikely, though not impossible, that each
article could point to the other as its main article

*http://hadoop.apache.org/

*http://pig.apache.org/



bination of the indexes.

We also use the Stanford Dependency
Parser(De Marneffe et al.,, ) to extract the
head noun from each article’s title, adding a
binary feature that indicates whether the article
titles share the same head noun.

Finally, we add a feature for the cosine similar-
ity between the labels for each page. The set of la-
bels for a page is obtained from the anchor text of
all inlinks to the page across Wikipedia versions.
We remove all occurrences of the target word from
the list of labels to prevent unintended bias. For
example, if the word in question is “bar” we re-
move the label “bar”. When we move across lan-
guages to calculate this feature, the target word is
obtained using Google Translate.> This set of key-
words represents all possible labels for the partic-
ular article, and forms a “bag of labels” for that
article, to be used in the calculation of the cosine
similarity.

4.3 Multilingual Features

The intuition that multilingual features may im-
prove the accuracy of sense clustering is a major
inspiration for this work. With this in mind, we
calculate the same set of features for the parallel
sense pairs in all four languages. This allows eval-
uation of each language’s contribution to the result
of sense clustering in a particular language. We do
not average the features across languages by creat-
ing a centroid vector, preferring instead to append
features as languages are added.

S Experiments and Evaluations

The WEKA toolkit (Witten and Frank, 2005) was
used for all experiments. The classifiers were
trained using the SMO implementation of Sup-
port Vector Machines provided by WEKA, with
a quadratic kernel.

5.1 Evaluation on the Automatically
Extracted Datasets

In the first experiment, we use the automatically
extracted datasets to evaluate the accuracy of the
sense clustering classifier, as well as the role of
the multilingual features in this classification. We
perform cross-validation on the automatically ex-
tracted datasets. We use the English and Span-
ish datasets described in Section 3.1, which in-
clude positive and negative examples of sense

>http://translate.google.com/
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Avg.
Language(s) Acc. Acc.
Monolingual(English) 84.5%
English+German 92.0%
English+Italian 93.2% | 92.5%
English+Spanish 92.3%
English+Spanish+German 93.8%
English+Spanish-+Italian 93.2% | 93.03%
English+German+Italian 92.1%
English+Spanish+German+Italian || 93.6% | 93.6%

Table 1: Classification accuracy on the automati-
cally extracted English dataset.

pairs along with their corresponding senses in
three other languages. For each sense pair, and
for each language, we generate the structural and
content features described above.

Tables 1 and 2 show the results obtained during
these experiments, using one, two, three, or four
languages at a time. The results indicate that sense
clustering can be effectively performed, and the
performance improves consistently as more lan-
guages are added. The overall improvements are
significant over the most frequent class baseline of
50.8% for English and 65.4% for Spanish.

Avg.

Language(s) Acc. Acc.
Monolingual (Spanish) 68.3%
Spanish+English 74.0 %

Spanish+German 73.8% | 73.0%
Spanish-+Italian 71.1%
Spanish+German-+Italian 75.7 %

Spanish+Italian+English 75.5% | 75.5%
Spanish+German+English 75.4%

Spanish+English+German+Italian || 76.2% | 76.2%

Table 2: Classification accuracy on the automati-
cally generated Spanish dataset.

5.2 [Evaluation on Manually Created
Datasets

We also perform evaluations on the English and
Spanish manually annotated datasets, described in
Section 3.2. Here, we use the automatically gen-
erated datasets to train the sense clustering classi-
fiers, which we then test on the manually labeled
data. Tables 3 and 4 show the results obtained in
these experiments, again for one, two, three, and
four languages at a time.

As before, the sense clustering classifiers im-
prove over the most frequent class baseline of



Avg.
Language(s) Acc. Acc.
Monolingual(English) 77.4%
English+Spanish 85.6%
English+German 84.8% | 85.1%
Spanish+Italian 85.4%
English+German+Italian 86.0%
English+Italian+Spanish 84.4% | 85.2%
English+German+Spanish 85.4%
Spanish+English+German-+Italian || 84.4% | 84.4%

Table 3: Classification accuracy on manually an-
notated English dataset.

Avg.
Language(s) Acc. Acc.
Monolingual(Spanish) 83.7%
Spanish+English 88.4%
Spanish+German 87.1% | 88.7%
Spanish+Italian 90.5 %
Spanish+German+Italian 89.6%
Spanish+Italian+English 92.2% | 90.9%
Spanish+German+English 90.9%
Spanish+English+German-+Italian || 95.6% | 95.6%

Table 4: Classification accuracy on manually an-
notated Spanish dataset.

50.8% on the English dataset and 57.6% on the
Spanish dataset,® and the inclusion of features
drawn from additional languages improves the
performance of the monolingual classifier signif-
icantly.

5.3 Evaluation on Semeval Dataset

The final evaluation is performed on the sense
clusters derived from the set of 30 Semeval nouns,
as described in Section 3.3. The most frequent
class baseline for this dataset is 82.5%, obtained
by assigning by default a negative label to all the
sense pairs in the dataset. Using the automatically
labeled data for training, the monolingual classi-
fier yields an accuracy of 83.5%, and improves to
85.5% when the multilingual features are added.
For this dataset, which includes highly ambiguous
words and follows a more realistic distribution of
positive versus negative sense pairs, the distribu-
tion is very skewed, so we also calculate the ROC
area, measured at 76.6 for the monolingual classi-
fier, and 79.1 for the multilingual classifier.

These baselines are obtained from the distribution of
positive and negative examples in the manual annotation of
these datasets.
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Figure 1: Using automatically and manually

created English and Spanish datasets, how the
sense clusters benefit from incorporating more
languages

6 Discussion

The monolingual sense clustering algorithm leads
to significant improvements over the most fre-
quent class baseline, with error rate reductions
of 68.5% and 8.3% obtained in the evaluations
on the automatically created datasets for English
and Spanish respectively, and 54.8% and 67.4%,
obtained from the evaluations on the manually-
created English and Spanish datasets. On the Se-
meval dataset, we obtained an error rate reduction
of 5.7%.

An even more important result is the role played
by the multilingual features in improving the sense
clustering method. The incremental addition of
new languages leads to steady increases in clus-
tering accuracy. The highest accuracy is obtained
when features drawn from all four languages are
used, with the following error rate reductions
from with the multilingual classifier relative to the
monolingual classifier: 58.7% for the English au-
tomatic dataset; 24.9% for the Spanish automatic
dataset; 30.9% for the English manual dataset;
73.0% for the Spanish manual dataset; and 12.1%
for the Semeval dataset. To illustrate the effect
of adding more languages graphically, Figure 1
shows how the performance of the Spanish sense
clustering benefits from the addition of multilin-
gual features.

The improved performance observed for all
possible language groupings is good evidence that
the clustering improves consistently as features
from a language are supplemented with features



from other languages. Even for English, which
is a major language with significant resources,
we observe improvements when multilingual fea-
tures are added.These results support our hypoth-
esis that multilingual features can improve the ac-
curacy of sense clustering, even in a more realistic
setting where we do not have corresponding sense
pairs in all languages. In such cases, when try-
ing to cluster a sense pair from e.g. Spanish, even
if features from a more resourceful language such
as English are not available, the feature space can
still be adjusted with sense pairs from other lan-
guages such as German or Italian.

7 Related Work

A large number of techniques have been proposed
for clustering the collection of fine-grained senses
available in WordNet. One of the early approaches
was the automatic system of (Peters et al., 1998),
in which two senses are clustered together based
on a set of relational cues extracted from WordNet.
(Mihalcea and Moldovan, 2001) extend the collec-
tion of WordNet relational features and propose a
set of semantic and probabilistic rules for either
collapsing synsets very similar in meaning or re-
moving synsets that are very rarely used. (Mc-
Carthy, 2006) defines vector profiles for WordNet
senses based on neighboring words, where the dis-
tributional similarity between neighbors is com-
puted from statistics over grammatical relations
extracted from the British National Corpus corpus.
Similarity between two senses is then computed
as the Spearman rank correlation of their corre-
sponding vector profiles. The OntoNotes project
(Hovy et al., 2006) uses a corpus-based iterative
approach for sense clustering in which a sample
of 50 sentences is annotated with a preliminary set
of coarse senses. If the inter-annotator agreement
is too low, the sense clusters are revised, and the
annotation process is repeated until the agreement
passes 90%. Also related is the work of (Navigli,
2006), who generates coarse senses over Word-
Net by mapping the WordNet senses into the more
coarse-grained Oxford dictionary.

Similar to our approach, (Snow et al., 2007)
train an SVM classifier to make binary “merge”
vs. “not-merge” decisions. Their WordNet sense
pairs are represented using a diverse set of features
derived from WordNet structure, corpus-based ev-
idence, and other lexical resources. Furthermore,
the binary sense merging classifier is integrated
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into a model for sense clustering that takes into ac-
count taxonomic constraints that arise when merg-
ing senses in a hierarchical structures.

Another closely related work is that of (Peder-
sen et al., 2005), which describes an unsupervised
method for discriminating ambiguous names by
clustering contexts, and relies upon features found
in corpora obtained for a language with more re-
sources.

The major aim of the coarse-grained all-words
WSD task at Semeval-2007 was to determine
whether a more accurate WSD system can enable
sense-aware applications, such as information re-
trieval, question answering, or machine transla-
tion.

Finally, in recent work, Erk and McCarthy
(Erk and McCarthy, 2009) also considered the
sense granularity issue, and introduced the idea of
graded WSD, in which they relax the single sense
assignment and allow for multiple sense assign-
ments for a particular target word.

8 Conclusion

Wikipedia’s sense inventory is constantly grow-
ing, and the sense distinctions in this inventory are
becoming finer-grained, which means that robust
methods for sense clustering are needed in order
to maintain its usefulness for WSD. In this paper,
we described an approach to automatically clus-
ter senses in Wikipedia using data obtained from
disambiguation pages, utilizing the multilingual
data available in Wikipedia to create a rich feature
space for sense clustering.

The automatic sense clustering method signif-
icantly outperforms the most frequent baseline,
and these results are consistent for several datasets
and several languages. Moreover, the integra-
tion of multilingual information into the clustering
method was found to improve significantly over
the monolingual models, with consistent improve-
ments as features from new languages are added.
Wikipedia editions are available for a large num-
ber of languages, which means that this method
can be used to generate sense hierarchies and build
accurate word sense clustering classifiers for many
languages, even in cases where the disambigua-
tion pages for a particular language are not well-
curated.

The sense clustering datasets created
during this work are publicly available at
http://lit.csci.unt.edu
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Effective Spell Checking Methods Using Clustering Algorithms
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Abstract

This paper presents a novel approach to
spell checking using dictionary cluster-
ing. The main goal is to reduce the num-
ber of times distances have to be calcu-
lated when finding target words for mis-
spellings. The method is unsupervised and
combines the application of anomalous
pattern initialization and partition around
medoids (PAM). To evaluate the method,
we used an English misspelling list com-
piled using real examples extracted from
the Birkbeck spelling error corpus.

1 Introduction

Spell checking is a well-known task in computa-
tional linguistics, dating back to the 1960s, most
notably to the work of Damerau (1964). Nowa-
days, spell checkers are an important component
of a number of computer software such as web
browsers, text processors and others.

In recent years, spell checking has become a
very important application to search engines (Mar-
tins and Silva, 2004). Companies like Google or
Yahoo! use log files of all users’ queries to map
the relation between misspellings and the intended
spelling reaching very high accuracy. The lan-
guage of queries, however, is typically shorter than
naturally occurring text, making this application
of spell checking very specific (Whitelaw et al.,
2009).

Spell checking methods have two main func-
tions. The first one is to identify possible mis-
spellings that a user may commit. As described
by Mitton (1996), misspellings can be related to
the writer’s (poor) writing and spelling compe-
tence, to learning disabilities such as dyslexia, and
also to simple performance errors, known as fy-
pos. The written production of non-native speak-
ers also plays an important role in spell check-
ing as they are, on average, more prone to errors
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than native speakers. These phenomena generate
a wide range of different spelling possibilities that
a spell checker should be trained to recognize.

The second function of spell checkers is to sug-
gest the users’ intended spelling of a misspelled
word or at least to suggest a list of candidates in
which the target word appears. This is often done
by calculating the distance between the misspelled
word and a set of potential candidates. As will be
discussed in this paper, this is by no means triv-
ial and several methods have been proposed to ad-
dress this task.

This paper presents a novel unsupervised spell
checking method combining anomalous pattern
initialization and partition around medoids (PAM).
To the best of our knowledge this is the first at-
tempt to apply these methods for spell checking.
The approach described here aims to improve spell
checking’ speed and performance.

2 Related Work

Spell checking techniques have been substantially
studied over the years. Mitton (2010) points out
that the first attempt to solve the problem can be
traced back to the work of Blair (1960) and later
more attention was given to the work of Damerau
(1964). Most spell checking methods described in
the literature, including this one, use dictionaries
as a list of correct spellings that help algorithms to
find target words. Only a few attempts try to ad-
dress this problem without the use of dictionaries
(Morris and Cherry, 1975).

Morris and Cherry use the frequency of char-
acter trigrams to calculate an ‘index of peculiar-
ity’. This coefficient estimates the probability of
a given trigram occurring in English words. If a
trigram is rare in English, the algorithm flags the
word containing this trigram as a misspelled one.
For example, wha is a frequent trigram in English
whereas wah is not, therefore the word waht is
very likely to be assigned as a misspelling by the
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system.

In the 1970s, the main issue with dictionary-
based approaches was computing power. The
small size of computer memories was a bottleneck
for this kind of approach, as systems should ide-
ally hold all entries of the dictionary in memory.
The solution was to keep the dictionary on disk
and retrieve small portions of it, storing them in
the main memory when required. This was ex-
tremely time consuming. One technique used to
minimize this limitation was to use affix-stripping
(Mcllroy, 1982). The basic idea is to store a stem
word, e.g. read, instead of all its possible deriva-
tions: reading, readable, reads, etc. and apply a
set of rules to handle affixes and adjust the stems
if necessary. The method proved to be effective
in identifying misspellings but it failed to sug-
gest suitable target words, as in this process non-
existent words were often generated such as un-
reading or readation.

In the present day, the challenge of coping with
short memory size no longer exists. It is possible
to store large-sized dictionaries in memory for im-
mediate processing without using the disk to store
data. However, dictionary-based techniques (de
Amorim, 2009), still have a performance limita-
tion due to their intrinsic architecture. State-of-
the-art spell checking techniques often apply simi-
larity metrics to calculate the distance between the
target word and possible candidates in the dictio-
nary. The bigger the dictionary, the greater the
number of calculations, making the algorithms’
performance slower. One common alternative to
this performance limitation is the use of dictionar-
ies organized as Finite State Automata (FSA) such
as in Pirinen and Linden (2010b). These tech-
niques will be better explained in section 2.1.

2.1 State-of-the-art Approaches

A known shortcoming of dictionary-based sys-
tems is handling so-called real-word errors. This
kind of error is difficult to identify using these
methods because the misspelled word exists in the
dictionary. It is only by taking context into ac-
count that these misspellings become recogniz-
able, such as in better then me or were the win-
ners. The use of confusion sets (Golding and
Roth, 1999; Carlson et al., 2001) is a solution to
this problem. Confusion sets are a small group of
words that are likely to be confused with one an-
other, e.g. (there, their, theyre) or (we’re, were)
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or (than, then, them). The use of confusion sets
in spell checking approaches takes syntax and se-
mantics into account.

A number of confusion sets are provided to the
spell checker, so that the context (words in win-
dow size n) in which a given target word oc-
curs can be used to assess if the target word was
correctly written or not. Carlson et al. (2001)
uses 265 confusion sets and later Pedler and Mit-
ton (2010) increases this number to 6,000 confu-
sion sets reporting around 70% of real-word er-
rors detected. Another approach to tackle real-
word errors is the one by Verberne (2002) which
proposed a context-sensitive word trigram-based
method calculated using probability. The method
works under the assumption that the misspelling
of a word often results in an unlikely sequence of
(three) words. To calculate this probability, the
method uses the British National Corpus (BNC)
as training corpus.

Other spell checking methods developed to ad-
dress the question of real-word errors include the
one by Islam and Inkpen (2009). This method
uses the Google Web IT 3-gram dataset and aims
to improve recall rather than precision. It reports
0.89 recall for detection and 0.76 recall for cor-
rection outperforming two other methods for the
same task. More recently, Xue et al. (2011) ad-
dress this problem using syntactic and distribu-
tional information.

The vast majority of state-of-the-art spell check-
ing systems use similarity measures to compare
the distance between two strings (Damerau, 1964;
Levenshtein, 1966). Algorithms consider words
that are not found in the dictionary as misspelling
candidates. The distance between the candidates
or target words to all words in the dictionary is
then calculated and the words with the smallest
distance are presented as suggestions. Using these
techniques, spell checkers have become very ef-
fective at offering the top candidates of these sug-
gestions lists as the correct spelling, creating what
is described in the literature as the Cupertino Ef-
fect!.

Another important aspect of state-of-the-art
spell checkers is the aforementioned organization

!The Cupertino Effect was named after an anecdotal yet
representative spell checking problem of the 1990s. Mi-
crosoft Word did not have the spelling cooperation in its dic-
tionary, but the hyphenated one: co-operation. When some-
one typed cooperation, the system would offer Cupertino as
its first suggestion.



of dictionaries as Finite State Automata (FSA).
FSA-based methods use techniques from finite
state morphology (Beesley and Karttunen, 2003)
where the finite set of states of a given automa-
ton correspond to characters of the words in the
dictionary. FSA are particularly interesting for
morphologically rich languages such as Finnish,
Hungarian and Turkish. One example of a re-
source for spell checking that organizes the dictio-
nary as FSA is Hunspell? originally developed for
Hungarian, but adapted to several other languages
(Pirinen and Linden, 2010a).

The technique presented in this paper serves as
an alternative to the FSA-based dictionaries that
reduce the number of distances that have to be cal-
culated for each misspelling and therefore improv-
ing processing speed. Hulden (2009) observes that
the calculation of distances is time consuming and
investigates techniques to find approximate string
matches in FSA faster. He defines the problem
as ‘a single word w and a large set of words W,
quickly deciding which of the words in W most
closely resembles w measured by some metric of
similarity, such as minimum edit distance’ and
points out that finding the closest match between
w and a large list of words, is an extremely de-
manding task.

3 Anomalous Pattern Initialization and
PAM

The partition around medoids (PAM) algorithm
(Kaufman and Rousseeuw, 1990) divides a dataset
Y into K clusters S = {S1,95%,...,Sk}. Each
cluster Sy, is represented by a medoid my. The lat-
ter is the entity y; € Sy with the smallest distance
to all other entities assigned to the same cluster.
PAM creates compact clusters by iteratively min-
imising the criterion below.

K
W(S, M) = Z Z Z(yzv - mkv)Qa (1)

k=14€S) veV

where V represents the features of the dataset, and
M the returned set of medoids {m 1, ma, ..., mg}.
This criterion represents the sum of distances be-
tween each medoid my and each entity y; € Sy.
The minimisation of (1) follows the algorithm be-
low.

1. Select K medoids at random from Y, M =
{ml,mg, ceuy mK}, S — @

“http://hunspell.sf.net
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2. Update S by assigning each entity y; € Y
to the cluster Sy represented by the closest
medoid to y;. If this update does not generate
any changes in S, stop, output .S and M.

. Update each medoid my, to the entity y; € S,
that has the smallest sum of distances to all
other entities in the same cluster. Go back to
Step 2.

PAM is a very popular clustering algorithm and
it has been used in various scenarios. However,
it does have known weaknesses, for instance: (i)
its final clustering depends heavily on the initial
medoids used, and these are normally found at ran-
dom; (ii) it requires the user to know how many
clusters there are in the dataset; (iii) because of its
iterative nature, it may get trapped in local optima;
(iv) it does not take into account different features
that may have varying degrees of relevance.

Weakness (iv) has been the subject of our pre-
vious research in feature weighting using cluster
dependent weights and the L, norm (de Amorim
and Fenner, 2012). We do not deal with this nor
weakness (iii) in this paper, leaving them for fu-
ture research in our particular scenario. Here we
do address the intrinsically-related weaknesses (i)
and (ii). It is impossible to define good initial
medoids for PAM without knowing how many of
these should be used.

The above has lead to a considerable amount of
research addressing the quantity and initial posi-
tion of medoids. Such effort generated a number
of algorithms addressing one or both sides of the
problem, such as Build (Kaufman and Rousseeuw,
1990), anomalous pattern initialization (Mirkin,
2005), the Hartigan index (Hartigan and Wong,
1979) and other initializations based on hierarchi-
cal clustering (Milligan and Isaac, 1980).

There have been numerous comparisons of var-
ious initializations on different scenarios (Chiang
and Mirkin, 2010; Emre Celebi et al., 2013; de
Amorim, 2012; de Amorim and Komisarczuk,
2012), leading us to conclude that it is difficult
to appoint a single initialization that would al-
ways work. However, we do see the anomalous
pattern initialization introduced by Mirkin (2005)
favourably. His initialization addresses both sides
of the problem and researchers observed previ-
ous success using it (Chiang and Mirkin, 2010;
de Amorim, 2012; de Amorim and Komisarczuk,
2012).



This initialization was originally designed for
K-Means, taking the name intelligent K-Means.
Below we present our medoid version of the
anomalous pattern initialization, which we have
used in our experiments.

1. Set m, as the entity with the smallest sum of

distances to all other entities in the dataset Y.
. Set m, to the entity farthest away from m..

. Apply PAM to Y using m. and m; as initial
medoids, m. should remain unchanged dur-
ing the clustering.

Add my to M.

. Remove m; and its cluster from Y. If there
are still entities to be clustered go to Step 2.

Apply PAM to the original dataset Y initial-
ized by the medoids in M and K = |M]|.

Based on the above we have developed a
method used to find the target words of mis-
spellings. Our method is open to the use of vir-
tually any distance measure valid for strings. Our
main aim with this method is to reduce the number
of times distances have to be calculated. To do this
we apply the anomalous pattern initialization and
PAM, as per below.

1. Apply the anomalous pattern initialization to
the dictionary, finding the number of clusters

K and a set of initial medoids M;,,;;

. Using the medoids in M;,;;, apply PAM
to the dictionary to find K clusters. This
should output a final set of medoids M =
{mi,ma,....,mg}.

. Given a misspelling w, calculate its distance
to each medoid m; € M. Save in M, the
medoids that have the distance to w equal to
the minimum found plus a constant c.

Calculate the distance between w and each
word in the clusters represented by the
medoids in M,, outputting the words whose
distance is the minimum possible to w.

. Should there be any more misspellings, go
back to Step 3.

We have added a constant ¢ to increase the
chances of the algorithm finding the target word.

175

Clearly a large ¢ will mean more distance calcu-
lations. In our experiments with the Levenshtein
distance (Levenshtein, 1966) we have used ¢ = 1.

4 Setting of the Experiment

For our experiments we first acquired an English
dictionary containing 57,046 words, and a corpus
consisting of a list of 36,133 misspellings together
with its 6,136 target words>. This misspelling list
was previously used by Mitton (2009) and it was
extracted from the Birkbeck spelling error corpus.
The corpus includes misspellings from young chil-
dren as well as extremely poor spellers subject to
spelling tests way beyond their ability. For this
reason, some of the misspellings are very different
from their target words. As stated in the guidelines
of the corpus, the misspellings compiled were of-
ten very distant from the target words, examples
of these include the misspellings o, a, cart and
sutl for the targets accordingly, above, sure and
suttable, respectively.

As a second step, we removed from our corpus
all misspellings whose targets were not present
in the dictionary. This reduced the corpus to
34,956 misspellings, just under 97% of the orig-
inal dataset. Dictionaries tend to be large, mak-
ing their clustering time consuming. In order to
reduce this processing time we segmented the dic-
tionary in 26 sub-datasets, based on the first let-
ter of each word. We have then applied the first
and second steps of our method to each of these
26 sub-datasets. This segmentation, however, does
not mean that our method will not find the target
word when the misspelling happens in the first let-
ter. The clustering of a large dictionary can be time
consuming. However, this needs to be done only
once.

We took Peter Norvig’s (2009) spell checker*
as our baseline performance. This spell checker
is a simplified adaptation of the methods used in
Google and is being frequently used as baseline
for state-of-the-art experiments in spell checking.
For our method, Norvig’s experiments are partic-
ularly interesting because it uses the same dataset,
the Birkbeck Spelling Error Corpus. The author
reports performance of 74% for a development
dataset and 67% for a test dataset. To use as base-
line we consider Norvig’s best result, 74% suc-
cess rate, plus 3.24%, which is the percentage of

3http://www.dcs.bbk.ac.uk/ roger/corpora.html
*http:/morvig.com/spell-correct.html



the dataset that we did not consider in our exper-
iments. This results in a baseline performance of
77.24%.

The use of Norvig’s method in this paper is ex-
clusive to serve as a baseline performance and not
an attempt to compare both methods. As it will be
discussed next section, the two methods are con-
ceptually different, making it very difficult to sta-
blish a fair-ground comparison between them. We
see Norvig’s simplistic adaptation of Google’s al-
gorithm for spell checking the same way as, for
example, the majority class baseline is used in
text classification. In other words, the minimum
expectable performance that an algorithm should
achieve.

5 Results

The main aim of our method is to reduce the num-
ber of times distances are calculated. Should one
measure the distance between a misspelling and
each word in our dictionary, this distance function
would be called 57,046 times, the size of the dic-
tionary. By applying our method to each of the
34,956 misspelling in the corpus we previously de-
scribed, the distance measure was calculated on
average 3,251.4 times for each misspelling. We
find this is an important result from a computa-
tional point of view, as we are reducing consider-
ably the number of calculations.

Regarding the recovery of the target words, it
depends very much on the distance measure in
use. We have experimented with the popular Lev-
enshtein distance (Levenshtein, 1966). In 88.42%
of cases our method returned a cluster containing
the target word or a word with a smaller distance
to the misspelling than the target. We attribute
some of the latter to misspellings that are actual
words (real-word errors), an issue that we do not
address in this paper. Results are summarized in
table number 1:

Total Misspellings 34,956 words
Success Rate (%) 88.42%
Success Rate (Nominal) 30,908 words
Baseline Gain (pp) +11.18
Total Number of Clusters 1,570 clusters
Average Cluster Length 3.78 words
Average Distance Calculations 3,251.4

Table 1: Results

The cardinality of the clusters returned by our
method is also of interest. Ideally the clusters
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should be rather small, so that users can easily
identify the target word in the cluster. In our ex-
periments with the corpus, the average cluster con-
tained 3.78 words, with a median of 2. However,
in 7.98% of cases the cluster had over 10 words.

We find the results obtained quite promising as
the method outperforms the baseline in 11.18 per-
centage points® using the same dataset (this num-
ber takes into account that we had to reduce ours
in just over 3%, as described in Section 4). As
mentioned in section 4, the corpus contains many
misspellings whose target we find impossible to
identify.

As previously mentioned, there are a few fac-
tors we should take into account when considering
Norvig’s (2009) method as baseline. His method
is based on supervised learning, requiring a rather
large sample of misspellings and their correspond-
ing targets - our method has no such requirement
and it is open to the use of various distance mea-
sures. As an example, he states that his method
achieves better performance when ‘pretending that
we have seen the correctly spelled word 1, 10,
or more times’. Another different aspect of both
methods is that his method returns a single sug-
gested target, while ours returns a cluster of sug-
gested target words.

6 Conclusion

The method we introduced in this paper reduces
the number of distances to be calculated with-
out removing a single word from the dictionary.
This makes the algorithm faster than other ap-
proaches and presents a satisfactory success rate of
88.42% in a challenging dataset. The success rate
is 11.18% higher than the baseline for this task.
The question of using a supervised method as a
baseline performance have also been discussed in
this paper.

We decided to work with a large complete dic-
tionary, in contrast to a number of studies that
discard rare words to decrease the number of in-
stances in the dictionary. This decision was based
on previous studies (Damerau and Mays, 1989).
As stated by Mitton (Mitton, 2010): ‘when peo-
ple use a rare word, it is very likely to be a cor-
rect spelling and not a real-word error’. There-
fore, a spell checker with a small dictionary would

3 As discussed in section 4, Norvig’s method returns a can-
didate to the target word, while ours return a cluster. We con-
sider the success rate score of 88.42% and this does not cor-
respond to accuracy or precision.



be very likely to raise false alarms over correctly
spelt rar