
Proceedings of the Fifth Workshop on Scholarly Document Processing (SDP 2025), pages 114–123
July 31, 2025 ©2025 Association for Computational Linguistics

Data Gatherer: LLM-Powered Dataset Reference Extraction from
Scientific Literature

Pietro Marini1, Aécio Santos1, Nicole Contaxis2, and Juliana Freire1,3
1Tandon School of Engineering
2Grossman School of Medicine

3Center for Data Science
New York University

Abstract

Despite growing emphasis on data sharing and
the proliferation of open datasets, researchers
face significant challenges in discovering rele-
vant datasets for reuse and systematically iden-
tifying dataset references within scientific lit-
erature. We present Data Gatherer, an auto-
mated system that leverages large language
models to identify and extract dataset refer-
ences from scientific publications. To evalu-
ate our approach, we developed and curated
two high-quality benchmark datasets specifi-
cally designed for dataset identification tasks.
Our experimental evaluation demonstrates that
Data Gatherer achieves high precision and re-
call in automated dataset reference extraction,
reducing the time and effort required for dataset
discovery while improving the systematic iden-
tification of data sources in scholarly literature.

1 Introduction

The increasing availability of data has accelerated
scientific progress. Genomic and proteomic data
sharing, for example, has enabled scientists to
develop approaches that rely on access to large
amounts of data (JB et al., 2020). Policies and
frameworks like the FAIR Principles (Wilkinson
et al., 2016) and FORCE11’s Joint Declaration of
Data Citation Principles (Altman et al., 2015) and
changing researchers practices have contributed
to increasing the amount of data available. Yet,
finding datasets for reuse and identifying datasets
referenced in research papers remain a challeng-
ing and labor-intensive task (Castelo et al., 2021;
Borgman and Groth, 2025; Tsueng et al., 2023;
Griffiths et al., 2022).

In contrast to journal article and book citation
practices that use standardized formats (e.g., cita-
tion styles, DOIs), dataset references are inconsis-
tent, ambiguous, and dispersed throughout schol-
arly documents, making systematic discovery dif-
ficult. PubMed and PubMed Central, for exam-

ple, make some dataset mentions available through
LinkOut Resources which links to external re-
sources. They also allow researchers to search for
articles that contain associated data in their Data
Availability Statement (DAS), a structured section
of articles that describe datasets used, or inside
similar sections. However, these indexes are not
currently able to surface dataset mentions fully, es-
pecially those embedded in the article text.

Even when datasets are explicitly referenced,
their mentions are often ambiguous. The same
dataset may be cited under different names, abbre-
viations, or project titles across multiple papers.
Some papers provide only partial accession codes
or omit repository information, making it difficult
to resolve the dataset’s location. DAS’s, for ex-
ample, may erroneously state that all data from a
study is included in the paper (Federer et al., 2018).
Common issues like typos, incorrect identifiers,
and broken links further hinder discovery.

To locate datasets included in papers, re-
searchers, librarians and data curators then have
to undertake the labor-intensive process of man-
ually searching, cross-referencing, and verifying
dataset mentions. Mentions may include metadata
such as accession codes, repository names, URLs,
or informal descriptions. They can be embedded
in figure captions, tables, supplementary materials,
citations, or structured article sections like a DAS
rather than explicitly listed in the main text.

Recent advances in Large Language Models
(LLMs) present unprecedented opportunities for
automating the discovery and extraction of dataset
mentions from scientific literature. LLMs demon-
strate superior capability in recognizing complex
patterns in natural language text, enabling them to
identify dataset references across diverse formats
and naming conventions while distinguishing them
from superficially similar entities such as gene and
experiment identifiers. This can lead to significant
improvements in automated extraction.
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Contributions. We introduce Data Gatherer1,
an open-source, LLM-powered system that auto-
mates the identification and extraction of structured
dataset records from scientific publications. Our
system addresses the labor-intensive manual pro-
cesses currently employed by researchers and li-
brarians for dataset discovery. The design and de-
velopment of Data Gatherer was informed by a
collaboration with biomedical researchers special-
izing in proteomics and genomics, ensuring the
tool addresses real-world requirements. To evalu-
ate the effectiveness of Data Gatherer, we develop
two benchmark datasets: (1) a high-quality collec-
tion carefully curated and validated by an expert
librarian to ensure accuracy and completeness, and
(2) a larger-scale dataset constructed through the
systematic integration of existing databases that
maintain associations between research articles and
their referenced datasets. These benchmarks enable
a comprehensive evaluation across different scales
and quality standards. We present the results of
an experimental evaluation which show that Data
Gatherer achieves recall of up to 99.4% and preci-
sion up to 91.1% across our benchmark datasets.

In summary, our main contributions are: (1) an
LLM-powered pipeline for automated identifica-
tion and extraction of dataset references from schol-
arly documents (Section 5); (2) development and
curation of two benchmark datasets for evaluation
of dataset extraction methods (Section 4); and (3)
an experimental evaluation of our data extraction
methods using different LLMs (Section 6).

2 Related Work

The related work on the extraction of dataset men-
tion from scientific literature falls in two main cat-
egories, which we describe below.
Datasets for Information Extraction from Sci-
entific Literature. Several datasets have been de-
veloped to facilitate research in scientific informa-
tion extraction. Anzaroot and McCallum (2013)
introduced a dataset for fine-grained citation field
extraction, focusing on segmenting citation strings
into components like title and authors. Cheung et al.
(2024) presented PolyIE, a dataset for extracting
entities and relations specific to polymer materials.
Zhang et al. (2024) created SciER, a dataset for en-
tity and relation extraction with a focus on datasets,
methods, and tasks. While these datasets facilitate
various aspects of scientific information extraction,

1https://github.com/VIDA-NYU/data-gatherer

such as citation parsing and domain-specific en-
tity extraction, we focus on a different task: the
extraction of dataset references from the scientific
literature on proteomics and genomics.

The Data Citation Corpus, created by Make Data
Count in collaboration with the Chan Zuckerberg
Initiative, is a comprehensive list of data citations
from articles and preprints meant to facilitate the
creation and use of data metrics similar to biblio-
metrics used to measure the impact of other schol-
arly outputs (e.g., H-index, Impact Factor, and the
RCR) (Make Data Count, 2025). The Data Citation
Corpus is in part compiled using machine learning
methods that leverage SciBERT-based Named En-
tity Recognition (Istrate, 2023). Make Data Count
does not make these data citation location tools
publicly available. In contrast, our tool is open
source and freely accessible to researchers, and in-
stead of focusing on the creation of data metrics,
our goal is to enable users to identify all mentions
of datasets within a collection of articles to facili-
tate data discovery and reuse.
Dataset Discovery and Citation Analysis. Early
approaches to dataset mention extraction relied on
statistical methods. Ghavimi et al. (2016) present
a semi-automatic approach combining dictionary-
based matching with similarity measures to identify
dataset references and link them to existing dataset
registries. Zeng and Acuna (2020) propose using
a bidirectional LSTM with a CRF inference mech-
anism for dataset mention detection. Kumar et al.
(2021) propose DataQuest, a BERT-based entity
recognition model with POS-aware embeddings,
utilizing a two-stage pipeline for dataset sentence
classification and mention extraction. These meth-
ods face important limitations that constrain their
practical applicability. First, they typically require
domain-specific training data, limiting their trans-
ferability across research disciplines. Second, the
relatively small model sizes and training corpora
restrict their ability to capture the full diversity of
dataset naming conventions and referencing pat-
terns found in scientific literature. Third, these
methods often struggle with implicit or contextual
dataset references that require deeper semantic un-
derstanding beyond surface-level pattern matching.
Our work addresses these limitations by leverag-
ing the robust information extraction capabilities of
large language models trained on extensive, diverse
corpora. This approach enables more generalizable
extraction across domains while reducing depen-
dence on manually curated training data.
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3 Problem Definition
We aim to automatically discover and extract
dataset references from scholarly publications, fo-
cusing on citations accessible in academic docu-
ments available on the Web.

Definition 1. Given a publication P (e.g., a URL
or DOI that refers to a scholarly article), the goal
is to build a function F that extracts a structured
set of records {(di, ri)} from P , i.e., F(P ) =
{(d1, r1), (d2, r2), ..., (dn, rn)}, where di is the
dataset identifier, typically an accession code or an-
other type of dataset reference, and ri is the reposi-
tory name or reference (e.g., a plain text string or a
URL pointing to the repository).

We consider a dataset reference valid if its identi-
fier di exists in the repository ri. To evaluate the
ability of different approaches to identify and ex-
tract valid dataset references correctly, we built two
benchmark datasets that are detailed in Section 4.

4 The DataRef Benchmarks
To evaluate Data Gatherer, we constructed
two datasets using distinct methodologies:
(1) DataRef-EXP was manually curated by an
expert librarian who identified and reviewed
publication web pages on PubMed Central,
selecting articles to ensure a diverse representation
of dataset citation formats; (2) DataRef-REV
was built by combining metadata from two
online resources: ProteomeCentral,2 a portal that
aggregates dataset information from repositories
within the ProteomeXchange consortium (Deutsch
et al., 2023), and the Gene Expression Omnibus
(GEO) repository.3 Below we detail the data
curation approach for each of these datasets.
The datasets are available for download at
https://doi.org/10.5281/zenodo.15549086.

4.1 DataRef-EXP Dataset
The DataRef-EXP dataset was created through sys-
tematic manual selection and curation of schol-
arly journal articles to ensure a comprehensive
representation of dataset citation formats and ref-
erencing patterns. The articles were exclusively
sourced from PubMed Central (PMC)4 for two im-
portant reasons. First, PMC provides open access
to the full text of articles via an API, eliminating
potential copyright restrictions and technical bar-
riers to systematically download journal articles.

2https://proteomecentral.proteomexchange.org/
3https://www.ncbi.nlm.nih.gov/geo/
4https://pmc.ncbi.nlm.nih.gov/

Second, PMC’s advanced filtering capabilities en-
able targeted identification of articles containing
explicit data references, particularly through their
Data Availability Statements (DAS). DAS explic-
itly document the datasets employed in research
and provides access information or retrieval instruc-
tions. While DAS quality varies across publica-
tions—with many exhibiting incomplete metadata
or outdated access links—their presence serves
as a reliable indicator for articles likely to con-
tain dataset references. This filtering mechanism
streamlined the curation process by pre-selecting
articles with higher probability of containing rele-
vant dataset mentions.

A total of 21 journal articles were selected, con-
taining 48 dataset references. Journal articles were
chosen in order to maximize the variation in how
included datasets were referenced, enabling a com-
prehensive evaluation of the Data Gatherer’s ability
to extract dataset mentions across various formats.
For example, some journal articles were chosen in
which all dataset mentions were included in the
DAS while other journal articles included dataset
mentions in figures, in tables, or within the text.
Additionally, some articles were chosen due to er-
rors in dataset mentions, like inaccurate accession
numbers or incomplete dataset information (e.g.,
an accession number but no named repository).

4.2 DataRef-REV Dataset
The second benchmark dataset was constructed us-
ing a systematic reverse-engineering methodology
that leverages structured metadata exports from
established scientific data repositories: Proteome-
Central and Gene Expression Omnibus (GEO). Pro-
teomeCentral is a valuable source for ground truth
data, offering curated metadata for 23,348 publicly
available datasets, including dataset identifiers and
one or more valid related paper DOIs or PubMed
identifiers. It aggregates datasets from various
repositories and links them to citing publications,
making it a great starting point for locating papers
that contain dataset references. Similarly, GEO is
a public functional genomics data repository man-
aged by the National Center for Biotechnology In-
formation (NCBI). GEO provides programmatic
access through a REST API that allowed us to re-
trieve 165,078 dataset identifiers with valid refer-
ences to publications that mention them.

A limitation of DataRef-REV is that it only con-
tains references to datasets from repositories that
are part of the ProteomeXchange consortium or
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the GEO – it is possible that there may be datasets
mentioned in the paper that are not deposited in
these repositories. However, an advantage is that
it is automatically generated, allowing us to ob-
tain a much larger number of dataset references
compared to DataRef-EXP (manually curated).
Dataset Construction Details. Each dataset en-
try includes a unique identifier, typically an acces-
sion code, along with the corresponding repository
name, such as PRIDE, MassIVE, iProX, jPOST,
PeptideAtlas, or PanoramaPublic. Additionally,
the metadata contains information about citing pub-
lications, including their DOI or PubMed Central
ID (PMCID) when available, as well as the title and
keywords associated with the dataset. To ensure
high-quality metadata, entries lacking a DOI or
publication link were discarded, guaranteeing that
each dataset-reference pair has an associated pa-
per reference. As a result, DataRef-REV contains
397,263 dataset references records from 244,847
papers to 188,426 datasets.

To supplement the structured metadata, we im-
plemented an automated data-fetching pipeline to
retrieve full-text HTML versions of citing publica-
tions. Using Selenium, we systematically accessed
publisher web sites and extracted the HTML source
of each article when it was available. By integrating
full-text data with structured repository metadata,
we ensure that our dataset reflects both formally
registered dataset citations and real-world citation
practices in scholarly writing.

5 The Data Gatherer Tool
Data Gatherer was designed to automatically ex-
tract dataset references from scientific publications
by processing both HTML web pages and XML
responses as discussed in Section 3. It employs
LLMs to identify references and construct links
that enable the retrieval of the dataset. We have
explored two main strategies: Full-Document Read
(FDR) and Retrieve-Then-Read (RTR).

5.1 Retrieve-Then-Read (RTR)
The RTR method is a two-step process designed to
improve efficiency in dataset reference extraction
by leveraging the structural elements of full-text
documents for scientific articles. It first locates
specific target sections of the papers where dataset
mentions are likely to appear, such as the DAS and
similar sections. Then, it collects the textual con-
tent from the target sections and feeds them to an
LLM using a few-shot prompt to extract dataset
references (we provide prompts in the Appendix 7).

We use the RTR approach for two main reasons.
First, by drastically reducing the input length, RTR
lowers both inference time and computational cost.
Second, if the retrieval step is effective, it preserves
most of the relevant information needed for ex-
traction, allowing the language model to focus on
likely regions of interest. However, retrieval must
be precise: naïve or hard-coded retrieval rules may
miss the critical passages and lead to lower recall.

Since RTR relies on structured documents, it
currently applies only to open-access articles from
PubMed Central (PMC), but the method can be ex-
tended to other sources with similar structural cues.
Rule-Based Section Retrieval. We developed
a rule-based retrieval method to identify the sec-
tions of the raw XML/HTML documents that are
likely to contain references to the dataset. It uses
a combination of CSS selectors and XPath expres-
sions, which we defined after various trial-and-
error experiments on publications comprising di-
verse forms of dataset citation records. The re-
trieval rules, which are configured in a JSON file,
are organized in two levels: general rules apply to
the raw input data regardless of the specific pub-
lisher, and the remaining rules are tailored for use
only in specific domains.
LLM-Based Dataset Extraction. Following sec-
tion retrieval, we apply LLM-based extraction and
instruct the LLM to output dataset references in
JSON format using a structured few-shot prompt-
ing approach. Multiple prompt variations were
tested and refined to improve extraction precision.

5.2 Full-Document Read (FDR)
To avoid the costs associated with manually defin-
ing rules for locating target sections, we consider
an alternative approach that utilizes an LLM-based
extraction pipeline to process the entire document.
Instead of processing only specific sections of the
article, we use the entire document text. While this
method is more adaptable to various publishers, it
has some drawbacks. Specifically, it only works
with LLMs that support relatively long context win-
dows and requires them to handle a significantly
larger input, which increases costs.
HTML Preprocessing & Filtering. Before pass-
ing documents to the LLM, we perform an HTML
normalization step to remove non-informative el-
ements, such as scripts, styles, images, iframes,
buttons, and metadata tags. This preprocessing
ensures that only relevant text-based content is con-
sidered, reducing noise and improving dataset ex-
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traction performance and costs.
Handling Long HTML Documents. We use only
LLMs that support long-context windows, with
gpt-4o-mini (128K tokens) being the model with
the smallest context limit. In cases where docu-
ments exceed this limit, the content is truncated
until it fits the model context size constraints.

6 Experimental Evaluation
We evaluated Data Gatherer’s performance us-
ing DataRef-EXP and DataRef-REV (Section 4).
Due to the size of the DataRef-REV dataset, we
used a sample consisting of 1,883 dataset citation
records from 1,242 PubMed Central articles. Per-
formance was assessed by using precision and re-
call metrics calculated for each paper and then
averaged over the set of papers to compute the
average precision and average recall. Since identi-
fiers are typically unique across repositories (e.g.,
DOIs), we compare only the identifiers to deter-
mine matches. To account for common identifier
variations (e.g., DOI: 10.6019/PXD123456 vs. Ac-
cession Code: PXD123456), we consider both ex-
act or partial matches (e.g., substring match) for
dataset identifiers.

We report the results in Table 1, which in-
cludes a comparison of different LLMs and ex-
traction methods for the two datasets. Both
methods (FDR and RTR) attain high precision
and recall. gpt-4o-mini attains higher precision
than gemini-2.0-flash for both methods on the
DataRef-EXP dataset, but not for DataRef-REV.
Note that the maximum recall on DataRef-EXP is
generally lower, which is expected since the dataset
was designed to include a high variety of difficult
cases. Moreover, the RTR method struggles to ob-
tain high recall in DataRef-REV dataset, potentially
due to the low coverage of the manually curated
rules, which may lead to missing important parts
of the input. Despite of the low recall, the RTR
method seems to improve precision in some cases.

While not conclusive, these results suggest that
reducing the input size can help improve the cost
(due to smaller input size) and the precision of
long-context models (at the cost of decreasing the
recall in some cases). Thus, more accurate and gen-
eral RTR methods could be beneficial to improve
the overall results. We also note that the results
reported on the DataRef-REV dataset are limited,
specially precision, since it may be possible that
the models identify correct datasets that are not
included in the ground truth (see section 4).

Dataset Model Method Precision Recall

DataRef-EXP
gpt-4o-mini

FDR 0.843 0.821
RTR 0.911 0.905

gemini-2.0-flash
FDR 0.704 0.817
RTR 0.880 0.802

DataRef-REV
gpt-4o-mini

FDR 0.853 0.985
RTR 0.684 0.635

gemini-2.0-flash
FDR 0.754 0.994
RTR 0.803 0.563

Table 1: Comparison of different LLMs, and methods
(FDR, RTR) on DataRef-EXP vs DataRef-REV.

7 Conclusion
Researchers, librarians, and data curators currently
spend significant amounts of time locating dataset
mentions in scholarly papers. They perform this
work both to locate datasets for secondary analy-
sis projects and also to ensure a paper’s conclu-
sions are well-supported by the data. To ease this
time-intensive and difficult task, we designed Data
Gatherer to automatically find and parse dataset
mentions in articles. As new methodologies in
the sciences increasingly rely on access to large
amounts of open data this tool can have a notable
impact on the way that researchers, data curators,
and librarians find, review, and aggregate data to
meet the promise of these new methods.

Limitations
Our work has several limitations. The retrieve-then-
read (RTR) approach only supports the PubMed
Central (PMC) structure, so it requires extra ef-
fort to extend it to other repositories. The full-
document read (FDR) approach aims to resolve this
limitation by processing the full document, how-
ever, this limits the number of LLMs that can be
used and may increase processing costs. Regard-
less of the strategy, the system can miss dataset
references or output incorrect references. It also
relies on LLM capabilities, which can be limited in
ambiguous contexts. Additionally, our evaluation
datasets, DataRef-EXP and DataRef-REV, may not
fully represent all dataset citation practices since
their size is limited and mainly cover papers related
to proteomics and genomics research fields.
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Role: system
Content:
You are a specialized assistant that extracts dataset references from the content of scientific
papers. You must output a JSON array of objects, where each object has the following keys:
‘dataset_identifier’, ‘data_repository’, and ‘dataset_webpage’. Follow the structure of the
provided examples exactly.

Role: user
Content:
Extract dataset references based on the examples below:

Example 1:
Content: “The study used dataset EGAS00001000925, which is available at the European Genome
Archive.”
Response:

[
{

"dataset_identifier ": "EGAS00001000925",
"data_repository ": "European Genome Archive",
"dataset_webpage ": "https ://ega -archive.org/studies/EGAS00001000925"

}
]

Example 2:
Content: “Proteomics data was obtained from PRIDE, accession PXD029821.”
Response:

[
{

"dataset_identifier ": "PXD029821",
"data_repository ": "PRIDE",
"dataset_webpage ": "https ://www.ebi.ac.uk/pride/archive/projects/PXD029821"

}
]

Example 3:
Content: “The repository dbGaP hosts the dataset phs001366.v1.p1 at this location.”
Response:

[
{

"dataset_identifier ": "phs001366.v1.p1",
"data_repository ": "dbGaP",
"dataset_webpage ": "https ://www.ncbi.nlm.nih.gov/projects/gap/cgi -bin/study.
cgi?study_id=phs001366.v1.p1"

}
]

Now process the following content:

Content: {content}

Figure 1: Prompt for Gemini to extract dataset references from small HTML elements, used for the RTR method.
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Role: system
Content:
You are a specialized assistant that extracts dataset references from the content of scientific
papers. You must output a JSON array of objects, where each object has the following keys:
‘dataset_identifier’, ‘data_repository’, and ‘dataset_webpage’. Follow the structure of the
provided examples exactly. We will not wrap the json codes in JSON markers.

Role: user
Content:
Extract dataset references based on the examples below:

Example 1:
Content: “The study used dataset EGAS00001000925, which is available at the European Genome
Archive.”
Response:

[
{

"dataset_identifier ": "EGAS00001000925",
"data_repository ": "European Genome Archive",
"dataset_webpage ": "https ://ega -archive.org/studies/EGAS00001000925"

}
]

Example 2:
Content: “Proteomics data was obtained from PRIDE, accession PXD029821.”
Response:

[
{

"dataset_identifier ": "PXD029821",
"data_repository ": "PRIDE",
"dataset_webpage ": "https ://www.ebi.ac.uk/pride/archive/projects/PXD029821"

}
]

Example 3:
Content: “The repository dbGaP hosts the dataset phs001366.v1.p1 at this location.”
Response:

[
{

"dataset_identifier ": "phs001366.v1.p1",
"data_repository ": "dbGaP",
"dataset_webpage ": "https ://www.ncbi.nlm.nih.gov/projects/gap/cgi -bin/study.
cgi?study_id=phs001366.v1.p1"

}
]

Now process the following content:

Content: {content}

Figure 2: Prompt for GPT to extract dataset references from small HTML elements, used for the RTR method.
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Role: model
Content:
I am a large language model trained to be informative and comprehensive. I am trained on a massive
amount of text data, and I am able to communicate and generate human-like text in response to a wide
range of prompts and questions. For this task, I will act as a specialized assistant that can
identify datasets mentioned in a publication and create a summary suitable for non-specialists.
The output should be a JSON array of objects, where each object has the following keys:
- “dataset_identifier”: This is any alphanumeric string (maybe including punctuation marks) that
uniquely identifies or provides access to a dataset.
- “repository_reference”: This is the URL or reference to the data repository where the dataset can
be found.
Here are some examples for reference:

[
'dataset_identifier ' => 'EGAS00001000925 ',
'repository_reference ' => 'https ://ega -archive.org/datasets/EGAS00001000925 ',

'dataset_identifier ' => 'GSE69091 ',
'repository_reference ' => 'https :// www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=

GSE69091 ',

'dataset_identifier ' => 'PRJNA306801 ',
'repository_reference ' => 'https :// www.ncbi.nlm.nih.gov/bioproject /?term=

PRJNA306801 ',

'dataset_identifier ' => 'phs003416.v1.p1',
'repository_reference ' => 'dbGaP ',

'dataset_identifier ' => 'PXD049309 ',
'repository_reference ' => 'https :// www.ebi.ac.uk/pride/archive/projects/

PXD049309 ',

'dataset_identifier ' => 'IPX0004230000 ',
'repository_reference ' => 'http ://www.iprox.org ',

'dataset_identifier ' => 'MSV000092944 ',
'repository_reference ' => 'https :// massive.ucsd.edu/',

'dataset_identifier ' => 'n/a',
'repository_reference ' => 'https :// data.broadinstitute.org/ccle_legacy_data/

mRNA_expression/'
]

Role: user
Content: Given the information that I am going to share:
1) the webpage in HTML format that you have to extract datasets information from.
2) a sample of already known data repositories.
Please return a JSON array of objects where each object has the following structure:
- ‘dataset_identifier’: The dataset identifier (a code). If not found, set it to “n/a”.
- ‘repository_reference’: The URL or reference to the data repository. If not found, set it to “n/a”.
Please follow these strict instructions:
- The output must be a valid JSON array of objects.
- Each object must contain the keys ‘dataset_identifier’ and ‘repository_reference’.
- Any other output format will be considered invalid.
Below is the input data that you will use to generate the output:

1) html => {content}

2) repos => {repos}

Figure 3: Prompt for Gemini to extract dataset references from full documents normalized, used for the FDR
method.
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Role: system
Content:
I am a large language model trained to be informative and comprehensive. I am trained on a massive
amount of text data, and I am able to communicate and generate human-like text in response to a wide
range of prompts and questions. For this task, I will act as a specialized assistant that can
identify datasets mentioned in a publication and create a summary suitable for non-specialists.
The output should be a JSON array of objects, where each object has the following keys:
- ‘dataset_identifier‘: This is any alphanumeric string (maybe including punctuation marks) that
uniquely identifies or provides access to a dataset.
- ‘repository_reference‘: This is the URL or reference to the data repository where the dataset can
be found.
Here are some examples for reference:

[
'dataset_identifier ' => 'EGAS00001000925 ',
'repository_reference ' => 'https=>//ega -archive.org/datasets/EGAS00001000925 ',

'dataset_identifier ' => 'GSE69091 ',
'repository_reference ' => 'Gene Expression Omnibus (GEO)',

'dataset_identifier ' => 'PRJNA306801 ',
'repository_reference ' => 'https=>//www.ncbi.nlm.nih.gov/bioproject /?term=

PRJNA306801 ',

'dataset_identifier ' => 'phs003416.v1.p1',
'repository_reference ' => 'dbGaP ',

'dataset_identifier ' => 'PXD049309 ',
'repository_reference ' => 'https=>//www.ebi.ac.uk/pride/archive/projects/

PXD049309 ',

'dataset_identifier ' => 'IPX0004230000 ',
'repository_reference ' => 'http=>//www.iprox.org ',

'dataset_identifier ' => 'MSV000092944 ',
'repository_reference ' => 'https=>// massive.ucsd.edu/',

'dataset_identifier ' => 'n/a',
'repository_reference ' => 'https :// data.broadinstitute.org/ccle_legacy_data/

mRNA_expression/'
]

Role: user
Content:

I have a webpage in HTML format ({content}) and a list of known data repositories ({repos}). Please
return a JSON array of objects, where each object has the structure:
- ‘dataset_id’: The dataset identifier (a code). If not found, set it to ‘n/a’.
- ‘repository_reference’: The URL or reference to the data repository. If not found, set it to

‘n/a’.

Ensure the output is a plain JSON array, not nested inside another structure, and not an
Unterminated string.

Input:
content => {content}

repos => {repos}

Figure 4: Prompt for GPT to extract dataset references from full documents normalized, used for the FDR method.
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