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Abstract

Recent works have demonstrated that incor-
porating search during inference can signifi-
cantly improve reasoning capabilities of lan-
guage agents. Some approaches may make use
of the ground truth or rely on model’s own gen-
erated feedback. The search algorithm uses this
feedback to then produce values that will up-
date its criterion for exploring and exploiting
various reasoning paths. In this study, we in-
vestigate how search and model’s self-feedback
can be leveraged for reasoning tasks. First, we
explore differences in ground-truth feedback
and self-feedback during search for math rea-
soning. Second, we observe limitations in ap-
plying search techniques to more complex tasks
like tool-calling and design domain-specific ap-
proaches to address these gaps. Our experi-
ments reveal challenges related to generaliza-
tion when solely relying on self-feedback dur-
ing search. For search to work effectively, ei-
ther access to the ground-truth is needed or
feedback mechanisms need to be carefully de-
signed for the specific task.

1 Introduction

Search algorithms have traditionally relied on
ground-truth feedback, particularly in domains like
games where win/loss conditions provide clear sig-
nals for decision-making (Knuth, 1998). Some
recent works have shown potential in incorporating
search during model inference to improve reason-
ing (Hao et al., 2023; Zhou et al., 2023; Zhang et al.,
2024). Typically, the search process requires feed-
back on the correctness of the candidate solutions.
While such feedback traditionally came from exter-
nal verification, these recent works have explored
using the model’s own assessment as feedback dur-
ing search. The use of self-feedback is motivated
by emerging evidence of agent’s capability for self-
correction and self-refinement (Weng et al., 2023;

“Work done as an intern at AWS

Chen et al., 2025). This direction is particularly
exciting as it suggests the potential for models to
guide their own search process and evolve without
relying on external verification, moving us closer to
more generalized, autonomous agents (Putta et al.,
2024).

However, when implementing search for reason-
ing, a critical question emerges: how valuable is
the model’s own feedback in guiding the search
process? While models may be capable judges in
some scenarios (Zheng et al., 2023), their ability
to reliably assess their own outputs during search
remains questionable. This becomes particularly
important when ground-truth feedback is unavail-
able, as is often the case in real-world applications.

In this study, we investigate this question
through two distinct tasks: mathematical reason-
ing, GSM8K (Cobbe et al., 2021), and tool-calling,
ToolTalk (Farn and Shin, 2023). Our analysis on
GSMSK reveals that while search itself is valu-
able, using the model’s self-feedback to guide the
search may not be optimal. Instead, other strate-
gies, like majority voting across multiple nodes
during search, proves to be more effective. We
then extend our investigation to tool-calling, a
more complex domain involving strategic decision-
making and parameter selection. Here, we find that
search with self-feedback can actually degrade per-
formance. This leads us to explore domain-specific
approaches for augmenting feedback mechanisms,
including in-content examples and specialized veri-
fication modules.

While the promise of self-improving models
through feedback and search remains appealing,
the current reality of using self-feedback in search
needs to be carefully reconsidered. This highlights
a gap between models’ previously demonstrated
self-correction capabilities in some scenarios and
their reliability in guiding search processes for rea-
soning. Overall, this suggests the need for more
engineered feedback mechanisms tailored to spe-
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cific tasks (Zheng et al., 2025) or alternative ap-
proaches for leveraging self-feedback outside of
search (Chen et al., 2025). These findings are
aligned with recent generative Al breakthroughs
that also mention the limitations of search and self-
feedback for agent reasoning (Guo et al., 2025).

2 Related Work

Recent research has extensively explored methods
to enhance LLM performance through advanced
test-time compute approaches. Wu et al. (2024)
investigates scaling behaviors of sampling strate-
gies, while Muennighoff et al. (2025) show pos-
itive results with a simple test-time scaling ap-
proach called budget forcing. Recent work high-
light emerging potential for self-feedback (Weng
et al., 2023; Chen et al., 2025). Likewise, there is
also critique on whether models can truly evaluate
and correct their own outputs (Stechly et al., 2024;
Kambhampati et al., 2024).

Beyond sampling and iterative refinement, other
works propose using Monte Carlo Tree Search
(MCTS) as a more structured approach to improve
reasoning (Hao et al., 2023; Zhou et al., 2023;
Zhang et al., 2024). MCTS can explore the search
space effectively, trading off exploration and ex-
ploitation using the UC'T criterion:

log N(s)

UCT(a) = Qls,a) +wr [N o5, a))

(D

where Q(s, a) is the Q-value of taking an action a
fromnode s. N (s) and N(c(s,a)) is the number of
visits to node s and its children, ¢(s, a) respectively.
In expansion and simulation (rollouts) stages, a new
node is created and the Q-value, corresponding
to the action that created the node, is initialized
with rewards and updated during backpropagation.
These rewards will be based on some source of
feedback, whether it is from the ground-truth or
another source of verification. Thus, the quality
of this feedback is crucial for search to operate
successfully.

3 Search without Ground-truth Feedback

In this section, we explore the use of the model’s
own feedback for search on math reasoning dataset
GSMS8K. We build on the MCTSr (MCTS with
Self-Refine) framework (Zhang et al., 2024), which
computes () value based on the model’s feedback
of its generated solution. One caveat with MCTSr

is that the method originally assumes access to
ground-truth feedback for early stopping and an-
swer selection. Access to ground-truth feedback
is appropriate for games like chess and Go. In
other scenarios, there may be a lack of access to
ground-truth feedback. This raises the question:
Can we still leverage the model’s self-feedback or
other signals to guide search effectively? To ad-
dress this, we investigate alternative strategies for
answer selection and evaluate their performance in
the absence of ground-truth feedback.

3.1 Experimental Setup

We evaluate our approaches on the GSM8K dataset,
which has become a standard benchmark for as-
sessing mathematical reasoning capabilities in lan-
guage models. Our experiments involve both
closed-source and open-source language models,
including Llama 3 Instruct (70B), Mistral v0.3
(7B), Claude 3 Haiku, and Claude 3 Sonnet.

For each model, we first establish a baseline per-
formance through direct generation without any
search mechanisms. We then run MCTSr with
ground-truth verification to establish an upper-
bound on performance, representing the best-case
scenario where ground-truth feedback is available.
Finally, we run MCTS using our proposed selection
strategies that do not require ground-truth feedback:
1) Random selection: A node from the search tree
is chosen at random as the final answer. This ap-
proach serves as a baseline to measure the effec-
tiveness of more sophisticated selection methods.
2) Majority voting: We group the final numerical
answers from all nodes in the search tree and select
the answer that appears most frequently. This strat-
egy aggregates the model’s predictions, assuming
that the most common answer is likely to be correct.
3) Maximum reward: The node with the highest
self-feedback reward score is selected as the final
answer. This approach relies on the model’s ability
to evaluate its own solutions, assuming that higher
reward scores correspond to better answers.

For the proposed selection strategies, we do not
perform any early stopping and instead conduct
search for a maximum of 10 MCTS iterations. In
Table 1, we report the accuracy on GSM8K with
no-search baseline, MCTSr with access to ground-
truth feedback, and the proposed alternatives dis-
cussed above. In Appendix A, we report detailed
results along with other aggregation strategies like
based on average rewards or weighted majority
voting.
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Llama3 Mistral v0.3

Haiku 3 Sonnet 3

No Search 0.813 0.426 0.866 0.757
MCTS: Ground-truth Feedback 0.958 0.82 0.964 0.923
MCTS: Random Selection 0.751 0.45 0.864 0.680
MCTS: Majority Voting 0.883 0.608 0.905 0.786
MCTS: Maximum Reward 0.776 0.469 0.854 0.685

Table 1: Experiment results on math reasoning dataset GSM8K. The first two rows of the table correspond to
the baselines: 1) no search, 2) original MCTSr implementation with ground-truth feedback. The last three rows
correspond to our proposed modifications to test the effectiveness of self-feedback in search. Across all models,
there is at least ~ 10% improvement in accuracy using the original MCTSr implementation with ground-truth
verification over no search. However, without access to ground-truth feedback, the most promising alternative seems
to be majority voting rather than picking the answer with maximum reward given from self-feedback.

3.2 Analysis

In Table 1, ground-truth verification plays a huge
role in the observed performance improvement.
Across all models, there is at least ~ 10% improve-
ment in accuracy using the original MCTSr im-
plementation with ground-truth verification over
no search. Within the strategies that do not rely
on ground-truth feedback, majority voting seems
to be the only selection strategy that consistently
improves over the no-search baseline. Reward-
based and random selection strategies seems to
slightly improve the performance for some mod-
els and worsen for others. This indicates that self-
feedback may not be a reliable source for providing
rewards to select answers during search.

4 Search with Augmented Feedback

This section explores the application of search to
a more complex domain of tool-calling, specifi-
cally using the ToolTalk dataset (Farn and Shin,
2023). Unlike math reasoning tasks where there is
one answer and verification is relatively straight-
forward, ToolTalk presents a significantly more
nuanced challenge. The dataset consists of multi-
turn dialogues where agents must understand user
intents, decide when to make tool calls versus ask-
ing for clarification, and ensure all tool parameters
are grounded in the conversation context. ToolTalk
evaluation is done using teacher forcing, where
we condition the conversation history based on the
ground-truth conversation and evaluate the agent’s
response. Within each turn, there can be zero to
multiple tool calls, and ToolTalk evaluation sequen-
tially decodes one tool call at a time. If the agent
response contains text without tool calls, it’s consid-
ered turn completion; if it contains a tool call, the

Precision Recall F1

Sonnet 3
No Search 0.656  0.765 0.706
MCTS 0.502  0.630 0.559
Haiku 3
No Search 0.588 0.698 0.638
MCTS 0.567  0.648 0.605

Table 2: We compare using and not using search for
tool-calling dataset ToolTalk. We report precision, re-
call, and F1 scores, which are averaged across 5 runs.
For search, we use MCTS with maximum reward ag-
gregation strategy based on self-feedback as described
in Section 3.1. MCTS based on self-feedback seems to
worsen the performance on ToolTalk.

tool is executed with the provided parameters, and
the result is given back to the agent for continued
generation.

The complexity of ToolTalk stems from its open-
ended nature and the strategic decisions required at
each turn. Agents must not only understand what
tools are available but also determine the appropri-
ate moment to use them. A successful response of-
ten requires maintaining coherence across multiple
turns while avoiding a common pitfall: parameter
hallucination, where models fabricate plausible but
incorrect tool parameters. This represents a funda-
mental departure from math reasoning tasks, where
the challenge lies primarily in computational logic
rather than strategic decision-making.

4.1 Gaps in Search for Tool Calling

We follow the same evaluation setup as ToolTalk.
We compare a no-search baseline against using
MCTS with self-refine. In this setup, each node
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Augmentation with Guidelines

Augmentation with ICL

Augmentation with Module

P R F1 P R F1 P R Fl1
Sonnet3  0.532 0.606 0.566 0.708 0.671 0.689 0.754 0.544 0.632
Haiku 3 0.547 0.622 0.582 0.622 0.608 0.615 0.623 0.709 0.663

Table 3: On ToolTalk, we compare three strategies to build better feedback mechanisms, namely (1) augmenting
system prompt with guidelines on detecting hallucinations, (2) augmenting prompt with ICL examples, (3) aug-
menting feedback with an additional module to detect hallucinations. Again, we report precision, recall, and F1

scores averaged across 5 runs.

represents a complete solution generated by the
agent with tool-calling functionality, accompanied
by its own feedback using a generic system prompt
for obtaining feedback. Note that we do not exe-
cute tools during the search process, as some tool
executions in real-world scenarios can have irre-
versible impacts. After completing the search, we
iterate through all nodes in the tree and select the
one with the highest reward.

Analysis: In Table 2, we compare no-search
baseline with self-refine search. We observe that
the no-search baseline performs better than search,
which indicate that self-refine could be detrimen-
tal (Huang et al., 2024). We observe tool parameter
hallucination as a major cause of error (please refer
to Appendix D for examples). In particular, when
the user asks the agent to perform a task with in-
sufficient information, instead of following up, the
agent exhibits a bias towards making premature
tool call requests with incomplete or hallucinated
tool parameters (Shaikh et al., 2024). For exam-
ple, when the user asks to register an account, the
agent often hallucinates dummy credentials such
as "newuser" or "newpassword". Moreover, even
the feedback and reward model does not capture
these hallucinations in tool parameters.

4.2 Augmenting Feedback with More Sources

To mitigate poor feedback quality in search, we
explore three strategies: 1) Augmentation with
Guidelines: We refine the feedback model’s sys-
tem prompt and instruct it to specifically penalize
hallucinations. 2) Augmentation with ICL exam-
ples: We manually annotate a few in-context ex-
amples for the feedback model where these exam-
ples illustrate both hallucinated and factual agent
responses, along with their appropriate rewards.
3) Augmentation with Hallucination Detection
Module: We augment the feedback with a sepa-
rate hallucination detection module. This module
iterates through each tool parameter and asks the

model if the parameter is provided by the user. If
the answer is no, then it is considered as hallu-
cinated parameter. After we iterate through all
the parameters individually, we aggregate them to
form the hallucination decision. Finally, we pass
the agent response along with this hallucination de-
cision to the feedback model to generate an overall
feedback. We report precision, recall and F1 scores
for all three strategies (Table 3). Please refer to
Appendix C for system prompts.

Analysis: Table 3 shows refining the system
prompt is not effective as the results deteriorated
compared to generic system prompt. Including in-
context examples helps, especially with precision.
Finally, with the hallucination detection module,
precision increases significantly but recall drops
significantly as well. When inspected carefully,
we observe less hallucinations but the selected re-
sponses are prone to ask user for confirmation or
unnecessary information. For example, when a
user asks to delete an account, even if all the re-
quired information is present the model asks the
user to confirm. Please refer to Appendix D for a
few examples illustration this behaviour.

5 Conclusion

In this work, we conduct a study on integrating self-
feedback into search for agent reasoning. While
search remains a valuable technique for enhanc-
ing model performance, our results demonstrate
that relying on self-feedback may be suboptimal
or even detrimental in certain contexts. These in-
sights have implications for the development of
generalized, autonomous agents. Rather than pur-
suing purely self-guided approaches, our work in-
dicates that successful search implementations may
require carefully designed, domain-specific feed-
back mechanisms or hybrid approaches that com-
bine self-refinement with other verification strate-
gies.
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6 Limitations

As a short paper, we have limited our scope to spe-
cific search methods (MCTS) and domains (math
reasoning and tool calling). This focused approach
allows for in-depth analysis within our chosen con-
texts. Future research could build on these findings
by exploring additional reasoning domains, search
algorithms, and datasets, potentially uncovering
more patterns in self-feedback across various rea-
soning tasks. More exploration can also be done on
augmenting self-feedback for search through other
approaches.
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A MCTSr Experiments on GSM8K

In Table 4, we report results on GSM8k dataset
with MCTSr search method with various strategies
in place of ground truth feedback.

B ToolTalk Experiments:

In Table 5, we report results on ToolTalk with
MCTS search with no search and various search
strategies. Similarly, in Table 6 we report results
with DFS search inplace of MCTS.

C ToolTalk System Prompts

Here is the system prompts we used for main LLM
that generates answer candidates for all our ap-
proaches.

“You are a helpful assistant who must always use
one of the available external tools to successfully
accomplish user task. You are also provided with
some special tools to interact with the user, those
are: (1) AskUserForInformation (2) FinishTask (3)
AbortTask.”

Here is the feedback model’s system prompts we
used for all our approach except where we instruct
the feedback model to catch hallucinations.

“You are a helpful critic who provides valuable
feedback on solutions generated by an LLM agent.
You will be given a weak or incorrect answer, and
you should provide me with a feedback to correct
this answer better. Analyze the answer strictly and
critic, point out every flaw.”

For our approach, where we ask the feedback
model to look for hallucination, we use the follow-
ing

“You are a helpful critic who provides valuable
feedback on solutions generated by an LLM agent.
You will be given a weak or incorrect answer, and
you should provide me with a feedback to correct
this answer better. Analyze the answer strictly and
critic, point out every flaw.

When evaluating the solutions, pay close atten-
tion to Hallucinations and Fabricated Information.
Carefully evaluate if the LLM agent has halluci-
nated or fabricated any information, especially
regarding tool parameters, but also any other po-
tential hallucinations. Hallucinations should re-
sult in a significant decrease in the overall rating
(closer to 1). Go over each tool call parameter and
Jjustify whether it is explicitly provided by the user
or hallucinated.”
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LLaMA 3 Mistral v0.3  haiku 3 Sonnet 3
MCTS: Ground-truth Feedback 0.958 0.82 0.964 0.923
No Search 0.813 0.426 0.866 0.757
MCTS: Random Selection 0.751£0.006  0.4540.008 0.864+£0.005 0.684+0.009
MCTS: Majority Voting 0.883+0.002 0.608+0.004 0.9054+0.001 0.78640.003
MCTS: Maximum of mean Reward 0.776+0.0 0.469+0.003 0.854+0.003 0.685£0.0
MCTS: Maximum of max Rewards 0.773+£0.003 0.485+0.003 0.8640.004 0.699+0.008
MCTS: Weighted Majority voting of  0.422+0.0 0.54240.001  0.903+0.0 0.7854+0.0
mean Reward
MCTS: Weighted Majority voting of 0.598+0.001  0.554+0.0 0.901+0.0 0.78440.001

max Reward

Table 4: Experiment results on math reasoning dataset GSM8K. The first two rows of the table correspond to
the baselines: 1) no search, 2) original MCTSr implementation with ground-truth feedback. The later six rows
correspond to various proposed modifications to test the effectiveness of self-feedback in search. Since each node in
the MCTS tree can contain multiple reward, to get the final reward of a node we experimented with mean and max
aggregation strategies. In the above table, these variations are named with suffixes "mean reward* and "max reward*
respectively. Across all the methods without access to ground-truth feedback, the most promising alternative seems
to be majority voting rather than picking the answer with maximum reward given from self-feedback

D ToolTalk Error Analysis

Example 1: Showcasing Model’s Hallucination
problem

USER:

Hi assistant, I want to make a new
account and put an important meeting on
the calendar for tomorrow.

GROUND TRUTH:

ASSISTANT:

RegisterUser(

exception: Only one user can be
logged in at a time. Current
user is assistant_request.

ASSISTANT:

CreateEvent(

name: Important Meeting

description: All hands meeting to
discuss quarterly results.

event_type: meeting

start_time: 2023-09-12 14:00:00

end_time: 2023-09-12 16:00:00

attendies: [ userl, user2]

session_token: e149636f-d9ca-0792

)

TooL RESPONSE:

username: assistant_request
password: passwordi123 exception: null
email: assistant@example.com ASSISTANT:

)

ToOOL RESPONSE:
session_token: €149636f—-d9ca-0792
ASSISTANT:

UserLogin(

username: assistant_request
password: passwordil123
)

TooL RESPONSE:

I have successfully created your account
and added the important meeting to your
calendar for tomorrow. Please let me
know if you need anything else!

Example 2: Showcasing Model’s Hallucination
problem

USER:
Hey I have a morning flight tomorrow.
Can you set an alarm for 8:00 am?
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Aggregation Method P R F1 Bad Action
Sonnet3

No Search 0.656+0.01 0.765+0.008 0.706+0.009 0.2754+0.013

MCTS 0.502+0.02 0.63£0.01  0.55940.015 0.387+0.02
Value + Guidelines 0.5324+0.03  0.606£0.021 0.566+0.025 0.367£0.041

+ ICL 0.708+0.012 0.671+£0.007 0.689+0.004  0.2540.007

+ Module 0.7544+0.014 0.544+0.005 0.632+0.007 0.223£0.027

MCTS 0.445 0.66 0.532 0.415
Majority Voting + Guidelines 0.469 0.605 0.528 0.394

+ICL 0.652 0.668 0.66 0.247

+ Module 0.716 0.634 0.673 0.248

MCTS 0.503 0.672 0.575 0.377
W.Majority Voting + Guidelines 0.51 0.63 0.564 0.409

+ ICL 0.692 0.66 0.676 0.241

+ Module 0.768 0.542 0.636 0.211

Haiku3

No Search 0.588+0.023  0.698+0.019 0.638+0.021 0.311£0.024

MCTS 0.567£0.012 0.648+0.017 0.605+0.013 0.331+0.017
Value + Guidelines 0.547£0.017 0.6224+0.01 0.582+0.013 0.338+0.013

+ICL 0.6224+0.031 0.608+0.022 0.615£0.026  0.3140.016

+ Module 0.623+0.022  0.709+£0.02  0.663+0.02  0.303£0.026

MCTS 0.575 0.689 0.627 0.314
Majority Voting + Guidelines 0.52 0.655 0.58 0.326

+ ICL 0.614 0.655 0.634 0.341

+ Module 0.59 0.702 0.641 0.314

MCTS 0.556 0.626 0.589 0.328
W.Majority Voting + Guidelines 0.577 0.66 0.616 0.322

+ ICL 0.634 0.605 0.619 0.304

+ Module 0.604 0.71 0.653 0.315

Table 5: On ToolTalk, we compare three strategies to build better feedback mechanisms, namely (1) augmenting sys-
tem prompt with guidelines on detecting hallucinations, (2) augmenting prompt with ICL examples, (3) augmenting
feedback with an additional module to detect hallucinations. Once the MCTS search is finished, we experimented
with three strategies to choose the final node with (1) highest value (2) majority voting and (3) weighted majority

voting

GROUND TRUTH:

ASSISTANT:

UserlLogin(

username:
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Your username



password:

)

TooL RESPONSE:

Your password

exception: The username does not

exist
ASSISTANT:

RegisterUser(

username: Your desired username
password: Your desired password
email: Your email address

)

TooL RESPONSE:

exception: The email format is

invalid

ASSISTANT:

Please provide a valid email address
and desired username and password to
register an account.

Example 3: Showcasing Model’s Hallucina-
tion problem (Hallucination at two different
instances)

USER:
Hey I think someone hacked my account. I
can’t log in anymore

ASSISTANT

USER:
It’s mstein

ASSISTANT:

SendVerificationCode (
username: mstein
email: mark@example.com

)
ToOL RESPONSE:
incorrect

exception: The email is

ASSISTANT:
Please provide the email address
associated with your wusername mstein

so I can send a verification code to

reset your password.

GROUND TRUTH:

USER:
It should be steinki89@fexter.com,
hopefully the hacker didn’t change it.

ASSISTANT:

SendVerificationCode (
username: mstein
email: steinki89@fexter.com

)

I have sent a 6 digit verification code to
your backup email steinki89@fexter.com
associated with the username mstein.
Please check your inbox for the code.
Once you receive the code, let me know,
and I can guide you through resetting
your password securely

USER:
I got the code, it’s 984520.

GROUND TRUTH:

ASSISTANT:

ResetPassword(

username: mstein
verification_code: 984520
new_password: NewSecurePass123!

)

TooL RESPONSE:

status: success
exception: null
ASSISTANT:

UserlLogin(

username: mstein
password: NewSecurePass123!
)

TooL RESPONSE:

exception: null
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ASSISTANT:

I have successfully reset your password
and logged you into your account. Let
me know if you need any other assistance
securing your account further.

Example 4: Assistant has enough information
but needs to deduct first

Below is an example prediction from the halluci-
nation detection Module with Sonnet 3.
METADATA:

location: London

timestamp: 2023-09-11 09:00:00
session_token: 98a5a87a-7714-b404
username: decture

USER:

Can you change the location for my

birthday party event on sunday to "Steak
and Shake"” and send an email to all my
friends on the invite saying "Hi, I have
made some changes to the event details
for my birthday party. I’ve decided to
go to a restaurant instead- let me know
if you can still make it.

GROUND TRUTH:

QueryCalendar (
session_token: 98a5a87a-7714-b404
start_time: 2023-09-17 00:00:00
end _time: 2023-09-17 23:59:59

)
TOOL RESPONSE:

event_id: ¢3463779-7861

Birthday Party

event_type: event

start_time: 2023-09-17 11:30:00

end_time: 2023-09-17 15:30:00

location: Chuck e cheeses

description: Happy 40th!

attendies = [decture, SuryaRani90
, geoff]

name :

ModifyEvent(

session_token: 98a5a87a-7714-b404
event_id: ¢3463779-7861
new_location: Steak and Shake

)

TOOL RESPONSE:

status: success
QueryUser (

session_token: 98a5a87a-7714-b404
username: SuryaRani90

)

TooL RESPONSE:

username: SuryaRani90

email: suryarani.
kumar@myfictionalemail .com

phone: 415-555-6789

name: Surya Rani Kumar

QueryUser (
session_token: 98a5a87a-7714-b404
username :

)

TooL RESPONSE:

geoff

username :
email :

geoff
geoff .smith@example .com

phone: 555-123-4567

name: Jeff Smith

SendEmail (

session_token: 98a5a87a-7714-b404

to: [suryarani.
kumar@myfictionalemail .com,
geoff.smith@example .com]

subject: Event update

body: Hi, I have made some

changes to the event details

for my birthday party. I’ ve

decided to go to a restaurant

instead — let me know if you
can still make it.

)

ASSISTANT:

Could you please provide the event_id of
your birthday party event that needs to
be modified?

Example 5: Asking for unnecessary information
METADATA:

location: London

timestamp: 2023-09-10 09:00:00
session_token: 98a5a87a-7714-b404
username: justinkool

USER:

I need to cancel my meeting with Alicia

268



tomorrow.
the event?

Can you check the details for

GROUND TRUTH:

QueryCalendar (
session_token: 98a5a87a-7714-b404
98a5a87a-7714-b404
2023-09-11 00:00:00

2023-09-11 23:59:59

session_token:
start_time :
end_time:
)

TooL RESPONSE:

event_id: 5480d946-2381

name: Justin: Alicia

event_type: meeting

start_time: 2023-09-11 10:00:00

end_time: 2023-09-11 10:30:00

location: Conference Room 1

description: Talk about anything.
Move to your convenience .

tomorrow at 10
The

I found a meeting
am with the title Justin:Alicia.
description says
Move to your convenience.

n

The attendees
are you and Alicia (aliciab)

ASSISTANT:

Could you please provide the date, start
time, and end time of the meeting with
Alicia that you need to cancel? Any
other details like the meeting title
or attendees would also be helpful to
identify the correct event?

Example 6: Asking for User Confirmation
The following is a prediction from the Halluci-
nation detection module approach

METADATA:

location: San Francisco
timestamp: 2023-09-11 09:00:00
USER:

Hey can you help me check my account
information?

ASSISTANT:
Sure, I see you’re not logged in. Can
you provide you username and password?

"Talk about anything.

USER:
Yeah, it’s justinkool and justforkicks123

GROUND TRUTH:

UserLogin (
username: justinkool
password :

)
TOOL RESPONSE:

event_id: 5480d946-2381
session_token: e€149636f—-d9ca-0792

justforkicks123

GetAccountInformation (
session_token: e€149636f—-d9ca

-0792)
TooL RESPONSE:
username :
email :

phone :
name :

justinkool
justintime @ fmail .com
123-456-7890

Justin Kool

ASSISTANT:

UserLogin(

username: justinkool
password: justforkicks123
)

TooL RESPONSE:

event_id: 5480d946-2381
session_token: e€149636f—-d9ca-0792

For security reasons, before I can check
your account information, I need you
to provide some additional verification
details that only the real account
owner would know, such as: 1) The email
address associated with your account 2)
Your phone number in the XXX=XXX=XXXX
format Please provide this additional
verification information, and I’1ll be
happy to check your account details once
verified. Let me know if you have any
other questions!”

Example 7: Asking for unnecessary information
METADATA:

location: San Francisco
timestamp: 2023-09-11 09:00:00
session_token: 98a5a87a-7714-b404
username: decture
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USER:

Hey I need to remember to buy a birthday
gift for my spouse before I go home. Can
you set an alarm for 2:30 to remind me?

ASSISTANT:

AddAlarm (

session_token: 98a5a87a-7714-b404
time: 14:30:00

)

ToOL RESPONSE:
alarm_i1d: S5bff-dd&0

Sure, I’ve set an alarm for 2:30 PM to
remind you to buy a birthday gift for
your spouse.

USER:
Thanks! Can you also check my calendar
to see if I have any other events today?

ASSISTANT:

QueryCalendar (

session_token: 98a5a87a-7714-b404
start_time: 2023-09-11 00:00:00
end_time: 2023-09-11 23:59:59

)

TOOL RESPONSE:

event_id: 29496535-b409

name: Dentist Appointment
event_type: event

start_time : 2023-09-11 15:00:00
end_time: 2023-09-11 17:00:00
location: dental office
description: null

attendees: null

Sure, you have a dentist appointment
at 4:00 PM today.

ASSISTANT: What time range would you
like me to check your calendar for events
today? Please provide the start and end
times in the format %Y-%m-%d %H:%M:%S."
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Aggregation Method P R F1 Bad Action
Sonnet3

No Search 0.656+0.01 0.765+0.008 0.706£0.009 0.275+0.013

MCTS 0.474+0.014  0.6074£0.02  0.532+0.014 0.425+0.016
Value + Guidelines 0.476£0.02 0.555+£0.026 0.5124+0.019 0.427+0.027

+ ICL 0.706£0.02  0.645+0.01 0.6744+0.014 0.248+0.015

+ Module 0.756+0.026  0.52£0.023  0.616£0.024 0.203£0.026

MCTS 0.328 0.622 0.43 0.458
Majority Voting + Guidelines 0.362 0.597 0.451 0.42

+ICL 0.614 0.723 0.664 0.286

+ Module 0.702 0.605 0.65 0.23

MCTS 0.356 0.655 0.461 0.457
W.Majority Voting + Guidelines 0.374 0.676 0.482 0.42

+ ICL 0.645 0.655 0.65 0.292

+ Module 0.782 0.559 0.652 0.208

Haiku3

No Search 0.588+0.023  0.698+0.019 0.638+0.021 0.311£0.024

MCTS 0.562+0.029 0.619+0.027 0.58940.028 0.341+0.032
Value + Guidelines 0.563£0.01 0.623+£0.012 0.592+0.01 0.325+0.018

+ICL 0.66£0.015  0.591+0.01 0.623+0.005 0.288+0.012

+ Module 0.61£0.005 0.667£0.012 0.637£0.007 0.315+0.012

MCTS 0.571 0.71 0.633 0.31
Majority Voting + Guidelines 0.5 0.676 0.575 0.314

+ ICL 0.594 0.693 0.64 0.297

+ Module 0.58 0.685 0.628 0.346

MCTS 0.563 0.676 0.614 0.32
W.Majority Voting + Guidelines 0.495 0.681 0.573 0.329

+ ICL 0.628 0.618 0.623 0.31

+ Module 0.593 0.685 0.636 0.308

Table 6: Again similar to Table 5, on ToolTalk, we compare various strategies to build better feedback mechanisms.
However instead of using MCTS, we experimented with DFS search
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