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Preface

We are delighted to welcome you to the 5th International Conference on Natural Language Processing
for Digital Humanities (NLP4DH 2025), held in conjunction with the Annual Conference of the North
American Chapter of the Association for Computational Linguistics (NAACL) in Albuquerque, New
Mexico.

As the intersection of computational methods and the humanities continues to evolve, the need for thou-
ghtful, interdisciplinary dialogue has never been more important. NLP4DH provides a venue for re-
searchers, scholars, and practitioners from both the NLP and digital humanities communities to come
together and explore the unique challenges and opportunities presented by language technologies in the
context of historical, cultural and social research.

This year, we received a strong set of submissions from around the world, spanning a broad spectrum
of topics from corpus creation and annotation strategies for historical texts to the development of novel
NLP methods tailored for underrepresented languages, genres and time periods. Many contributions also
reflect on methodological and ethical questions, pushing us to think critically about the tools we build
and the stories they help uncover.

The program features a mix of long and short papers that reflect the richness of the field. We are particu-
larly proud to highlight the diverse collaborations represented in the accepted papers, which underscore
the conference’s commitment to cross-disciplinary exchange and open scholarship.

We are grateful to our program committee for their careful reviews and constructive feedback, and to our
invited speakers for sharing their insights. We would also like to thank the NAACL 2025 organizers for
their support in hosting this conference, and the broader community for its continued engagement and
enthusiasm.

We hope that NLP4ADH 2025 inspires new conversations, collaborations, and innovations at the intersec-
tion of NLP and the humanities.
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A Comparative Analysis of Word Segmentation, Part-of-Speech Tagging,
and Named Entity Recognition for Historical Chinese Sources, 1900-1950

Zhao Fang Liang-Chun Wu
University of Chicago University of Chicago
zhaofang @uchicago.edu

Abstract

This paper compares large language models
(LLMs) and traditional natural language pro-
cessing (NLP) tools for performing word seg-
mentation, part-of-speech (POS) tagging, and
named entity recognition (NER) on Chinese
texts from 1900 to 1950. Historical Chinese
documents pose challenges for text analysis due
to their logographic script, the absence of nat-
ural word boundaries, and significant linguis-
tic changes. Using a sample dataset from the
Shanghai Library Republican Journal corpus,
traditional tools such as Jieba and spaCy are
compared to LLMs, including GPT-40, Claude
3.5, and the GLM series. The results show
that LLMs outperform traditional methods in
all metrics, albeit at considerably higher com-
putational costs, highlighting a trade-off be-
tween accuracy and efficiency. Additionally,
LLM:s better handle genre-specific challenges
such as poetry and temporal variations (i.e., pre-
1920 versus post-1920 texts), demonstrating
that their contextual learning capabilities can
advance NLP approaches to historical texts by
reducing the need for domain-specific training
data.

1 Introduction

With the large-scale digitization of historical doc-
uments, researchers are increasingly interested in
how Natural Language Processing (NLP) meth-
ods might be used and adapted to address the
unique characteristics of older texts (Guldi, 2023;
Ehrmann et al., 2023; Manjavacas and Fonteyn,
2022; Piotrowski, 2012). Classification models for
tasks such as Named Entity Recognition (NER)
have improved significantly with the development
of neural-based approaches. However, their preci-
sion for historical materials still lags behind that
of models trained on contemporary texts (Ehrmann
et al., 2023). Recent applications of language
model-based approaches to NLP tasks have shown
mixed results for using large language models

1
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(LLMs) such as ChatGPT to generate universal
NER output (Qin et al., 2023), including for his-
torical documents (Gonzalez-Gallardo et al., 2023).
More targeted, domain-specific approaches have
also proven effective (Polak and Morgan, 2024),
including classification tasks common in digital
humanities research (Bamman et al., 2024) and
in low-resource settings (Frei and Kramer, 2023;
Wang et al., 2023).

The processing of historical Chinese documents
presents unique challenges for NLP tasks due to
the logographic writing system, the absence of nat-
ural word boundaries, and the rich morphological
structures embedded within individual characters
(Cui et al., 2020). Previous work on relatively “sim-
ple” tasks, such as Chinese word segmentation, has
evolved through three paradigm shifts: rule-based
systems, statistical machine learning models, and
LLMs based on the transformer architecture (Fang,
2024). Traditional machine learning methods such
as Jieba and spaCy rely on dictionary matching and
hidden Markov models to identify word boundaries.
The dramatic linguistic and logographical trans-
formations that occurred in China during the late
nineteenth and twentieth centuries (Liu, 1995; Tsu,
2023) pose particular challenges for these models,
which struggle to handle out-of-vocabulary terms.
Some researchers have approached this problem by
first converting historical sources into standardized
simplified Chinese before performing NLP tasks
(Stewart, 2025). Others have drawn from domain-
specific approaches to manually curate datasets
from historical sources to improve tasks such as
segmentation (Luo et al., 2019; Blouin et al., 2023).

The advent of LLLMs capable of detecting con-
textual patterns from large corpora presents new
opportunities for processing classical and modern
Chinese texts. Although there has been growing
interest in BERT-based models and the develop-
ment of domain-specific tools to process historical
Chinese sources (Yu and Wang, 2020; Cui et al.,

Proceedings of the 5th International Conference on Natural Language Processing for Digital Humanities, pages 1-6
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2020; Fang, 2024), further research is needed to
evaluate LLMs’ performance on NLP tasks. This
short research paper presents a comparative analy-
sis of machine learning and LL.M-based tools for
word segmentation, part-of-speech (POS) tagging,
and NER on a diverse set of sample texts taken
from the Shanghai Library Republican Journal cor-
pus.! This study finds that, for transitional-era Chi-
nese texts, LLM-based approaches outperform tra-
ditional NLP tools on segmentation, POS tagging,
and NER tasks. However, these improvements
come with notable increases in computational costs,
highlighting a trade-off between performance and
efficiency.

2 Methodology

To create our ground truth files, we extracted a ran-
dom sample of passages from a large textual dataset
of Late-Qing and Republican periodicals held by
the Shanghai Library. We identified 208 passages
spanning the decades 1900 to 1950. These pas-
sages include a variety of genres and topics, such
as government reports, academic writing, social
and political commentary, and literary texts such
as short stories and poetry. To assess the ability of
existing tools to handle different genres and textual
changes over time, our sample included 41 pas-
sages identified as poetry, with the the remaining
167 passages distributed across five decades: 1900
(23 passages), 1910 (32 passages), 1920 (40 pas-
sages), 1930 (34 passages) and 1940 (38 passages).
The passages ranged in length from 6 to 170 char-
acters, with an average of 41.3 characters and a
total of 8,610 characters. From this sample, the
authors collectively segmented and tagged the pas-
sages, with each passage verified by two authors.
Discrepancies were noted and resolved after further
discussion.

We selected widely used and reputable tools for
Chinese segmentation and NER, as well as several
popular LLMs, to evaluate out-of-the-box perfor-
mance of these tools in our comparative analysis.
To evaluate their effectiveness, we generated consis-
tent prompts for each LLM and utilized their APIs
to ensure standardized conditions. The prompts
included clear, precise instructions requiring that
the results be provided in a structured JSON for-
mat. This enabled a straightforward comparison
with our established ground-truth dataset.

"https://textual-optics-lab.uchicago.edu/shanghai-library-
republican-journal-corpus

You are a spaCy-style NLP annotator for Traditional
Chinese text from 1900-1950.

Do not remove any text, including punctuation and
brackets. Don’t treat spaces as tokens.

Tasks:

1. Segment the input text into tokens.

2. Annotate each token with:

- text: the exact token string

- pos: a coarse POS tag (POS tags are exclusively:
{list of tags})

- ent: the entity label if the token is part of a named
entity (NER types are exclusively: {list of tags}, oth-
erwise "")

3. Return the result as a JSON list of objects.

Here is an example of expected input and output:
i%nﬁput text = "I P RE A S BB L 58 — T 2 B ]
expected output = [

{"text": "Iit", "pos": "DET", "ent": ""},

{"text": "ffIE", "pos": "NOUN", "ent": ""},

{"text": "£%", "pos": "VERB", "ent": ""},

{"text": "E[FH", "pos": "PROPN", "ent": "GPE"},
{"text": "BA", "pos": "NOUN", "ent": ""},

{"text": " 1", "pos": "ADP", "ent": ""},

{"text": "5 —", "pos": "NUM", "ent": ""},

{"text": "WEF", "pos": "ADJ", "ent": ""},

{"text": "Z", "pos": "PART", "ent": ""},

{"text": "Ef", "pos": "ADI", "ent": ""},

{"text": "fIfE", "pos": "NOUN", "ent": ""},

{"text": " ° ", "pos": "PUNCT", "ent": ""}

]
Nothing else but valid JSON in the final response.

The performance of each approach was assessed
based on several key metrics:

1. F1 Score: As the standard metric for evaluat-
ing Chinese tokenization, the F1 score effec-
tively balances the risks of over-tokenization
and under-tokenization. An F1 score of 90%
or higher is generally considered indicative of
high accuracy.

2. Part-of-Speech (POS) Accuracy (%): This
metric measures the accuracy of POS tag-
ging for those tokens that were correctly seg-
mented.

3. Named Entity Recognition (NER) Accuracy
(%): This measures the precision of named
entity tagging for those tokens that were cor-
rectly segmented.

4. Time (in seconds): The processing speed for
each approach was recorded to assess effi-
ciency.

5. Tokens Sent/Received (for LLM models only):
For the LLMs, we tracked the number of to-
kens sent and received to capture resource
usage and cost implications.

6. Failed (for LLM models only): For the LLMs,
we tracked how often they didn’t return the



file in the proper JSON format.

These metrics help assess and compare the per-
formance, accuracy, and efficiency of different Chi-
nese NLP tools and LLMs.

3 Findings
3.1 Global Results

As summarized in Table 1, with one exception, the
LLM models outperformed traditional NLP tools
across all metrics. Among the traditional tools,
spacy_bert performed best. LLMs required con-
siderably more computational resources compared
to traditional NLP tools. While OpenAI’s 03-mini
tended to outperform other models, this improve-
ment came at the significant expense of both time
and tokens. Of the LLMs, GPT-40 and Claude-3.5-
sonnet performed best in balancing high accuracy
and speed, while Claude-3.5-haiku struggled to re-
turn the output in the proper format. The GLM-4
models scored the lowest on these tests, with NER
accuracy for GLM-4-Long being lower than that of
traditional models.

3.2 Poetry vs. Non-Poetry

As found in Table 2, when comparing the per-
formance of poetry versus non-poetry texts, tradi-
tional models consistently performed better on non-
poetry texts with the exception of NER. Among
LLMs, the differences between poetry and non-
poetry were less pronounced, indicating the ability
of LLMs to handle a greater variety of texts such
as poetry.

3.3 Pre-1920 vs Post-1920

Finally, when comparing texts from pre-1920 and
post-1920, the models overall performed better
when handling more contemporary data. Tradi-
tional NLP models showed noticeable improve-
ments in word segmentation, nearly achieving a 90
percent F1 score across all models on post-1920
texts. This improvement reflects the recency bias
of existing tools that are primarily trained on mod-
ern texts. The LLMs again exhibited a narrower
performance gap between pre- and post-1920 data.
Notably, gpt-40’s post-1920 results rival those of
the computationally expensive 03-mini. Addition-
ally, claude-3.5-sonnet yielded impressive and con-
sistent results across all categories. While some
of the average differences between pre-1920 and
post-1920 are relatively minor, post-1920 results

frpregeereere

Figure 1: Boxplot of F1 Score for Temporal Change
by Model for non-poetry texts, capturing the median
(line), interquartile range (boxes), and spread of data
(whiskers).

also had a much smaller interquartile range, rep-
resenting more consistent performance from the
various tools when working with post-1920 texts
(see Figure 1).

4 Discussion

The impact of word segmentation choices on digi-
tal humanities (DH) and cultural analytics research,
particularly for late 19th century to mid 20th cen-
tury “transitional” Chinese texts, is significant and
multifaceted. Proper segmentation enhances down-
stream tasks such as data analysis, pattern recog-
nition, and cross-lingual/temporal studies. It im-
proves the accuracy of frequency analyses, topic
modeling, and semantic network analyses, while
also making both transitional and classical Chinese
texts more accessible.

While some have argued that word segmenta-
tion is becoming less relevant in NLP pipelines(Li
et al., 2019), researchers in the humanities and so-
cial science still find it crucial. Character-based
or sub-character methods (e.g., Byte Pair Encod-
ing) often fall short for DH applications, where
accurately representing search keywords and con-
cepts is often prioritized over processing efficiency.
Proper segmentation enables nuanced identification
of linguistic patterns and cultural trends over time,
facilitating comparative studies across languages
and historical periods.

Domain-specific models like PKUSEG (which
has been integrated into spaCy as its default tok-
enizer) offer improvements over generic tools, but
to date have failed to curate training data for histor-
ical texts (Luo et al., 2019). LLMs show promise
in overcoming these limitations through contextual
learning. However, fine-tuning LLMs or adopting a



Model

F1_Score (%) POS_Accuracy (%)

NER_Accuracy (%) Time (s) Token_Sen!

t Token_Received Failed

jieba 81.72 42.07 93.74 7.57

spacy_jieba_sm 82.14 67.13 92.35 1.49 -
spacy_jieba_lg 82.14 72.56 92.96 1.68 -
spacy_default_sm 82.50 69.79 91.92 2.36 -
spacy_default_lg 82.50 73.74 93.28 1.98 -
spacy_bert 82.50 78.36 93.78 32.08 - - -
gpt-40 91.97 86.28 96.40 796.61 111220 102764 0
gpt-40-mini-2024-07-18 90.98 84.01 96.26 1703.89 111220 104401 1
03-mini-2025-01-31 94.50 88.83 97.00 5295.68 111012 709125 0
claude-3-5-sonnet-20241022 93.41 87.35 94.24 1485.59 130994 122294 1
claude-3-5-haiku-20241022 86.59 86.29 95.25 1639.79 130994 121525 13
GLM-4-0520 88.30 83.94 95.31 3301.15 110223 101494 5
GLM-4-Long 89.54 83.49 90.62 2411.52 108730 107873 0

Table 1: Results for Segmentation Accuracy, POS Accuracy, NER Accuracy, Processing Time, Tokens, and Failed

Returns.
Seg F1 (%) POS_Accuracy (%) NER_Accuracy (%)
Model Non-Poetry Poetry Non-Poetry Poetry Non-Poetry Poetry
jieba 84.43 70.71 46.65 23.64 93.03 96.61
spacy_jieba_sm 84.71 71.65 70.13 54.94 91.59 95.43
spacy_jieba_lg 84.71 71.65 76.23 57.62 92.68 94.08
spacy_default_sm 85.28 71.19 72.91 57.09 91.19 94.90
spacy_default_Ig 85.28 71.19 76.97 60.62 92.90 94.84
spacy_bert 85.28 71.19 82.02 63.46 93.19 96.18
gpt-4o 91.70 93.09 85.99 87.47 96.01 98.01
gpt-40-mini-2024-07-18 90.25 93.96 83.91 84.40 95.97 97.41
03-mini-2025-01-31 94.28 95.38 88.39 90.59 96.98 97.06
claude-3-5-sonnet-20241022 93.15 94.46 86.19 92.04 93.71 96.34
claude-3-5-haiku-20241022 87.01 84.88 85.90 87.97 94.62 97.93
GLM-4-0520 88.44 87.72 84.53 81.54 94.77 97.51
GLM-4-Long 89.55 89.47 84.06 81.15 89.55 94.96

Table 2: Segmentation, POS, and NER Accuracy for Poetry and Non-Poetry Texts.

hybrid approach to NLP tasks still requires manual
engineering and domain expertise. While LLMs’
pattern recognition capabilities for Chinese word
segmentation, POS tagging, and NER are impres-
sive, especially for corpora containing both modern
and classical Chinese, prompt-engineered LLM to-
kenization can benefit from domain-specific knowl-
edge and careful prompt design.

Finally, it is important to note that without ex-
plicit word boundaries, there is often not a sin-
gle correct way to segment Chinese texts. In-
stead, word segmentation depends on interpreta-
tive choices that are shaped by both research ob-
jectives and historical context. In developing our
ground truth dataset, we encountered several valid
segmentation approaches. For instance, should .
55 Z#E (Shanghai Library) be treated as a single
token, or should it be split into =} (Shanghai)
and [EZ#F (Library)? Moreover, how we handle
shifts in language might depend on our research
questions. By the 1920s, the character pair Z{1%

(jiaoshou) should be seen as a single lexical item
meaning “professor.” Conversely, in classical Chi-
nese, these characters together meant “to impart
knowledge,” with a two-token segmentation being
more appropriate. However, researchers examining
the semantic shift of jiaoshou from 1900 to 1950
might benefit from treating it consistently as a sin-
gle token across time. Ultimately, the evolution of
language and the inherent subjectivity in tokeniza-
tion decisions underscore the complex nature of
segmenting Chinese texts.

5 Conclusion

LLMs have demonstrated improved performance in
handling complex Chinese language tasks, consis-
tently outperforming traditional NLP tools across
all metrics. LL.Ms also showed greater resilience
in processing both poetic texts and language span-
ning multiple decades. These improvements over
traditional tools like jieba and spaCy highlight the



Seg F1 (%)

POS_Accuracy (%) NER_Accuracy (%)

Model Pre-1920 Post-1920 Pre-1920 Post-1920 Pre-1920 Post-1920
jieba 76.30 88.42 52.20 44.03 89.11 94.89
spacy_jieba_sm 77.75 88.13 64.40 72.94 86.72 93.99
spacy_jieba_lg 71.75 88.13 71.74 78.43 90.40 93.80
spacy_default_sm 77.52 89.09 69.06 74.80 85.68 93.90
spacy_default_lg 77.52 89.09 74.47 78.19 91.07 93.79
spacy_bert 77.52 89.09 79.95 83.04 89.43 95.03
gpt-4o 85.67 94.66 83.42 87.25 94.49 96.75
gpt-40-mini-2024-07-18 87.38 91.66 86.88 82.44 93.96 96.97
03-mini-2025-01-31 91.50 95.65 87.98 88.59 96.49 97.23
claude-3-5-sonnet-20241022 91.56 93.93 86.45 86.07 93.73 93.71
claude-3-5-haiku-20241022 83.32 88.82 86.28 85.71 92.38 95.73
GLM-4-0520 85.55 89.86 84.80 84.40 94.06 95.13
GLM-4-Long 85.00 91.79 83.04 84.56 87.85 90.38

Table 3: Segmentation, POS, and NER Accuracy for Pre- and Post-1920 Texts (non-poetry).

potential of LLLMs in advancing Chinese NLP tasks.
Further research should focus on optimizing LLMs
to reduce computational costs while maintaining
high accuracy, thereby making them more accessi-
ble for widespread use. Exploring hybrid models
that combine the strengths of traditional NLP tools
with LLMs could lead to more efficient and accu-
rate systems for Chinese language processing and
digital humanities applications.

Limitations

Several notable limitations should be noted. First,
our ground truth data is based on a relatively small
sample of texts—we began with one hundred pas-
sages and later added one hundred more to test the
robustness of our dataset. Although this augmenta-
tion did not change our overall findings, confirming
our initial results, future studies would benefit from
larger datasets to further validate the results. Ad-
ditionally, we only evaluated out-of-the-box mod-
els rather than experimenting with fine-tuning or
few-shot prompting. Future research could address
these limitations by developing an open-source
model that enhances scalability, efficiency, and
broader accessibility.
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Abstract

This study introduces a novel method for
analyzing register variation in web texts
through classification-based register segmen-
tation. While traditional text-linguistic register
analysis treats web documents as single units,
we present a recursive binary segmentation
approach that automatically identifies register
shifts within web documents without labeled
segment data, using a ModernBERT classifier
fine-tuned on full web documents. Manual eval-
uation shows our approach to be reliable, and
our experimental results reveal that register seg-
mentation leads to more accurate register clas-
sification, helps models learn more distinct reg-
ister categories, and produces text units with
more consistent linguistic characteristics. The
approach offers new insights into document-
internal register variation in online discourse.

1 Introduction

Text-linguistic analysis of registers—text varieties
with shared situational characteristics and func-
tionally related linguistic features—has greatly
advanced our understanding of language varia-
tion in different situations and domains (Biber,
1988; Biber and Conrad, 2009; Biber and Egbert,
2023). In the domain of online discourse, re-
cent advances in NLP techniques such as Trans-
former models (Vaswani et al., 2017; Devlin et al.,
2019) have enabled automatic classification of web
texts into registers across various languages with
near-human level performance (Henriksson et al.,
2024b). These automatic web register classifiers
now serve valuable roles in many research areas,
from large-scale linguistic analyses of online dis-
course (Myntti et al., 2024) to the curation of web-
crawled datasets for Large Language Model (LLM)
training (Burchell et al., 2025).

Despite recent progress in web register classifi-
cation schemes (Egbert et al., 2015; Madjarov et al.,
2019; Laippala et al., 2022; Kuzman and Ljubesi¢,
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2023), web registers remain relatively fuzzy cat-
egories with substantial internal variation (Biber
et al., 2020; Henriksson et al., 2024a). As Egbert
and Gracheva (2023) have recently suggested, at
least part of this unexplained variance may stem
from the definition of fext, the fundamental unit
of observation. Critically, in all previous studies
on web registers, this unit has always been defined
as the full document. However, web documents
are often too diverse in content to fit neatly into a
single register category. For example, news texts
(belonging to the Narrative register) are frequently
followed by comments (Interactive Discussion reg-
ister) (Biber and Egbert, 2018, p.39); similarly, nar-
rative blogs often contain family recipes (Instruc-
tional register) (Biber and Egbert, 2018, p.158).
Registers can also appear blended, as in sports re-
ports that incorporate detailed sports data, combin-
ing elements of the Narrative and Informational
registers (Biber et al., 2020, p.32).

In this article, we investigate whether an auto-
matic register classifier, trained on full web docu-
ments, can be used to detect register shifts within
documents, and assess whether segmenting doc-
uments based on these shifts produces more dis-
tinct web register categories. Specifically, we fine-
tune a ModernBERT (Warner et al., 2024) register
classifier and develop a segmentation algorithm
that leverages the predicted probabilities from the
classifier to detect document-internal register units.
Using recursive binary splitting, our algorithm
analyzes potential boundary points within web
documents and selects segmentations with max-
imally distinct register predictions. We evaluate
this method on the English Corpus of Online Reg-
isters (CORE) (Egbert et al., 2015; Laippala et al.,
2022), which includes eight main register classes.
As a preliminary step, we use Cleanlab (Northcutt
et al., 2021) to remove noisy and ambiguous la-
bels from the data, aiming for an enhanced model
suitable for segmentation.
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To evaluate our register segmentation approach,
we assess it manually and compare segment-based
and document-based analyses through classifica-
tion performance, clustering, and linguistic fea-
ture analysis. Our results show that segment-
based analysis produces more consistent register
units. Additionally, we examine register distri-
butions within documents, revealing patterns of
register shifts in online discourse. The code and
data used in this study are available at https:
//github.com/TurkuNLP/CORE-segmentation.

2 Background

Text segmentation is the task of dividing texts into
coherent, non-overlapping units such as paragraphs
or topics (Hearst, 1994). It has applications in
discourse analysis, summarization, and informa-
tion retrieval, among others (e.g. Hearst and Plaunt,
1993; Galley et al., 2003; Liu et al., 2021).
Existing approaches to text segmentation fall
into two main categories: unsupervised and su-
pervised. Unsupervised methods measure coher-
ence between segments using features such as term
co-occurrences (Hearst, 1997), topic vector shifts
(Riedl and Biemann, 2012), or semantic embed-
ding similarities (Solbiati et al., 2021; Yu et al.,
2023). Supervised approaches learn segmentation
from labeled data (e.g. Koshorek et al., 2018; Bad-
jatiya et al., 2018; Xing et al., 2020; Glavas and
Somasundaran, 2020; Lukasik et al., 2020; Lo et al.,
2021; Nair et al., 2023). Fine-tuned Transformer
models (Vaswani et al., 2023) generally achieve
higher accuracy than unsupervised methods (Inan
et al., 2022), although unsupervised approaches can
still perform well in contexts where labeled data is
scarce or not available (Solbiati et al., 2021).
Register-labeled web datasets (e.g. Laippala
et al., 2022; Henriksson et al., 2024a) are annotated
at the document level, with no finer-grained register
datasets available. While these often include hybrid
texts—documents annotated with multiple register
labels—they do not specify whether these labels
correspond to separate sections or mixed content
(see Section 1). This means we cannot directly use
hybrid documents to inform segmentation models.
Moreover, in contrast to structured platforms like
Wikipedia, where documents have clear structural
markers indicating content shifts (Koshorek et al.,
2018; Arnold et al., 2019), web texts in general lack
explicit register indicators in their HTML structure,
complicating automatic boundary detection.

IN (19%)

UNLABELED (1%)
~—— OTHER HYBRIDS (2%)

—INIP (1%)
—IN OP (1%)

-NA OP (3%)

CUINNA (4%)

ID (7%)

Figure 1: Register distribution in the CORE dataset after
filtering out texts exceeding 8,192 tokens (N = 47,319).

Our approach to register segmentation combines
elements of both supervised and unsupervised
methods: we first fine-tune an encoder model on
full documents, then use the fine-tuned model in an
unsupervised manner to segment texts. Addition-
ally, our algorithm employs recursive segmentation,
which repeatedly divides text into smaller parts.
This recursive approach creates a tree-like structure
of segments and sub-segments, making it more sim-
ilar to hierarchical segmentation approaches (e.g.
Bayomi and Lawless, 2018; Hazem et al., 2020)
than to linear segmentation methods (e.g. Hearst,
1997; Yu et al., 2023) which simply divide text into
a flat sequence of adjacent segments.

3 Data

We use data from the English CORE corpus (Laip-
pala et al., 2022), a manually register-annotated
collection of unrestricted English web content com-
prising 48,435 documents. The corpus was col-
lected via Google searches based on frequent En-
glish 3-grams (Egbert et al., 2015) and annotated
through Amazon Mechanical Turk. Each document
was labeled by four coders, with a register assigned
if at least two chose the same label. In cases of
an even split between two registers, both labels
were assigned. When all four annotators selected
different labels, no label was assigned.

The CORE scheme (Biber and Egbert, 2018)
defines eight main register categories and 47 sub-
categories. In this study, we focus on the main
classes: How-to/Instructional (HI), Informational
Description (IN), Informational Persuasion (IP),
Interactive Discussion (ID), Lyrical (LY), Narra-
tive (NA), Opinion (OP), and Spoken (SP).


https://github.com/TurkuNLP/CORE-segmentation
https://github.com/TurkuNLP/CORE-segmentation

Due to our model’s token limit of 8,192 (see Sec-
tion 4.1) and our goal to segment entire documents,
we exclude documents exceeding this limit, re-
moving 1,116 documents (2.30%) from the dataset.
Figure 1 shows the register distribution within the
remaining documents: Narrative (36%), Informa-
tional (19%), and Opinion (16%) are the most com-
mon categories, with hybrid cases being mostly
different combinations of these three registers.

4 Web register segmentation model

Our approach to web register segmentation consists
of two stages: (1) fine-tuning a supervised register
classifier on labeled CORE data and (2) recursively
splitting documents into binary segments, using the
classifier’s output to find optimal bounds.

4.1 A ModernBERT register classifier

We begin by fine-tuning a ModernBERT (Warner
et al., 2024) model for register classification using
labeled CORE data (see Section 3). We choose
ModernBERT for its extended 8,192-token limit,
which enables segmentation of long documents—
unlike previous encoders with a 512-token limit
(e.g. Devlin et al., 2019; Liu et al., 2019)—and for
its performance improvements.

We split the CORE dataset into training (70%),
development (10%), and test (20%) sets and fine-
tune the model using a multi-label classification ap-
proach with the HuggingFace Transformers library
(Wolf et al., 2020). To address label imbalance,
we use focal loss (Lin et al., 2017) with «=0.5 and
v=1.0. The model is trained for up to five epochs
with early stopping based on the micro-F1 score on
the development set, using a learning rate of 3e-5.

The model achieves a micro-F1 score of 0.76
and a macro-F1 score of 0.73, closely matching
previous results on this dataset (Henriksson et al.,
2024b). While these scores are reasonable given
the well-known complexities of web register clas-
sification (Biber and Egbert, 2018; Laippala et al.,
2022), our manual inspection suggests that some
errors stem from noisy labels, including annotation
mistakes, ambiguous cases, and hard-to-classify
texts. Since our sequential segmentation approach
could propagate classification errors, we attempt to
improve the model by cleaning the dataset.

We use Cleanlab (Northcutt et al., 2021) to re-
move noisy labels from CORE. This algorithm has
been shown effective for dataset cleaning across
tasks (Goh et al., 2022; Thyagarajan et al., 2023;

Register CORE Cleaned Diff (%)
Single Registers

Narrative (NA) 17,125 15,308 -10.6
Informational Description IN) 8,997 7,392 -17.8
Opinion (OP) 7,579 6,301 -16.9
Interactive Discussion (ID) 3,237 2,923 -9.7
How-to/Instructional (HI) 1,477 1,130 -23.5
Informational Persuasion (IP) 1,308 851 -34.9
Lyrical (LY) 635 598 -5.8
Spoken (SP) 555 482 -13.2
Hybrid Registers

IN NA 2,027 1,184 -41.6
NA OP 1,577 868 -44.9
IN OP 703 329 -53.2
IN IP 420 318 -24.3
Other hybrids 1,109 764 -31.1
Unlabeled 570 0 -100.0

Table 1: Comparison of register distributions in the full
CORE dataset and the cleaned version.

Chen and Mueller, 2024) and provides theoretical
guarantees for label noise estimation. It uses pre-
dicted probabilities from a trained classifier on the
test set; to obtain these for the full dataset, we per-
form 10-fold cross-validation (Kohavi, 1995) with
iterative stratification (Sechidis et al., 2011; Szy-
manski and Kajdanowicz, 2017), fine-tuning each
model using the same settings as in Section 4.1.

The Cleanlab process identifies 8,301 texts with
potential label issues (see Appendix A for exam-
ples). Table 1 compares the full CORE dataset
to the cleaned version, showing distributions for
single-register texts and the most frequent hybrids.
The cleaned dataset shows a significant drop in
hybrid categories (by 24-53%) and eliminates
all unlabeled texts, while preserving roughly the
same distribution of the main single-register cat-
egories. This suggests that the cleaning process
targets both noisy labels and inherently ambiguous
texts—specifically, unlabeled documents (where
no annotators agreed) and hybrids (where only half
agreed; see Section 3). Removing these difficult-
to-classify texts aligns with our goal of improving
segmentation, as our model can be expected to bet-
ter identify register shifts when trained on examples
with clear register signals.

We fine-tune ModernBERT on the cleaned
dataset, with results compared to the original model
in Table 2. The cleaned model shows performance
gains across all registers, with the most substantial
improvements in previously underperforming cate-
gories: Opinion improves by 14 percentage points
(0.68 to 0.82), Informational Persuasion also by 14



Register All  Clean
How-to/Instructional (HI) 0.67 0.78
Interactive Discussion (ID) 0.85 0.91
Informational Description (IN) 0.71 0.84
Informational Persuasion (IP) 0.50 0.64
Lyrical (LY) 0.89 0.93
Narrative (NA) 0.84 0.91
Opinion (OP) 0.68 0.82
Spoken (SP) 0.71 0.80
Micro Average 0.76 0.86
Macro Average 0.73 0.83

Table 2: Comparison of F1 scores between the original
and cleaned models.

points (0.50 to 0.64), and Spoken by 9 points (0.71
to 0.80). The increases in both micro-F1 (0.76 to
0.86) and macro-F1 (0.73 to 0.83) indicate that the
cleaned model improves performance across the
board; given these improvements, we integrate this
model into our segmentation algorithm.

4.2 Recursive binary splitting segmentation

Our segmentation algorithm recursively partitions
documents into register segments based on sen-
tence boundaries and classifier predictions. It eval-
uates potential split points by comparing the regis-
ter predictions of candidate segments. The process
is illustrated in Figure 2.

The input document is first segmented into sen-
tences using spaCy’s sentence segmenter (Honnibal
et al., 2020), with sentence boundaries serving as
potential split points. For each split point, we as-
sess register distinctness between the left and right
segments using three window sizes: (1) full seg-
ments, comparing the entire left and right parts; (2)
short, two-sentence windows on each side of the
boundary; and (3) longer, five-sentence windows.

The optimal segmentation is determined using
two metrics. First, we assess whether segmentation
is necessary by checking if the predicted registers
of the left and right segments differ and are not
both identical to the parent text’s registers. This
decision is based on the classifier’s threshold for
positive predictions (0.70), optimized using micro-
F1 scores on full documents during fine-tuning.

For qualifying split points, we then evaluate
their quality by measuring differences between
the classifier’s predicted probabilities across the
three scopes (full segments and the two- and five-
sentence windows around the boundary). These
differences are computed using cosine distance. To
discourage oversegmentation, each cosine distance
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Figure 2: The recursive segmentation process.

is normalized by the ratio of the smaller segment’s
(left or right) token length to the model’s maximum
token limit (8,192). The final segmentation score
for each split point is the average of these three nor-
malized cosine distances. We select the split point
with the highest score that exceeds our threshold
(0.05). The process continues recursively on the
resulting segments until no valid splits remain or
we reach our recursion depth limit (4).

The selection of these parameters was guided
by qualitative analysis during development. The
two window sizes (2 and 5 sentences) complement
the full-segment comparison by providing more
precise boundary detection—using only full seg-
ments often missed local register transitions. The
segmentation threshold (0.05) was calibrated to bal-
ance between oversegmentation and missed transi-
tions. The recursion depth limit of 4 was set after
observing that deeper recursion rarely produced
meaningful additional segments while increasing
computational cost.

4.3 Assigning segment labels

The segmentation algorithm maintains register pre-
dictions across all recursive levels, from the full



Al A2 K
Labels 4.21+0.82 4.13+£091 0.56
Segments 4.13£0.81 429+£0.84 0.67

Table 3: Evaluation results for 75 randomly sampled
segmentations. Scores range from 1 (incorrect) to 5
(correct/nearly correct).

document down to the smallest segments. This
allows us to integrate register information from
different granularities when labeling segments.

Each segment is labeled using the final recur-
sion level for maximum specificity. However, we
observe that certain registers function as broader
container categories that frame the overall com-
municative context. In particular, Interactive Dis-
cussion (ID) and Spoken (SP) serve this role since
they are defined primarily by their mode of com-
munication rather than content—a forum post may
contain narratives or opinions while remaining fun-
damentally interactive, and spoken text can simi-
larly incorporate various sub-registers. To reflect
this hierarchical relationship, whenever ID or SP
appear as positive classes in the recursive hierarchy,
we propagate them to the final label.

5 Evaluation and results

In this section, we evaluate our segmentation ap-
proach and present the results. We begin with a
manual evaluation of a sample of segmented CORE
documents, followed by descriptive statistics of
the segmented corpus. Next, we assess the pro-
duced register segments by comparing them to
full-document registers in terms of classification
distinctiveness, embedding-space separation, and
linguistic cohesion. Finally, we explore document-
internal register structures using the segmentations.

5.1 Manual evaluation

To assess segmentation quality, we manually eval-
uate a random sample of 75 documents, including
55 documents with at least two segments and 20
documents that remained unsegmented. We assess
segmentation and labels separately using a 5-point
scale, from 1 (incorrect) to 5 (perfect/nearly per-
fect). Two annotators, both experts in web register
research and the CORE scheme, conduct the evalua-
tion. Inter-annotator agreement (IAA) is measured
using Cohen’s x with quadratic weights.

Table 3 presents the evaluation results, includ-
ing mean scores for segment boundaries and labels,
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Figure 3: Distribution of segment counts across texts.

along with IAA. The evaluation shows moderate
to substantial agreement between annotators, with
K = 0.56 for labels and 0.67 for boundaries. The
higher agreement on boundaries suggests that iden-
tifying web register segments is more objective
than assigning register labels.

Both annotators gave high scores for segmenta-
tion quality. For register labels, annotator scores
averaged 4.21 and 4.13, with most texts (83% and
76% respectively) receiving scores of 4 or 5. Seg-
ment boundaries received similarly high ratings,
with means of 4.13 and 4.29, and a large majority
of texts (83% and 77%) scored 4 or 5. The small
standard deviations (0.81-0.91) and consistent dis-
tribution of scores indicate reliable performance
across different types of web documents.

For the 20 documents that remained unseg-
mented by the model, evaluation scores were higher
(labels: 4.29/4.38; segments: 4.57/4.71) with
strong inter-annotator agreement (x = 0.87 for la-
bels, 0.83 for segments). This indicates the model
rarely misses necessary segmentation points, accu-
rately identifying documents that genuinely repre-
sent a single register.

5.2 Descriptive statistics and an example

Figure 3 shows the distribution of segment counts
across the dataset. Most texts (28,304 or 73.6%)
remain unsegmented, and the number of texts de-
creases exponentially with segment count. On av-
erage, each text contains 1.49 segments.

Figure 4 compares register distributions in
document-level vs. segment-level data, with lighter
bars representing segments. The top panel shows
distributions for single-register texts, and the bot-
tom shows hybrids with at least a 0.1 percentage
point difference between the two datasets.

The register distribution shows Narrative (NA)
as dominant but decreasing from 39.8% to 33.0%



Single registers

40

30 A

20 A1 I
104 I
év

%

S RO R R
Hybrids

3
2
N
1
0
NIRRT PO S SN G N G )
N O O N o N
e‘?g@@@o‘z\ogﬁ@\oeoaz

Figure 4: Register distributions in document-level vs.
segment-level data. Lighter bars show segmented data.

in the segmented corpus, while Informational (IN)
and Opinion (OP) texts remain relatively stable
around 19% and 17% respectively. The most no-
table change is in Interactive Discussion (ID), in-
creasing from 7.6% to 11.0%. This increase occurs
because our segmentation process identifies and
separates discussion sections (such as comments)
that were previously embedded within longer docu-
ments and labeled with the register of the main text
(e.g. as part of a narrative blog). The remaining
registers (HI, IP, LY, SP) each constitute less than
3% of either corpus with minimal variation.

In multi-label text units, the emergence of ID-
NA (2.2%), ID-OP (1.6%), and ID-IN (0.7%) com-
binations in the segmented corpus results from our
ID propagation approach (Section 4.3), where ID
is retained in the final label if detected at any level
of recursive segmentation. Overall, single-label
units remain prevalent in both corpora, compris-
ing 91.5% of document-based texts and 86.9% of
segment-based texts.

Figure 5 illustrates a typical segmented doc-
ument. This food blog post starts with a Nar-
rative (NA) segment about discovering a “taco
dog” at a takeaway place, then shifts to a How-
to/Instructional (HI) segment providing a recipe.
Our algorithm successfully detects this shift and
partitions the document accordingly.
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Segment 1: Narrative (NA)

The return of the Taco Dog The time had come to revisit
and old classic, in fact my first ever drunch dish...the taco
dog. Now regular readers of the drunch blog may be aware
of it but for the new little drunchlings out there allow me to
tell you of its history. [...narrative continues...] However
before I went all Dr Drunchenstien on the Taco Dog it
occurred to me that one of the drunchards hadn’t tried
the original and there was no point in exposing him to
potentially lethal levels of tasteyness without letting him
limber up first.

Segment 2: How-to/Instructional (HI)

Now the taco dog is very simple to make but this time
I made my own seasoning. All it requires is: Hot dogs
(bratwurst kind, none of your piddly wee ones, they insult
the gods of taco dogs & will curse you to 7 years and 3
months of odd socks). Mince. Taco seasoning. Cheese
sauce made thickly with red peppers mixed in (or in a pinch
Cheese nacho dip). Baguettes (hot dog buns are useless
don’t even waste your time). and nachos to use as cutlery.
The preparation is mince as per instructed on package. add
seasoning to mince. Cook hot dogs. [recipe continues...]

Figure 5: Register shift in a blog post, as segmented by
our algorithm (manually annotated label: HI).

Register Doc.  Seg.
How-to/Instructional (HI) 0.78 0.84
Interactive Discussion (ID) 091 0.87
Informational Description (IN) 0.84 0.89
Informational Persuasion (IP) 0.64 0.75
Lyrical (LY) 093 0.94
Narrative (NA) 091 0.93
Opinion (OP) 0.82 0.88
Spoken (SP) 0.80 0.76
Micro Average 0.86 0.89
Macro Average 0.83  0.86

Table 4: Comparison of F1 scores between a full-
document based model vs. a segment-based model.

5.3 Segment-based register classification

We evaluate segment quality by comparing how
well CORE registers can be learned from segments
versus full documents. Intuitively, if fine-tuning
a register classifier on segments improves perfor-
mance over full documents, it suggests that seg-
ments provide a clearer register signal that the
model can better differentiate.

We fine-tune a ModernBERT model on seg-
mented data using the same configuration as the
full-document classifier (Section 4.1). The seg-
ments are shuffled and stratified into 70% training,
20% test, and 10% development sets. We then
compare the F1 scores of both models, using re-
sults from the cleaned full-document model (see
Section 4.1) as a baseline.



Register Doc. Seg. A
How-to/Instructional (HI) 0.712 0.773 +0.061
Interactive Discussion (ID) 0.666 0.774 +0.108
Informational Description (IN) 0.634 0.626  -0.008
Informational Persuasion (IP) 0.186 0.572 +0.386
Lyrical (LY) 0.856 0.856 0.000
Narrative (NA) 0.475 0.631 +0.156
Opinion (OP) 0.500 0.601 +0.101
Spoken (SP) 0.811 0.754  -0.057
Overall 0.541 0.650 +0.109

Table 5: Embedding silhouette scores by register: full
documents vs. segments

As shown in Table 4, the segment-based model
outperforms the document-based model, achieving
a micro-F1 of 0.89 (vs. 0.86) and a macro-F1 of
0.86 (vs. 0.83). Several registers see notable im-
provements: How-to/Instructional (+0.06), Infor-
mational Description/Explanation (+0.05), Infor-
mational Persuasion (+0.11), and Opinion (+0.06).
However, performance slightly decreases for In-
teractive Discussion (-0.04) and Spoken (-0.04)—
precisely the registers propagated from the hierar-
chy when assigning final segment labels (see Sec-
tion 4.3). This suggests that our propagation ap-
proach may need refinement in future work, though
we do not explore it further here.

Overall, these results indicate that our segmenta-
tion method identifies more homogeneous register
units than document-based analysis.

5.4 Evaluating register segment embeddings

To further evaluate whether our segmentation
approach produces more distinct register units,
we compare the embedding spaces of segments
and full documents. Specifically, we compute
register-averaged silhouette scores (Shahapure and
Nicholas, 2020) to measure intra-register cohesion
and inter-register separation. This analysis focuses
on single-register texts, using embeddings from:
(1) the full-document model (Section 4.1) and (2)
the segment-trained model (Section 5.3). In both
cases, we use true labels—human-annotated gold
labels for document embeddings and segmentation-
derived labels for segment embeddings.

Table 5 shows that segmentation consistently im-
proves silhouette scores, with the largest gains for
Informational Persuasion (IP) (+0.386) and Narra-
tive (NA) (+0.156); overall improvement is +0.109.

To visualize how registers cluster in the two
approaches, we reduce the 1024-dimensional em-
beddings to 2D using UMAP (Mclnnes et al.,
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2018). Figure 6 compares the full-document (top)
and segment-based (bottom) embeddings, show-
ing clearer register separation in the latter. No-
tably, Narrative and Opinion, which overlap in
the document-based plot, are more distinct in the
segment-based representation.

Documents

Segments

HI e ID IN IP Ly e NA e OP SP

Figure 6: UMAP visualization of register embeddings:
full documents (top) vs. segments (bottom).

5.5 Evaluating linguistic cohesion

We examine whether segmentation results in more
clearly defined linguistic characteristics within reg-
isters compared to full texts. We process both seg-
ments and full documents using Trankit (Nguyen
et al., 2021), chosen for its state-of-the-art perfor-
mance on dependency parsing and morphological
analysis.

We use Trankit’s posdep function to extract
three categories of linguistic features: (1) part-of-
speech distributions (nouns, verbs, adjectives, etc.),
(2) syntactic dependency relations (subject, object,
modifiers), and (3) morphological features (num-
ber, tense, case). These surface-level features are
established indicators of register variation (Biber,
1988; Biber and Egbert, 2018). For each text (full
document or segment), we count the frequency of



Variance Pairwise dist.

Register Seg. Doc. Seg. Doc.
How-to/Instructional (HI) 0.87 1.23 13.81 15.60
Interactive Discussion (ID) 1.07 146 14.76 16.22
Informational Description (IN) 0.76 0.87 12.94 13.40
Informational Persuasion (IP)  0.84 1.12 13.65 1542
Lyrical (LY) 0.98 1.04 14.64 15.03
Narrative (NA) 093 1.58 13.97 15.23
Opinion (OP) 1.06 1.47 14.66 16.32
Spoken (SP) 1.11 1.42 1550 17.38
Average 095 1.27 14.24 15.57

Table 6: Linguistic cohesion metrics by register in full
documents vs. segments (lower is better).
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Figure 7: Register probability distributions across docu-
ment positions.

each linguistic feature and then divide by the to-
tal token count in that text, yielding a normalized
feature vector for each text.

To assess linguistic cohesion, we compute two
metrics: (1) the average within-register variance
of linguistic features and (2) the mean Euclidean
distance between all text pairs within each register,
serving as an intra-register similarity measure.

The results in Table 6 show that segments ex-
hibit more defined linguistic characteristics than
full texts. Register-internal variances are consis-
tently lower for segments across all registers, aver-
aging 0.95 compared to 1.27 for full texts. Simi-
larly, pairwise distances indicate greater cohesion
in segments, with an average distance of 14.24 ver-
sus 15.57 in full texts. The effect is most notable
in Spoken (15.50 vs. 17.38) and Opinion (14.66
vs. 16.32) texts. Overall, these findings suggest
that segmentation produces text units with more
consistent linguistic patterns.

5.6 Analyzing document-internal register
variation

We end with two brief analyses on document-
internal register variation on the segmented CORE
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Figure 8: Register transitions between adjacent seg-
ments. Blue triangles represent row-to-column percent-
ages and red ones to-column-from-row percentages.

data, to illuminate the benefits of segmentation.

First, we examine register distribution within
documents. We divide each document into 128
equal-length bins and track character counts at
each position, weighted by predicted register prob-
abilities. As shown in Figure 7, this reveals clear
document-internal patterns in register distribution.
Narrative (NA) and Informational Persuasion (1P)
peak early in documents. How-to/Instructional
(HI) shows a noticeable increase in the middle,
likely reflecting the typical placement of instruc-
tional content such as recipes and guides. Most
strikingly, Interactive Discussion (ID) rises sharply
toward the end, aligning with the common place-
ment of comment sections in web documents. Sim-
ilarly, Lyrical (LY) content increases noticeably
toward the ends of documents.

Second, we analyze document-internal register
transitions. Figure 8 presents a split-cell heatmap
where cells show transitions from a source register
(row) to a target register (column). Blue triangles
show the percentage of transitions from the row
register to the column register, while the red ones
show the percentage of the column register follow-
ing the row register. START and END indicate the
beginnings and endings of documents, respectively.

Several clear patterns emerge from this analysis.
Narrative (NA) typically opens documents (41%
of beginnings, 42% of all NA segments), followed
by Opinion (OP, 23%) and Informational Descrip-
tion (IN, 18%). Document endings favor different
registers, with Informational Description (38%),
Opinion (34%), and Interactive Discussion (ID,



30%) being most common.

For document-internal transitions, there is clear
register mixing between certain categories: Infor-
mational Persuasion (IP) frequently transitions to
Opinion (39%), with OP also often preceding IP
(20%). Similar relationships exist between How-
to/Instructional (HI) and Informational Descrip-
tion. Interactive Discussion (ID) and Spoken (SP)
are commonly self-transitioning (36-40%), partly
due to our labeling approach (see Section 4.3). Nar-
rative segments commonly lead to Opinion (25%)
or Interactive Discussion (19%), and these regis-
ters in turn most frequently follow Narrative (31%
and 24% respectively), suggesting a strong pattern
of narrative content followed by commentary.

6 Conclusion

This paper has introduced a new way to analyze
register variation within web texts by segmenting
documents rather than treating them as single units.
We combined a ModernBERT classifier with a re-
cursive binary segmentation algorithm that detects
document-internal register shifts without requiring
pre-labeled segment data.

Our results show that segmentation improves
register analysis in several ways. Models trained
on segments outperform those trained on full doc-
uments, with micro-F1 scores rising from 0.86 to
0.89 and macro-F1 from 0.83 to 0.86. Registers
cluster more closely in embedding space when an-
alyzed as segments, and they have more consistent
linguistic characteristics.

By segmenting texts, we uncovered patterns
that document-level analyses miss. Different reg-
isters tend to occur in specific positions within
documents: Narrative and Informational Persua-
sion texts typically appear at the beginning, How-
to/Instructional content is favored in the middle,
and Interactive Discussion and Lyrical content usu-
ally appear at the end.

Our approach opens up new possibilities for
studying online discourse. By examining texts at a
more granular level than full documents, we get a
more detailed view of how registers are used in web
communication. This could benefit not only regis-
ter studies but also applications like summarization
systems and web corpus curation.

Limitations and future work

Although our segmentation approach demonstrably
benefits register analysis, several limitations should
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be acknowledged. First, the segmentation param-
eters (recursion depth, cosine distance threshold,
window sizes) were selected through qualitative
analysis. Future research should systematically
tune these parameters on manually segmented data.

Second, our method relies on sentence bound-
aries for potential segmentation points, which may
not always align with actual register shifts. In web
texts, non-textual elements like horizontal lines or
headings often signal register transitions without
corresponding sentence breaks. Future implementa-
tions should incorporate HTML structural elements
and other visual markers, although these were not
available in the CORE corpus used in this study.

Third, this study focused exclusively on English
texts from the CORE corpus. Cross-linguistic val-
idation, and testing on other web corpora such as
HPLT 2.0 (Burchell et al., 2025), would be required
to assess the generalizability of our method.

Finally, our label propagation approach for Inter-
active Discussion and Spoken registers led to worse
performance for these categories in classification
experiments. This suggests that the modeling of
hierarchical register relationships through propaga-
tion should be reconsidered in future work.
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A Appendix: Sample texts with labels
identified as noisy by Cleanlab

This appendix presents examples of texts from the
CORE corpus that Cleanlab identified as noisy.
These include mislabeled texts (where human an-
notators assigned an apparently incorrect register)
and ambiguous hybrid-labeled cases (texts where
annotators were split between two registers, as ex-
plained in Section 3). For each example, we show
the original human-assigned label as well as the
more appropriate register category based on con-
tent analysis.
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Mislabeled as Interactive Discussion (ID)

The People of West Cork and Kerry It seems to me the
people of West Cork and Kerry They seem to understand
the ways of my soul They seem to recognise the healing
ways of a young lad Born into pain for the song and to roam
And now though still not old, I live alone in the garden The
pen it is slow but my heart is at rest And when I see the
world now, I see a world without turmoil And all things I
see now, I look for the best Chorus I know all the towns and
I know all the places I have kissed your lips and I have held
your hand Been all around the world but have not found
such graces For the people of West Cork and Kerry were
grand But when I was a young lad, the world was heavy on
me You gave me plain talk, and you made me feel blessed
You gave me the magic of all that went before me When I
needed to lay low, you gave me the nest Chorus And now
though still not old, I live alone in the garden The pen it is
slow but my heart is at rest You gave me the magic of all
that went before me When I needed to lay low, you gave
me the nest

Appropriate label: Lyrical (LY)

Mislabeled as Narrative (NA)

But It Was Only A 2 Stair So after a year of beating, my
charmer snapped right in half. Now I need to decide on a
new frame, I was thinking either BB17 "Serpent" or Hold
Fast "Converter29? . Does anyone know any other 29er
frame(s) out there that has a mid or negative bb? I’'m
quite glad this question came up. I've been looking at
29er frames for what feels like ages now. Thanks Nelson.
Why don’t you just get a new Charmer? Another two
questions by the way: 1. Why does it look like Mike
Chacon was the only one riding (his signature frame..) the
Leader Hurricane? Anything wrong with that frame but the
BB drop? I mean he does pretty much everything on that
frame but still everyone else seems to prefer breakbrakel7’s
or Hold Fast’s frames.. I am sure a bunch of cali kids rock
Mike Chacon’s frame, but I think everyone doing pro-level
FGFS stuff wants that higher bb. Mike definitely has The
Hurricane dialed in for his style of riding though. Nelson
Definitely good considerations there, I appreciate all the
input! I’1l let you know what I end up with

Appropriate label: Interactive Discussion (ID)

Mislabeled as Spoken (SP)

Do you have a strong trademark? A trademark is one of
your most important business assets, and the selection of
your mark needs to be done with care. At the outset of a
trademark application, your trademark agent or trademark
lawyer can and should explain to the you the strengths
and weaknesses of your proposed mark. The selection of
trademarks can be broken down into five broad categories:
inherently strong marks, inherently weak marks, sugges-
tive marks, compound word marks and marks that have
acquired a second meaning, each of which are discussed in
this video.

Appropriate label: Informational Description (IN)

Mislabeled as Narrative (NA) + Opinion (OP)

A bit about Clark, Jane-Michele ... Jane-Michele Clark
is president of The Q Group (www.theQgroup.com), a
strategic positioning and marketing firm with a 30 year
history. In addition to being a business/marketing strate-
gist, Jane-Michele teaches MBA level marketing at the
Schulich School of Business, is a corporate trainer, author
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and speaker. She is also a 9-time nominee for the Canadian
‘Woman Entrepreneur of the Year Award. Jane-Michele can
be reached at jmc @theQgroup.com or 416-424-6644

Appropriate label: Informational Description (IN)

Mislabeled as How-to/Instructional (HI) + Informational
Description (IN)

"Tiara Oranye’ at Telco Company Hi Marta.. may I discuss
more about this with you..? this is from the community
manager’s side, how about if the community is a brand
community, what’s the tips and trick for the brand owner
who manage the community? 3 months ago Reply Are
you sure you want to Yes No matter33 My name is Miss
matter Garba,i saw your profile today on (slideshare.net)
and became intrested in you,i will also like to know you the
more,and i want you to send an email to my email address
(mattergarba56 @yahoo.com) so i can give you my picture
for you to know whom i am. However i believe we can
move on from here! I am waiting for your mail to my email
address above.(Remeber the distance, colour or language
does not matter but love matters alot in life miss matter.
(mattergarba56 @yahoo.com) 4 months ago Reply [...]

Appropriate label: Interactive Discussion (ID) (?)

Mislabeled as Interactive Discussion (ID) + Narrative
(NA)

Still, having tried to watch the show myself, I can’t say
I’'m surprised. Saying this epi was the best sure ain’t
sayin’ a lot. And what was up with that not-so-amazing
singer/songwriter they kept showcasing? It’s not like Will
& Grace having a guest star. I don’t like any form of media
which tries to shove another medium down my gullet. I saw
parts of two of the shows, and it appeared to me that they
were schlepping some artists. The "love" part was totally
absent. And really, how freakin’ exciting is being a music
A&R rep? It was like Ed without the humor... or the plot.
too bad for the actor. He seems like a good enough guy.
Comments are now closed on this post. Like what you’re
reading? To view other posts at Signifying Nothing , please
visit the BlogFront . Signifying Nothing formerly featured
the stylings of Brock Sides , a left-leaning philosopher
turned network administrator currently residing in Mem-
phis, Tennessee who now blogs at Battlepanda , and Robert
Prather , a libertarian-leaning conservative economist and
occasional contributor at OTB .

Appropriate label: Opinion (OP)

Ambiguous, labeled as Informational Persuasion (IP) +
Opinion (OP)

Discuss this article with... The ’slippery slope to murder’
argument must not prevail. Canada has shown mercy to
sufferers and we must too Death for Tony Nicklinson will
have come as a blessed relief. Anyone who watched the
footage of the moment when he learnt that his appeal to the
High Court had failed — and I defy anyone to do so with dry
eyes — will have seen a man of astonishing courage, broken
by the immutability of the law. His final act of bravery was
to start refusing food, rather than to put his loved ones at
risk of prosecution. Pneumonia, fortunately, did the rest.
But this was not the ending he deserved.

Appropriate label: Opinion (OP)/Informational Persua-
sion (IP)
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Ambiguous, labeled as Informational Description (IN) +
Opinion (OP)

Tuesday, November 6, 2012 Stressing about things? Stare
at these for a few moments.... This blog post is offered
as a moment of quiet serenity on the day before a pretty
serious election. There is a lot of the stuff, from the na-
tional races to some local propositions, that will certainly
have a direct effect on my life, if not yours. But it is stress-
ful. We live next to the Tuolumne River, and there is a
river walk with a lot of shrubs where a colony of cats has
taken up residence. It probably doesn’t do much for the
local squirrel population, but the local residents probably
don’t mind the relative absence of mice and rats. The cats
are pretty suspicious of strangers, but they always come
out to see of we are bringing catfood... Sooo...imagine
the purring, and feel your blood pressure go down a few
points. Say "ahhh..." a couple of times, and the stress lines
will leave your forehead... But as this one is clearly say-
ing..."don’t forget to vote tomorrow"... THANKS TO ALL
WHO VOTED TO SUPPORT EDUCATION! About Me
I am a teacher of geology at Modesto Junior College and
former president of the National Association of Geoscience
Teachers, Far Western Section. I have led field trips all over
the western United States, and a few excursions overseas,
but my homebase is the Sierra Nevada, the Great Valley,
and the Coast Ranges of California.

Appropriate labels: Begins with Narrative (NA)/Opinion
(OP) and transitions to Informational Description (IN)

Ambiguous, labeled as Lyrical (LY) + Opinion (OP)

you heard it here first "Intimate but grand, Crybaby is a
triumph" **** THE GUARDIAN FILM & MUSIC "Un-
afraid to be both beautiful and sad, songs such as Shame
and Misery Of Love are like Roy Orbison tackling Scott
Walker" *#** Q MAGAZINE "A Bristolian tunesmith with
as much heart as Richard Hawley" NME Bristols newcom-
ers Crybaby head out on their first headline tour in support
of their latest single *We’re Supposed To Be In Love’ (out
Sept 24th), which is the third single to be taken from their
critically acclaimed eponymous debut album. September
gig dates 15th Edinburgh, Electric Circus; 16th Glasgow,
King Tuts; 17th Leeds Nation of Shopkeppers; 18th Manch-
ester, The Castle; 19th London, Lexington; 20th Birming-
ham, Hare & Hounds; 21st Leicester, The Cookie Jar; 22nd
Brighton,The Hope; 27th Bristol, Louisiana

Appropriate label: Opinion (OP)/Informational Descrip-
tion (IN)/Informational Persuasion (IP) (?)
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Abstract

This study evaluated the ability of several Large
Language Models (LLMs) to pastiche the lit-
erary style of the Romanian 20th century au-
thor Mateiu Caragiale, by continuing one of his
novels left unfinished upon his death. We as-
sembled a database of novels consisting of six
texts by Mateiu Caragiale, including his unfin-
ished one, six texts by Radu Albala, including
a continuation of Mateiu’s novel, and six LLM
generated novels that try to pastiche it. We com-
pared the LLM generated texts with the contin-
uation by Radu Albala, using various methods.
We automatically evaluated the pastiches by
standard metrics such as ROUGE, BLEU, and
METEOR. We performed stylometric analy-
sis, clustering, and authorship attribution, and
a manual analysis. Both computational and
manual analysis of the pastiches indicated that
LLMs are able to produce fairly qualitative pas-
tiches, without matching the professional writer
performance. The study also showed that ML
techniques outperformed the more recent DL
ones in both clusterization and authorship at-
tribution tasks, probably because the dataset
consists of only a few literary archaic texts in
Romanian. In addition, linguistically informed
features were shown to be competitive com-
pared to automatically extracted features.

1 Introduction

The LLMs’ capacity to imitate art is ever increasing
in all creative domains. In literature, their ability
to mimic the style of an author, of a character, of
a literary genre, or of an epoch constitutes a vi-
brant research area with intriguing topics such as
role-play (Wu et al., 2024), storytelling (Xie et al.,
2023), creative writing (Chakrabarty et al., 2024).
Since machine generation of literary pastiches of
human authors raises ethical concerns due to the
possibility of LLM-generated texts to pass as the
work of human writers, Silva et al. (2024), research
on the LLLMs’ ability to imitate a given author’s
style is much needed.
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The term pastiche has a long history. It origi-
nates from the Italian pasticcio, meaning a mixture
of meat and pasta turned into a pie. This food
analogy suggests that the pastiche involves mixing
available (recognizable) elements into a new thing,
but without a new substance (Greene et al., 2012).
Until the 20th century, the term had a negative con-
notation of a lack of creativity. Later, in theories
of postmodernist literature, the term acquires its
current meaning of an homage of past styles in the
form of a deliberate imitation or blending of prior
works of art, such as painting, architecture, de-
sign, sculpture, movie, music, poetry, or literature
(Ayar, 2022). It consists of acknowledged borrow-
ings of style, words, phrases, or motifs of previous
authors, genres, or periods. The intention of pas-
tiche is not mockery or forgery, but rather an open
reference to the original (McArthur et al., 1996;
Hutcheon, 2000), most often paying it a tribute.
Some examples of literary pastiches are: extending
a series when an author has died (like the Sherlock
Holmes series, produced long after Sir Arthur Co-
nan Doyle’s death) or allowing fans to play with
the narrative as in the case of fan fiction (like E L
James’ "Fifty Shades of Grey", the fanfic inspired
by Stephenie Meyer’s "Twilight").

In this paper, we investigate the LLM’s capacity
to pastiche an author style. To do so, we propose
a case study on an intriguing literary pastiche case
from Romanian 20th century literature. This choice
was motivated by the existence of a pastiche novel
authored by a professional writer who tried to im-
itate the style of another author, which naturally
constitutes a golden standard for comparison of the
machine-generated pastiches.

The original novel was written by Mateiu Cara-
giale (1885-1936), a Romanian Symbolist and
Decadent writer recognized for his role in modern-
izing the Romanian literary language, through his
unique voice, stylistic innovation, lexical baroque
richness, elaborate syntax, poetic language, and
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focus on mood over plot. In his last seven years
of life, he authored the novel Sub pecetea tainei
(Under the seal of secrecy) without finishing it.
Some decades later, in the 1970s, the rumor that
the continuation of the novel was found spread
in Romanian literary circles, passing for a short
time as a possibly genuine ending of Mateiu’s last
novel, due to its very similar writing style. The
debate was settled by Radu Albala, the actual au-
thor of the continuation entitled In deal, pe Militari
(On the Militari hill). He revealed that his goal
was precisely to continue the original novel in a
style so similar to the original writer, as to pass
as Mateiu’s text for human experts. Radu Albala
(1924-1994) was one of the closest stylistic follow-
ers of Mateiu Caragiale, among others like Eugen
Balan and Alexandru George, who also wrote con-
tinuations of the unfinished novel of Mateiu, as a
stylistic exercise (Dinu et al., 2012).

The rest of the paper is structured as follows: the
next section presents related work; the next one
describes the data in detail. The Analysis section
is divided in two subsections: one for the com-
putational analysis, comprising evaluation metrics
between the original and the pastiches, stylometric
analysis, and automatic methods such as pastiche
clustering and authorship predictions, and the other
focusing on human interpretation. We summarize
the findings of our study in the Conclusions section.

2 Related Work

A thorough survey of stylometry or authorial style,
comprising techniques, tools, and algorithms can
be found in (Neal et al., 2017a).

The methodology of stylometry centered on au-
thorship or style debates of old texts is well es-
tablished and used in numerous recent research,
like (Kawasaki, 2022), who performed stylometric
analysis based on POS and n-grams on Amadis
de Gaula and its sequel Sergas de Esplandian me-
dieval Spanish chivalric romances, or (Kawasaki,
2023) who focuses on authorship attribution with
POS and n-grams stylistic features on 15th century
Tirant lo Blanc, or (Miyagawa et al., 2024), who
analyses the (word embeddings) semantic similar-
ity and intertextuality of the Vedic Sanskrit corpus.

In the field of the more recent LLM-generated
texts, a comprehensive literature review of author-
ship attribution Huang et al. (2025) categorizes
four representative problems: human-written text
attribution, LLM-generated text detection, LLM-
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generated text attribution, and human-LLM co-
authored text attribution.

LLMs can be prompted to generate any kind of
creative text, in any manner. For instance, Silva
et al. (2024) prompted ChatGPT to forge a novel
and not the author’s style. Another example is the
prolific domain of creative writing. To give a very
recent instance, Chakrabarty et al. (2024) evaluated
the creative writing abilities of three LLMs and ten
humans, instructing them to create a story based
on a prompt that included the summary of a novel.
The results showed that the LLMs performed worse
than humans. Also, they used LLMs to asses the
quality of the generated tests, but their evaluations
correlated poorly with human judgment. Kumarage
and Liu (2023) and Mufoz-Ortiz et al. (2024) com-
pared LLMs and humans writing style on news
articles, finding that there are relevant distinctive
features between the two. Durward and Thom-
son (2024) investigate vocabulary usage for Al and
human-generated text in news articles and creative
writing, noting thematic differences between them.
Reinhart et al. (2024) identified systematic differ-
ences between LLMs and humans on different reg-
ister texts. Chen and Moscholios (2024) explored
LLMs capacities of imitating a person’s language
style. Bhandarkar et al. (2024) proposed the task of
emulating human style with LLMs on blog posts.

Previous work on Romanian 20th century writ-
ers Mateiu Caragiale and Radu Albala (Dinu et al.,
2008) focused on authorship identification for Al-
bala’s pastiche of Mateiu’s unfinished novel, us-
ing stop words rankings. Another similar research
(Dinu et al., 2012) measured the style similarities
between Mateiu’s writing and the writing of his fol-
lowers, who tried to mimic or pastiche him (Albala,
Agopian, Balan, and Iovan), finding that they are
closer in style to each other than to Mateiu.

3 Data

We obtained the six original novels by Mateiu Cara-
giale, published as volume chapter of the book
"Craii de curtea veche", from WikiSource. For
Radu Albala, we obtained the six novels from a
Publishing House, for research purposes.

The pastiches generated by the LLMs were ob-
tained by few-shot prompting, providing them with
the last unfinished novel written by Mateiu Cara-
giale, Sub pecetea tainei. We used the following
prompt to ask the LLMs to generate a pastiche
that continues it: You are Mateiu Caragiale, a Ro-



manian writer, son of I.L. Caragiale. Continue the
plot with 18000 characters from the short story Sub
pecetea tainei! Here is an example of how Mateiu
wrote: "...". The choice of the generated text length
is motivated by the intention to match the length
of 18528 characters of Albala’s pastiche In deal pe
Militari that continued Mateiu’s Sub pecetea tainei,
so as to directly compare the LLMs generated texts
with the professional writer’s pastiche.

We used six publicly available LLMs for this pas-
tiche generation task: ChatGPT40', Claude Haiku?,
Gemini 1.5 pro®, Qwen 2.5 72b instruct*, Wizzard
LM?2 8x22b, and Llama 3.1 70b Turbo (both ac-
cessed via Deepinfra chat platform5). For Gemini,
we deactivated all safety settings, as this feature
was available and since negative sentiments have
been shown to correlate with artistic creativity (Aki-
nola and Mendes, 2008). We did not change any
other parameters of the models, like top-p or tem-
perature, as we focused on their default generative
capacities.

We manually inspected the texts and cleaned
them accordingly. We removed any special charac-
ters. We standardized the dialogue marker, since in
some texts a small dash was used and some of the
LLMs used the English standard quotation marks,
replacing them all by the standard Romanian Em-
dash. We also cleaned any page number, footnote
mention, or others.

The data set is well balanced, in terms of the
number of examples per author and of the text
length. We give the name of all the novels by hu-
man authors and the data statistics in table 1.

4 Analysis

4.1 Computational approach

In this section, we will employ a set of compu-
tational methods to analyze the pastiche dataset:
quantitative analysis that includes evaluation met-
rics between the original and the pastiches, stylo-
metric analysis, and automatic methods such as
pastiche clustering and authorship predictions.

4.1.1 Experimental setup

All automated experiments employed zero- or few-
shot prompt engineering with coding assistance
from Claude haiku and ChatGPT4. This was a

1https://chatgpt.com/

2https ://claude.ai/chat
3https://aistudio.google.com/prompts/new_chat
4https ://huggingface.co/spaces/Qwen/Qwen2.5
5https ://deepinfra.com/chat
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trial-and-error process until we received the desired
results. We experimented with both traditional
Machine Learning (ML) techniques and more ad-
vanced Deep Learning (DL) approaches like trans-
formers. The experiments were performed with
Python in Google Colab using libraries like: spaCy,
transformers, nltk, sklearn, numpy, pandas, mat-
plotlib.

4.1.2 Automatically evaluating pastiche
generation by standard metrics

The most straightforward way to compare two doc-
uments is to use standard assessment measures such
as: ROUGE, BLEU, and METEOR, which are lan-
guage independent. We computed these metrics for
the original novel by Mateiu Sub pecetea Tainei,
as the reference text, and all six LLM generated
texts that were supposed to pastiche it, plus Al-
bala’s In deal pe Militari that continued Mateiu’s
novel. In addition, we calculated two other mea-
sures, Diversity and Perplexity, to assess the quality
of the generated texts. For comprehensive surveys
on the use of automated metrics for Natural Lan-
guage Generation see (Celikyilmaz et al., 2021)
and (Schmidtova et al., 2024).

ROUGE score (Lin, 2004) measures the over-
lap between n-grams of the reference text and the
generated text. The higher the value, the more the
two texts overlap, so they are more similar in terms
of structural alignment. However, ROUGE does
not account for words with similar meaning, as it
does not mind semantics, and it sticks solely to
n-grams containing identical words. Moreover, this
evaluation metric focuses only on recall, that is,
on how much the words/n-grams in the reference
text appear in the model generated text. Comple-
mentary, the BLEU score (Papineni et al., 2002)
focuses on precision: how much the words/n-grams
in the model generated text appear in the reference.

METEOR (Banerjee and Lavie, 2005) is a metric
specifically designed to address the shortcomings
of ROUGE and BLEU. Firstly, it computes the
score as the harmonic mean of the n-gram preci-
sion and recall, assigning a higher weight to recall
than to precision. Secondly, METEOR considers
morphological variations of words and synonyms,
thus measuring also semantic similarity.

ROUGE, BLEU, and METEOR were originally
designed to score the similarity between an origi-
nal human text and a machine-generated one, for
specific tasks such as automatic translation, sum-
marization, or rephrasing. Nevertheless, they have


https://chatgpt.com/
https://claude.ai/chat
https://aistudio.google.com/prompts/new_chat
https://huggingface.co/spaces/Qwen/Qwen2.5
https://deepinfra.com/chat

Author Title Length (characters)
Intdmpinarea crailor 32,137
Cele trei hagialacuri 48,924
. . Spovedanii 58,132
Matelu Caragiale (6 il Crailor 67,388
Remember 37,248
Sub pecetea tainei 63,223
Propylaén Kunstgeschichte 21,514
La Paleologu 89,100
Niste cirese 17,803
Radu Albala Sclava iubirii 42,769
Femeia de la miezul noptii 112,558
In deal, pe Militari 18,528
ChatGPT40 18,855
Claude Haiku 17,702
LLMs (Sub Gemini 1.5 pro 17,011
pecetea tainei) Llama 3.1 70b Turbo 18,574
Qwen 2.5 72b instruct 17,845
Wizzard LM2 8x22b 17,510

Table 1: The dataset

also been used subsequently for evaluating general
purpose automatic text generation. Although initial
research reported that they correlate well with hu-
man judgments (Agarwal and Lavie, 2008), more
recent work (Caccia et al., 2020) pointed out that
texts with very high scores, while perfectly gram-
matical, can lack semantic or global coherence and
can present a poor narrative flow.

To assess the quality of the generated texts, with-
out comparison with the reference text, we em-
ployed Diversity and Perplexity measures, which
quantify the variety, and the naturalness of the lan-
guage, respectively. Diversity measures the lexical
richness of the generated text by calculating the ra-
tio of unique n-grams to the total n-grams. Higher
diversity implies the generation of more varied and
creative content. Perplexity measures the uncer-
tainty of the language model in predicting the next
word, thus, lower perplexity indicates better fluency
and less uncertainty in text generation.

We first lemmatized the Romanian texts with
SpaCy, preserving stop words and punctuation, and
converting it all to lowercase, then we used chunk-
ing to dynamically handle long text. To compute
ROUGE and BLEU scores, we used nltk libraries.
For METEOR we employed readerbench/RoBERT-
base from HuggingFace to compute similarity be-
tween words and map them if they cross a certain
threshold (set to an optimum 0.65), despite them
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not being the exact same word. The final METEOR
score is a weighted F1 score, giving 9:1 weightage
for precision over recall. To compute the Diversity
metric we used bi-grams. Perplexity was calculated
with the same pre-trained model and normalized to
0-1 interval values. The scores for all metrics are
given in table 6 from the Appendix.

As illustrated in figure 1, the professional writer,
Radu Albala, outperformed the six LLMs in mim-
icking the reference text. Albala obtained the high-
est ROUGE, BLEU, METEOR, and Diversity com-
pared to the LL.Ms, meaning that his pastiche was
the most fluent, the most similar to the original
text, both grammatically and semantically, and had
the richest vocabulary. Nevertheless, his absolute
scores show that, while he successfully mimicked
the writing style of Mateiu, his personal, original,
writing style is still present.

In terms of Perplexity, Qwen obtained the lowest
score, meaning a more predictable, natural writ-
ing style. However, there is a fine line between
writing naturally and writing predictably and ME-
TEOR score cannot differentiate between the two.
A writer is expected to write with naturalness, but
not to have a very predictable wording.

The results reveal notable differences in the per-
formance of the models across various evaluation
metrics. ChatGPT achieves the best performance
among the six LLMs, leading in ROUGE, BLEU,



Scores of the assesment metrics (Mateiu)

ROUGE BLEU METEOR Diversity

1.00
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min deal, pe Militari ® ChatGPT mClaude ®Gemini mLlama ®Qwen M WizardLM

Figure 1: Assessment measures for the similarity of
Mateiu’s "Sub pecetea tainei" with its pastiches.

METEOR, and Diversity scores. Claude, Gemini,
and WizardLM also perform competitively. Qwen
has the lowest perplexity, indicating that it might
generate the most predictable wording, with a mod-
erate diversity. Llama was the lowest performing
model, indicating heavy repetition, lack of vocabu-
lary richness, poor fluency and unnatural phrasing.

4.1.3 Stylometric analysis

To further analyze style similarities between the
considered texts, we performed quantitative anal-
ysis of literary style, or stylometry, based on
linguistic features such as word frequency, sen-
tence length, or syntactic patterns (Neal et al.,
2017b). We used Linguistic Inquiry and Word
Count (LIWC-22) (Boyd et al., 2022) and Python
scripts. LIWC is a text analysis tool based on
socio-linguistic features, psychologically moti-
vated, which uncovers emotional, cognitive, and
structural components. We extracted its default
86 features available for the Romanian dictionary
(Dudau and Sava, 2020; Crudu, 2024) from all 18
texts in our dataset. We manually trimmed the
feature set to fit our specific purposes (authorship-
centered), ending up with only 34 relevant ones,
structured into 3 groups: part of speech frequen-
cies (functional words included), punctuation, and
sentiments, shown in tables 7, 8, and 9 from the
Appendix, respectively.

We next experimented with traditional ML meth-
ods to see whether the three text categories, Albala,
Mateiu, and LLMs can be automatically clustered
together, considering only the 18 vectors contain-
ing the linguistically informed selected features.
We used the agglomerative clustering algorithm,
and Principal Component Analysis (PCA) to re-
duce the space to 2 dimensions, for convenient
visualization. It turns out that the selected features
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extracted with LIWC-22 were informative enough
to cluster together the three categories, as shown in
figure 2. Moreover, the pastiche In deal, pe Militari
is the closest of all Albalas’s texts to Mateiu’s clus-
ter (centroid) and the farthest from its own class.

Since the clusterization results suggest that the
texts might be grouped together automatically by
their authors, one legitimate question is if one can
automatically predict the authorship of the pas-
tiche correctly and with what probability. To test
that, we trained a Support Vector Machine classifier
(SVM) on five texts written by Albala, five written
by Mateiu, and five pastiches generated by LLMs,
in two scecnarios: two classes prediction (Mateiu,
and Albala) and three classes prediction (Mateiu,
Albala, and LLMs). We fed the model the original
novel written by Mateiu and the pastiche written
by Albala and asked it to predict to what class each
text belongs to, and give the associated probabil-
ities. The results for three classes prediction are
shown in table 2. One can see that both novels
were correctly predicted to have been written by
their actual authors: Sub pecetea tainei to Mateiu,
with 52.10 % probability, and Albala’s pastiche
to himself, with 57.15 % probability. When we
dropped the LLM class, the prediction performance
increased, as illustrated in table 3: Sub pecetea
tainei was attributed to Mateiu with 73.96 %, and
In deal, pe Militari to Albala, with 72 %. These
results surpass the previous predictions in (Dinu
et al., 2008), where the authors reported thata SVM
model with linear kernel correctly attributed the
original to Mateiu with a probability of 62.56 %,
and the pastiche to Albala with a probability of
50.56 %.

We also computed with LIWC the language style
matching (LSM) that measures the degree of writ-
ing style matching by calculating similarity in the
use of function words. While the LSM score be-
tween Albala’s pastiche and Mateiu’s original novel
is 0.66, the LSM scores between LLM generated
pastiches and the original novel range between 0.47
and 0.63. This shows once again that the profes-
sional writer managed to get closer to Mateiu’s
writing style than the LLMs.

4.1.4 Clusterization and authorship
attribution

While in section 4.1.3 we automatically clustered
and predicted the authors of the pastiches based
only on vectors of extracted linguistically informed
features, in this section we automatically cluster



Sub pecetea

Authorship probabilities

tainei (based on LIWC features)
Mateiu 52.10 %

Albala 40.28 %

LLMs 7.62 %

In deal, pe  Authorship probabilities
Militari (based on LIWC features)
Mateiu 28.09 %

Albala 57.15 %

LLMs 14.76 %

Table 2: three classes authorship prediction for original and pastiche texts, based on LIWC features

Sub pecetea Authorship probabilities

tainei (based on LIWC features)
Mateiu 73.96 %

Albala 26.04 %

In deal, pe  Authorship probabilities
Militari (based on LIWC features)
Mateiu 28 %

Albala 72 %

Table 3: two classes authorship prediction for original and pastiche texts, based on LIWC features

Clustering of Texts with PCA

® abala

® Mateiu

® uMs
@ema

principal Component 2

10
Principal Component 1

Figure 2: Clusterization based on LIWC features.

and predict the authors of the pastiches employing
ML and DL approaches that use the entire texts
as input. We kept all punctuation and stop words,
since in authorship studies they have been proven
to best distinguish between different authors (Dinu
et al., 2008, 2012).

To cluster the 18 files into the 3 groups (authored
by Mateiu, Albala, or LLMs), we used k-means
and agglomerative clustering algorithms, both em-
ploying the Euclidean distance. We only give here
the results obtained with agglomerative clustering,
which were more clear-cut than the ones obtained
with k-means, probably because it does not assume
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a spherical shape of the clusters, like k-means does.
We experimented with three ways of extracting the
features from the texts: Term Frequency-Inverse
Document Frequency (tf-idf), BERT-embeddings
Romanian version (Dumitrescu et al., 2020), and
hybrid (tf-idf plus Romanian BERT). The perfor-
mance of the clusterization based on the Romanian
BERT embeddings was the poorest, most probably
because of the archaic Romanian used in the text,
unseen by the model in the training data. Moreover,
the hybrid approach gave the same results as the
tf-idf one. Consequently, we only report here the
results based on tf-idf method.

The graphical representations of the clusters
were obtained using PCA to initially reduce the
dimensionality of the data, followed by Uniform
Manifold Approximation and Projection for Di-
mention Reduction (UMAP) © to refine the initial
PCA and provide a clearer 2D visualization.

For the tf-idf vectorization approach, we used
spaCY for Romanian to preprocess the data, in-
cluding lemmatizing it. The resulting tf-idf vectors
were scaled using StandardScaler to standardize the
data before clustering. Figure 3 shows two clusters
representation (Mateiu, and Albala), and figure 4
displays the three-clusters representation (Mateiu,

6ht’cps: //umap-learn.readthedocs.io/en/latest/
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Figure 4: Tf-idf clustering of Mateiu, Albala, LLM texts

Albala, and LLMs). In both of them, the pastiche
In deal, pe Militari, while correctly represented in
it’s own Albala cluster, is the closest to the original
Mateiu’s novel that it supposed to pastiche. The
three group clustering shows that LLM generated
texts are a clearly defined group, away from human
written texts.

As in the case of using the linguistically in-
formed features extracted with LIWC, we exper-
imented next with two classes and three classes
authorship prediction. All models used chunking
with overlap, meaning that the text is split into over-
lapping chunks of 100 words with 50-word overlap,
ensuring contextual continuity across fragments.
The final predictions are based on the average prob-
abilities of all chunks. In total, we experimented
with five models: SVM with tf-idf vectorization,
predictions based on Rank Distance (Popescu and
Dinu, 2008), Romanian BERT (Dumitrescu et al.,
2020), readerbench/RoBERT-base (Masala et al.,
2020), and the sentence transformer MiniLM-L12-
v2 (Reimers and Gurevych, 2019). After we trained
the models, we asked them to predict the unseen
original and pastiche texts.
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To validate the SVM tf-idf model, we exper-
imented with several hyperparameters by using
Grid Search Cross-Validation, with 5 fold cross-
validation for robustness. The most competitive
model had a linear kernel, limiting the number of
features to 5000 for efficiency. Its train/test split
ratio was the 80/20.

For the model based on Rank Distance, we used
the comprehensive stop words list for Romanian
language 7. We trained a SVM classifier with linear
kernel to distinguish between different authors on
feature vectors extracted from the texts, based on
the frequency distribution of both stop words and
content words. The hyperparameters were tuned
using Grid Search Cross-Validation, in the same
manner as for the SVM tf-idf model.

We further experiment with three transformers:
two variants of Romanian BERT (Dumitrescu et al.,
2020; Masala et al., 2020), at word level, and a
multilingual sentence transformer, MiniLM-L12-
v2 (Reimers and Gurevych, 2019). Since the pre-
diction performance of the SVM models trained on
embeddings obtained with the three transformers
was poor, we changed the ML technique to Logistic
Regression in all three cases.

The best overall performance was achieved by
the Rank Distance with function words, which al-
ways assigned the right classes, with the highest
probability in three out of four cases, as shown in
tables 4 and 5. It has been slightly surpassed by
the SVM tf-idf model only in the case of the three
class prediction of the original novel. The second
best model was SVM tf-idf. All transformer-based
models underperformed, in comparison with the
traditional ML methods. Moreover, the two Ro-
manian BERT models misclassified the pastiche as
being written by Mateiu. The multilingual sentence
transformer was the only one to correctly classify
all the cases, but with much lower probabilities
than the ML approaches.

As in the case of clusterization, the better perfor-
mance of ML methods over the transformers might
be explained by the fact that the Romanian lan-
guage used in the literary texts was non-standard
and archaic, a type of language not seen in the
training data for the transformers.

The multilingual sentence transformer’s higher
performance compared to the Romanian word-
embeddings BERT models could result from the

"https://github.com/stopwords-iso/
stopwords-ro?tab=MIT-1-ov-file
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training data of the sentence transformer, which is
more varied in terms of language versions, lead-
ing to better generalization ability. Also, BERT
transformers need larger datasets to generalize well,
while sentence transformers are better fitted to train
on small datasets. Lastly, sentence transformers
capture the meaning of entire sentences, making
them ideal for text prediction where chunk-based
embeddings are averaged.

4.2 Qualitative analysis

In Digital Humanities (DH), where datasets are of-
ten sparse, nonstandard, and/or in a low resourced
language, the computer-assisted approach is the
most appropriate. This means that computational
methods provide valuable insight to the humanist
from the data at hand, but the final inspection and
interpretation should be human. Since we deal with
Romanian literary texts with 20th century vocabu-
lary and structure, a manual analysis of the human
and LLM generated pastiches was in line. In doing
this, we focused on the following criteria: linguistic
and technical quality (grammar, coherence, narra-
tive structure), stylistic similarity with the original
(similar vocabulary, figurative language use, mood),
and original contributions.

All LLM generated texts contain grammatical
errors in various degrees. The least grammatical er-
rors were made by ChatGPT, while the most errors
were made by Qwen. Some systematic mistakes
that occurred frequently were: feminine gender dis-
agreement, missing or erroneous diacritics, spelling
errors, and various morpho-syntactic errors, most
notably related to declension, conjugation, reflex-
ive pronouns, and accusative case assignment.

Most LLMs are coherent and easy to follow, ex-
cept for Llama, which is very repetitive in terms
of entire paragraphs and sentence beginnings with
present perfect tense, first-person singular. Qwen
is also fixated on repeatedly using this tense.

In the original novel, Mateiu changed back and
forth the narrative perspective between two char-
acters, with first-person point of view. The human
pastiche maintains this feature, while LLMs were
largely confused by it and couldn’t successfully im-
itate this. WizardLM used only third-person point
of view, while Qwen, Gemini, and Llama use only
one first-person narrator. ChatGPT and Claude
managed to keep a dual narrative perspective, but
wrongfully switched between the two.

The vocabulary used by the LLMs was well
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adapted to the time of the narrative, but the word
forms used were the standard contemporary Roma-
nian ones, in contrast to the original novel, where
a considerable amount of words appear in their ar-
chaic form. Moreover, the original text abounds in
foreign language quotes and expressions, mostly
in French, Latin, and German. The LLMs gen-
erally failed to include expressions in languages
others than Romanian, with the exception of Gem-
ini, which inserted some French expressions, and
of Claude, which used one Latin phrase.

Mateiu’s original novel uses rich figurative
speech (complex metaphors, epithets, comparisons,
etc.), which ChatGPT, Gemini, and Claude success-
fully imitated. WizardLM overdoes it, its figurative
speech seeming somehow forced. Qwen’s figura-
tive speech is rather simplistic, resembling mid-
dle school level homework, while Llama’s seems
closer to elementary school level.

While the original novel creates a mysterious
detective fiction atmosphere, largely maintained
in Albala’s pastiche, all LLMs expressed their
own nuances on the mood they created. ChatGPT
expanded the original mysterious atmosphere to-
wards mysticism; Claude brought a touch of posi-
tivism and symbolism; Gemini’s pastiche presented
thriller and realistic traits; Llama’s pastiche seemed
a hallucination; Qwen was the most faithful to the
detective atmosphere of the original; finally, Wiz-
ardLM created a mostly romantic atmosphere.

Most LLM generated texts had a happy ending.
This might be explained by the LLMs’ active fil-
ters. The only exception was Gemini, for which we
turned off the filters, and which generated a story
where the main feminine character died.

These observations correlate with similarity met-
rics scores, stylometric analysis, clusterization, and
prediction, complementing each other’s insights.

5 Conclusions

In general, LLMs generated fairly good pastiches,
although without matching the quality of the hu-
man written pastiche. This is supported by all
scores and methods used: similarity scores, stylom-
etry, language style matching scores, clusterization,
prediction, and manual inspection. Overall, tradi-
tional ML methods outperformed more recent DL
ones. This happened because our data consisted in
a few literary archaic text in Romanian, this kind of
dataset being typical of DH. Nevertheless, a study
focused on contemporary English could show bet-



Sub pecetea SVM Rank distance BERT BERT Sentence
tainei (TF idf) (stop + content words) (Dumitrescu) (RoBERT) transformer
Mateiu 7098 % 71 % 66.33 % 68.68 % 59.18 %
Albala 29.02% 29 % 33.67 % 3132 % 40.82 %

In deal,pe = SVM Rank distance BERT BERT) Sentence
Militari (TF idf) (stop + content words) (Dumitrescu) (RoBERT) transformer
Mateiu 2853 % 23.77 % 58.55 % 55.57 % 46.12 %
Albala 71.47 % 76.23 % 41.45 % 44.43 % 53.88 %

Table 4: two classes authorship prediction for Sub pecetea tainei and In deal, pe Militari

Sub pecetea SVM Rank distance BERT BERT Sentence
tainei (TF idf) (stop + content words) (Dumitrescu) (RoBERT) transformer
Mateiu 71.89 % 70.75 % 64.89 % 66.57 % 54.84 %
Albala 26.08 % 27.68 % 34.65 % 3321 % 37.61 %
LLMs 2.03 % 1.57 % 0.46 % 0.21 % 7.55 %

In deal, pe SVM Rank distance BERT BERT) Sentence
Militari (TF idf) (stop + content words) (Dumitrescu) (RoBERT) transformer
Mateiu 31.15% 2027 % 55.82 % 57.14 % 39.77 %
Albala 67.04 % 77.77 % 42.24 % 40.66 % 51.46 %
LLMs 1.81% 196 % 1.94 % 2.19 % 8.78 %

Table 5: three classes authorship prediction for Sub pecetea tainei and In deal, pe Militari

ter performance of LLMs and of DL methods.

Finally, linguistically informed features proved
to be competitive compared to automatically ex-
tracted features. Also, task-specific methods like
Rank Distance similarity, known to perform well
on authorship identification, outperformed general-
purpose models.

Limitations

We only included in this study one of the writers
who imitated Mateiu’s writing style. In future work,
we will expand the analysis to other Romanian au-
thors considered followers of Mateiu Caragiale,
like Ion Iovan, who created a diary fiction imper-
sonating Mateiu, and others.

We also plan to increase the number of LLMs we
used. Another research venue will be to experiment
with different LLM parameters such as tempera-
ture, or top p, to investigate how the pastiche per-
formance of LLM varies with these settings. More-
over, we are interested in further investigating the
influence of prompt styles (like zero-shot, Chain-of-
thought, Tree-of Thoughts, Retrieval-Augmented
Generation) on the pastiche generation task, since
in this study, we only used few-shot prompt type.
Fine-tuning LL.Ms specifically for pastiche genera-
tion is another valuable research option to explore.
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We consider other literary aspects worthy of
further analysis, such as narrative pacing, charac-
ter portrayal, Named Entities consistency (places,
time, characters, etc.), references similarity, etc.

Ethics Statement

This research adheres to ethical standards regarding
the use of literary works. Mateius’s novels were
written in the early 20th century, which makes them
open source according to the Romanian copyright
law (Law No. 8/1996 on Copyright and Related
Rights), which grants protection for 70 years after
the author’s death. Albala’s novels were obtained
from a publishing house, ensuring that its use com-
plies with legal and ethical guidelines. All excerpts
used are for scholarly purposes, and proper attribu-
tion is maintained to respect intellectual property
rights, following the provisions set forth in Law
No. 8/1996 regarding fair use for educational and
research purposes.

Moreover, we are not releasing the datasets to
the public to prevent any unethical usage of the
original and of LLM generated novels.

We respected all licensing agreements for all the
software, libraries, and models we used.
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Source

ROUGE BLEU METEOR Diversity Perplexity

In deal, pe Militari
ChatGPT
Claude
Gemini
Llama
Qwen
WizardLM

0.35
0.29
0.27
0.27
0.03
0.27
0.29

0.07
0.04
0.04
0.03
0

0.04
0.04

0.75
0.70
0.73
0.74
0.63
0.69
0.74

0.78
0.75
0.72
0.68
0.22
0.51
0.64

0.73
0.79
0.72
0.77
0.86
0.66
0.79

Table 6: Scores of the assessment metrics (pastiches for Mateiu’s novel Sub pecetea tainer)

Source stop. pron. I art. prep. auxv. adv. conj. neg. verb adj.
Mateiu 448 11.18 243 283 1539 485 958 641 347 1695 7.33
Albala 4498 10.8 231 38 1498 336 11.72 64 2.66 1397 7.22
ChatGPT  45.23 12.52 333 558 13.71 4.7 798 489 1.74 1573 7.88
Claude 4451 10.58 1.86 3.51 1423 7.89 8.06 524 214 17.15 7.61
Gemini 3971 7.4 147 585 1159 835 747 574 166 177 8.65
Llama 5496 13.57 5.53 4.18 9.16 17.01 7.15 3.89 449 31.89 224
Qwen 5096 9.09 1.66 435 12.02 1699 7.7 425 2,53 2647 6.56
WizardLM 45.19 14.17 0.03 42 143 231 9.09 567 218 147 5.05
Table 7: LIWC part of speech features
Source AllPunt Period Comma Question Mark Exclamation OtherPunct
Mateiu 23.63 5.56 11.02 04 0.22 6.4
Albala 20.97 3.96 12.23 0.19 0.1 4.47
ChatGPT 18.79 5.92 9.97 0.28 0.12 2.49
Claude 17.98 5.58 8.41 0.24 0 3.55
Gemini 18.11 6.48 8.58 0.52 0 2.32
Llama 16.52 7.57 6.34 0.29 0 2.32
Qwen 18.06 8.67 6.76 0.81 0.06 1.75
WizardLM 14.14 4.14 8.77 0 0 1.5

Table 8: LIWC punctuation features
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Source affect positive negative female male insight percept sexual
Mateiu 645  3.11 3.22 0.65 1.58  2.58 3.48 0.01
Albala 637 3.74 2.57 1.43 1.3 2.79 3.8 0.03
ChatGPT 745 3.64 3.33 0.47 1.31 533 6.95 0
Claude 6.82 437 224 1.34 0.79 437 5.51 0
Gemini 9.64 4.12 5.37 0.44 0.7 7.21 4.67 0.15
Llama 532 211 245 0.21 149  9.16 7.07 0
Qwen 7.79  3.54 3.93 0.55 1.62  8.05 3.54 0
WizardLM 951  6.09 3.13 0.52 251 3091 4.5 0
Source past  present future religion death informal swear

Mateiu 1221 44 0.36 0.41 0.4 0.57 0.19

Albala 10.26  3.99 0.38 0.6 041  0.51 0.06

ChatGPT 104  4.83 0.72 0.5 0.09 0.28 0.06

Claude 11.78 4.37 1.45 0.28 024 034 0

Gemini 14.83  4.09 0.81 0.26 0.63 0.15 0.04

Llama 21.27 11.38 1.07 0.08 0 0.39 0

Qwen 20.23  7.34 0.97 0.1 045 0.58 0.03
WizardLM  11.34 3 1.3 0.2 0.1 0.07 0

Table 9: LIWC sentiment features
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Abstract

This paper demonstrates how Retrieval-
Augmented Generation (RAG) significantly
improves translation accuracy for Mid-
dle Egyptian, a historically rich but low-
resource language. We integrate a vec-
torized Coptic-Egyptian lexicon and mor-
phological database into a specialized tool
called THOTH AI. By supplying domain-
specific linguistic knowledge to Large Lan-
guage Models (LLMs) like Claude 3.5 Son-
net, our system yields translations that
are more contextually grounded and se-
mantically precise. We compare THOTH
AT against various mainstream models, in-
cluding Gemini 2.0, DeepSeek R1, and
GPT variants, evaluating performance with
BLEU, SacreBLEU, METEOR, ROUGE,
and chrF. Experimental results on the coro-
nation decree of Thutmose I (18th Dynasty)
show that THOTH AI’s RAG approach pro-
vides the most accurate translations, high-
lighting the critical value of domain knowl-
edge in natural language processing for an-
cient, specialized corpora. Furthermore, we
discuss how our method benefits e-learning,
digital humanities, and language revital-
ization efforts, bridging the gap between
purely data-driven approaches and expert-
driven resources in historical linguistics.

1 Introduction

Ancient Egyptian is an Afro-Asiatic language
dating back five millennia, encompassing mul-
tiple historical phases—Old Egyptian, Mid-
dle Egyptian, Late Egyptian, Demotic, and
Coptic—as well as a complex set of writing
systems (hieroglyphic, hieratic, demotic, and
the Greek-based Coptic script). Despite its
linguistic and cultural importance, it remains
a low-resource language for natural language
processing (NLP) tasks, primarily due to lim-
ited digitized parallel corpora and the intricate
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orthographic and grammatical features of its
scripts. While large-scale neural networks and
Large Language Models (LLMs) have revolu-
tionized machine translation in high-resource
languages, these models tend to underperform
when domain-specific data are scarce.

Retrieval-Augmented Generation (RAG) is
an emerging strategy that mitigates data
scarcity by pairing LLMs with external
knowledge repositories. Rather than rely-
ing solely on the implicit knowledge encoded
in a model’s parameters, RAG injects rele-
vant external information—such as special-
ized lexicons, dictionaries, and grammatical
annotations—directly into the model’s prompt.
In this way, the model’s generative process is
“grounded” in domain knowledge it might oth-
erwise lack. Our research aims to show how
RAG-based methods can achieve substantial
improvements in translating Middle Egyptian
texts, focusing on the coronation decree of the
18th Dynasty pharaoh Thutmose I.

We developed THOTH Al, an interactive
translation system that unifies Claude 3.5 Son-
net with a vectorized lexicon curated from the
Comprehensive Coptic Lexicon (Burns et al.,
2020), produced by the Thesaurus Linguae Ae-
gyptiae project, the Coptic SCRIPTORIUM
project (Schroeder and Zeldes, 2016), and the
KELLIA project. The system leverages the
Dify platform’s default vectorizer to embed
specialized lexical data, enabling instant re-
trieval of morphological, semantic, and etymo-
logical details across Ancient Egyptian’s histor-
ical stages. THOTH AI then passes these re-
trieved entries to Claude 3.5 Sonnet for a RAG-
enhanced translation. To measure effectiveness,
we compare THOTH AI’s performance against
state-of-the-art models such as Gemini 2.0,
DeepSeek R1, and GPT variants (GPT 4o,
GPT ol Pro, GPT 03-mini-high). Consis-
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tent improvements in BLEU, SacreBLEU, ME-
TEOR, ROUGE, and chrF scores underscore
the benefits of domain-specific retrieval.

Finally, we discuss how this RAG-based ap-
proach, when integrated with OCR. tools for
handling hieratic or hieroglyphic script images,
can transform e-learning by automatically of-
fering morphological insights and dictionary
lookups to students. Moreover, we highlight
its value for digital humanities and Coptic-
language revival, showcasing a method that is
equally useful for academically trained Egyp-
tologists and broader communities seeking to
engage with Egypt’s ancient legacy.

2 Background and Related Work

2.1 Middle Egyptian as a
Low-Resource Language

Although Middle Egyptian (see Table 1)
emerged around the 21st—17th centuries BCE
and continued in use (often in administrative
or religious texts) for more than a millennium,
modern NLP research on it remains limited.
Most mainstream NLP resources focus on well-
documented languages with extensive digital
corpora. In contrast, Middle Egyptian schol-
arship frequently relies on manual philological
analysis, with only partial or inconsistent dig-
itization of core texts (Miyagawa and Kawai,
2024).

Standard neural machine translation (NMT)
systems often require large volumes of parallel
data to train robust models. Middle Egyp-
tian’s severe data shortage means few large-
scale NMT solutions exist. Also, morphological
and orthographic complexity compounds the
data challenge: for instance, many texts feature
ideograms, phonograms, and determinatives in
hieroglyphic writing. A typical approach is
to transliterate these forms into a Latin-based
system, which enables computational handling
but can obscure nuances if the transliteration
conventions differ or if morphological bound-
aries are not clearly marked.

2.2 Challenges in Ancient and Coptic
Studies

Coptic, the final stage of Ancient Egyptian,
has experienced a minor revival among certain
communities and in scholarly domains (Miya-
gawa, 2024a,b; Saeed et al., 2024). Although
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it is written in a modified Greek alphabet, its
usage data is still sparse, mostly liturgical doc-
uments or specialized dictionaries (Feder et al.,
2018). Tools like Coptic SCRIPTORIUM have
emerged, providing annotated corpora, but ad-
vanced tasks such as machine translation, mor-
phological tagging, or dictionary linking still
pose significant challenges.

From a linguistic standpoint, bridging Mid-
dle Egyptian and Coptic data demands detailed
knowledge of phonological and morphological
evolution. Many forms of Coptic can be traced
back to earlier Egyptian stages, but the cor-
respondences are not always transparent. For
instance, certain hieroglyphic forms converge
into a single Coptic lemma, while other forms
diverge or disappear altogether.

2.3 Emergence of RAG for
Low-Resource Languages

Recent years have seen increased interest in
Retrieval-Augmented Generation (RAG) (Gao
et al., 2024), which addresses data scarcity by
pairing LLMs with an external vector database.
Instead of hoping an LLM has memorized a
wide range of rare or archaic lexemes, RAG
retrieves relevant dictionary entries or paral-
lel texts to supply domain knowledge explic-
itly. This approach has shown promise in vari-
ous specialized domains, from law to biomedi-
cal text. In the context of Ancient Egyptian,
RAG can fetch morphological notes, definitions,
and exemplars that strongly inform the gener-
ative process, significantly improving accuracy
and reducing hallucinations (Enis and Hopkins,
2024).

3 Methodology

3.1 Source Text Selection and
Experimental Scope

To highlight RAG’s impact on translation qual-
ity, we selected a classical text: the corona-
tion decree of Thutmose I, an 18th Dynasty
pharaoh (ca. 1504-1492 BCE). The text, found
in Sethe (1927), contains phrases that blend re-
ligious, administrative, and formulaic elements
common in official inscriptions. This text is
challenging enough to expose the limitations of
general-purpose LLMs but still comprehensible
enough to have available reference translations
(e.g., de Buck 1948; Nederhof 2023).



Table 1: Historical Stages of the Egyptian Language (Miyagawa and Kawai, 2024, 70), based on (Kam-

merzell, 2000, 97)

Stage Period

Script

Pre-Old Egyptian 32nd—27th c¢. BCE
Old Egyptian
Middle Egyptian
Late Egyptian
Demotic

Coptic

14th-7th c. BCE

3rd c. CE-21st c.

27th-21st c. BCE, 8th ¢. BCE (archaic)
23rd c. BCE-4th c. CE

8th c. BCE-5th c. CE

Early Hieroglyphs
Hieroglyphs, Hieratic
Hieroglyphs, Hieratic
Hieroglyphs, Hieratic
Demotic

Coptic script

All tested systems received the same portion
of transliterated Middle Egyptian text, ensur-
ing a fair comparison. We used Nederhof’s
translation as the gold-standard reference for
quantitative scoring. Our experiments focused
on how each model handles archaic vocabu-
lary, honorific epithets, morphological markers,
and elliptical constructions typical of Middle
Egyptian.

3.2 Models Evaluated

We compared eight different large language
models or variants to see how well they trans-
lated Middle Egyptian. The first model was
THOTH AI (RAG-Enhanced), our custom sys-
tem built upon Claude 3.5 Sonnet but fur-
ther enhanced by retrieving specialized lexi-
con entries. In contrast, Claude 3.5 Sonnet
(baseline) was tested in its raw state, without
domain-specific retrieval. We also included
Gemini 2.0 in two different modes (Pro and
Flash Thinking), both designed to offer ad-
vanced context reasoning. Another competitor
was DeepSeek R1, a smaller model trained with
a focus on low-resource languages, although not
explicitly engineered for Ancient Egyptian. Fi-
nally, we examined three GPT-based variants
(GPT 40, GPT ol Pro, and GPT 03-mini-high),
each providing different parameter scales and
pretraining data coverage. Altogether, this di-
versity of models allowed us to evaluate the
effect of specialized retrieval in contrast to a
variety of LLM architectures and capabilities.

3.3 Vectorizing the Comprehensive
Coptic Lexicon

A crucial aspect of our RAG setup is the Com-
prehensive Coptic Lexicon, including etymo-
logical information, which gathers lexical, mor-
phological, and historical data spanning ev-
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ery stage of Ancient Egyptian up to Coptic.
This repository contains a wide variety of in-
formation, including etymological relationships
across Old Egyptian, Middle Egyptian, De-
motic, and Coptic, as well as morphological
fields such as nominal forms, suffix conjuga-
tions, and determinatives that highlight how
certain words evolve over time. Some entries
also document subtle semantic distinctions that
emerged or disappeared across different chrono-
logical layers of the language.

To integrate this information into our trans-
lation pipeline, we employed Dify’s default vec-
torizer to produce vector embeddings of these
lexicon entries. Each entry’s lemma forms,
glosses, and morphological details were embed-
ded into a shared semantic space. When a user
inputs a snippet of transliterated Middle Egyp-
tian, THOTH AI creates vector embeddings
for those tokens and calculates their similar-
ity to the embedded lexicon data. Once the
system identifies the top matching entries, it
appends them to the prompt before passing
it to the LLM. This way, archaic terms or un-
usual morphological constructs are tied to their
relevant definitions and historical annotations,
effectively giving the LLM a “cheat sheet” of
domain-specific knowledge.

3.4 THOTH AI Pipeline

We built THOTH AI on the open-source
Dify platform,!, which supports custom vec-
tor search modules and integrates seamlessly
with LLM APIs. In the final system, there are
several core steps in the workflow.

First, if the user has only scanned imagery
of hieroglyphic or hieratic texts, we have an op-
tional OCR module that can produce translit-

1https://github.com/langgenius/dify
on March 24, 2025)

(accessed


https://github.com/langgenius/dify

erated text. Although OCR for ancient scripts
is still experimental, it can provide a useful
first pass for typed text. Next, THOTH AI
takes this transliterated text and divides it into
smaller segments if it is particularly lengthy.
For each segment, the system calculates vector
embeddings and conducts a similarity search in
the Comprehensive Coptic Lexicon database.
It retrieves the top few entries that match or
partially match the user’s input, focusing on
lexical, morphological, or historical data rele-
vant to those segments.

These retrieved items are then concatenated
directly with the user’s input so that Claude 3.5
Sonnet is not generating a translation in iso-
lation. Instead, the model receives explicit
domain knowledge that clarifies archaic or poly-
semous words. Finally, the model’s translation
and short morphological notes are displayed
on the THOTH AI interface (see Figure 3).
This interface clearly labels the user’s input,
the final translation, and a list of dictionary
or lexicon entries that inform the translation
process.

Please translate in "I want to learn new languages" in every stage of Egyptian

0 ®
I'll translate "I want to learn new languages" through each stage of Egyptian,
showing the development:

S O

Old Egyptian (c. 2700-2200 BCE):
mrj=j sbs r mdw.wt msw.wt
(A simple statement using the mrj verb form)
Middle Egyptian (c. 2200-1600 BCE):
jb=j r sb: mdw.wt mw.wt
(Using the jb "heart/wish" construction)
Late Egyptian (c. 1600-600 BCE):
tw=j mrw r rx mdw.wt mw.wt
(Using the analytical present tense)
Demotic (c. 650 BCE-452 CE):
wj-jw=j w8 rx md.wt mij.w
(Using the circumstantial present)
Coptic:
Sahidic:
TIOYWW €CBO NNACMe NBPpE
Bohairic:
Toyww ecaso Nhiac Maepi
Key vocabulary development:
o "want": mrj = jb - mr > w$ > oyww
* "learn": sb; - sb; - rx = rx & cBofcaBo
« "language": mdw -> mdw - mdw - md > acne/acni
* "new": mw - muw -> mw -> msj -> Bppe/BEPI
You can see how the language evolved from synthetic (where grammatical
relationships are shown by changing the words themselves) to analytical (where

separate words show grammatical relationships).

Figure 1: User interface of THOTH Al
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4 Evaluation and Results

4.1 Quantitative Metrics

We measured translation quality in multiple
ways to capture both exact n-gram overlaps
and broader semantic fidelity. We used the
BLEU (Papineni et al., 2002) and SacreBLEU
(Post, 2018) metrics to compare n-gram over-
laps against a reference translation, thus assess-
ing how well each model captured the literal
content of the Middle Egyptian text. Beyond n-
gram precision, we relied on METEOR (Baner-
jee and Lavie, 2005), which considers synonyms
and stems, and ROUGE (Lin, 2004), often uti-
lized in text summarization but valuable here
for evaluating recall of key phrases. Finally,
we employed chrF (Popovié¢, 2017, 2015), a
character-level F-score metric especially suit-
able for languages that exhibit frequent and
subtle morphological changes. All these met-
rics used Nederhof (2023)’s English rendition
as the reference.

4.2 Test Data and Reference

For consistency, every system translated the
same portion of Thutmose I’s coronation decree,
specifically No. 30 in Sethe (1927), taking its
Latin transliteration from de Buck (1948). The
text is dense with formal epithets, references to
gods, and references to the pharaoh’s lineage.
Because these expressions can be formulaic,
they serve as an ideal stress test for LLM-based
translators. If an LLM has never seen specific
epithets or morphological forms, it may guess
incorrectly or omit them, thereby reducing its
overall accuracy.

4.3 Overall Scores

Table 2 summarizes our main findings. As
shown, THOTH AI, the RAG-based system,
yields the highest BLEU score (0.354) among
all tested models. It also leads in metrics
like ROUGE and METEOR, underlining that
RAG fosters not only literal fidelity (as re-
flected in BLEU) but also coverage of key-
words and morphological consistency (as in-
dicated by ROUGE and chrF). Claude 3.5 Son-
net, used as a standalone baseline, achieves the
second-best BLEU (0.325), which is close but
still notably behind THOTH AI. Gemini 2.0
Pro ranks third (0.288 BLEU), showing some
promise but lacking the specialized retrieval



that helped THOTH AI excel. Other systems
such as DeepSeek R1 and the GPT-based vari-
ants (GPT 4o, GPT ol Pro, GPT 03-mini-high)
produce more modest scores, presumably be-
cause they do not incorporate domain-specific
references during generation.

4.4 Qualitative Observations

The quantitative results in Table 2 align with
our qualitative observations during a manual
review of the translations shown in Table 3.
First, we found that RAG helps particularly
with rare or archaic lexemes: for example, cer-
tain Middle Egyptian expressions that refer to
the king’s divine roles or that mention obscure
place names. Without retrieval, some models
simply substitute placeholders or produce in-
complete translations. THOTH Al consistently
retrieved the correct glosses.

We also observed a higher morphological
accuracy when the RAG-based approach pro-
vided relevant dictionary entries detailing suffix
pronouns or determinatives. In non-RAG mod-
els, these morphological items often caused con-
fusion, with the result that entire clauses might
be mistranslated. Finally, using the vectorized
lexicon to unify synonyms under a single lemma
also yielded more consistent renderings of key
epithets across the text. In contrast, non-RAG
models sometimes varied their translations of
the same term from line to line.

5 Discussion

5.1 Practical Benefits of RAG in
Ancient Egyptian Studies

RAG-based methods like THOTH AI can be
transformative for students and researchers in
several different ways. They simplify dictionary
lookups, reducing the manual labor typically
required for analyzing each new inscription or
papyrus fragment. By presenting morphologi-
cal notes automatically, they also help novices
see how suffix pronouns attach to verbs or
how determinatives function, providing instant
educational feedback. Moreover, large-scale
text processing for Digital Humanities becomes
more approachable: scholars can upload entire
corpora, obtain rough translations, and refine
them using specialized knowledge. Over time,
these incremental enhancements further enrich
the vector database, improving overall coverage
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and accuracy.

5.2 Coptic Revitalization Efforts

Because the Comprehensive Coptic Lexicon
includes references extending beyond Middle
Egyptian into Coptic, THOTH AI can help
illustrate the linguistic connections between
earlier Egyptian forms and their Coptic de-
scendants (Wannaz and Miyagawa, 2024). Its
base, namely the Claude 3.5 Sonnet, is state-of-
the-art in the translation ability of Coptic into
English (Wannaz and Miyagawa, 2024; Saeed
et al., 2024). Scholars and community members
interested in promoting Coptic usage can use
THOTH AI to generate bilingual texts, bridg-
ing older and contemporary liturgical contexts.
This is vital for language revitalization, which
typically benefits from robust digital tools and
accessible learning platforms.

As it is a RAG on comprehensive Coptic—
Ancient Egyptian etymological data, THOTH
Al is good with answering etymological ques-
tions such as Coptic personal names such as
Papnoute (Figure 2).

What is the etymology of nannoyTe?

0 ©® O @

nanNoyTe (Papnoute/Paphnutius) is a Coptic name that combines two elements:

Q

1. na- (pa-) "the one of, belonging to"
< Late Egyptian ps-n-
< Middle Egyptian p;-n-
< Old Egyptian p3-n-

N

. NOYTE (noute) "god"
< Demotic ntr
< Late Egyptian ntr
< Middle Egyptian ntr
< Old Egyptian ntr

So nannoyTe literally means "the one who belongs to God"

In different Coptic dialects:
Sahidic: nanNoyTe
Bohairic: ManNoyt

The name shows several important sound changes:

« Ancient Egyptian ntr > Coptic NoyTe/Noyt (showing the regular development
of t)

* The doubling of n in nan- is from the combination of the article p; with the
genitival n-

This type of theophoric name construction (names referring to a deity) was very
common in ancient Egypt and continued into the Coptic period, though with
Christian theological meaning rather than the original Egyptian polytheistic
significance.

The name is still used today in the Coptic Church, often in its Arabicized form
"Paphnutius" or "Pavnotius."

Figure 2: Asing THOTH.AI for the etymology of
Papnoute a Coptic personal name

THOTH Al is also useful for composing Cop-
tic texts. For example,there are good cases of
using THOTH Al to craft lyrics for a new Cop-
tic song with music composition by SUNO Al,
a song/music generation application. With its



Table 2: Middle Egyptian (Latin Transliteration) — English MT: Evaluation Scores on the Thutmose I

Decree
Model BLEU SacreBLEU ROUGE-1 ROUGE-L chrF METEOR
Nederhof (Ref) 1.000 100.000 1.000 1.000 100.000 1.000
THOTH AI (RAG) 0.354 35.431 0.730 0.680 61.052 0.650
Claude 3.5 Sonnet 0.325 32.457 0.717 0.652 58.064 0.640
Gemini 2.0 Pro 0.288 28.772 0.714 0.681 59.937 0.581
Gemini 2.0 Flash 0.256 25.590 0.697 0.664 59.298 0.571
DeepSeek R1 0.222 22.163 0.675 0.587 53.735 0.510
GPT ol Pro 0.216 21.598 0.625 0.534 53.167 0.509
GPT 4o 0.196 19.615 0.581 0.484 51.109 0.417
GPT 03-mini-high 0.034 3.413 0.375 0.233 35.148 0.249

intuitive user interface and no fee for general
users, this application can be a good tool for
learning and revitalizing the Coptic language.

5.3 Limitations

Despite the strong performance of THOTH Al,
there are notable limitations. One limitation
is lexicon coverage. Even with a substantial re-
source like the Comprehensive Coptic Lexicon,
the base of Coptic Dictionary Online (Feder
et al., 2018), certain specialized religious texts
or local dialect variants may remain undoc-
umented, causing RAG to miss crucial defi-
nitions. Another challenge is OCR accuracy
for hieratic or cursive hieroglyphics, as these
scripts are visually complex and often damaged.
Although our OCR module helps with initial
transliteration, human oversight is still essen-
tial. Finally, contextualized cultural knowledge
cannot be fully encoded in dictionary entries.
Some references to minor deities or ephemeral
socio-historical events require domain experts
to interpret. Hence, while RAG grounds trans-
lations in lexical facts, it does not replace the
deeper cultural or historical perspective pro-
vided by Egyptologists.

6 Conclusion

Adding a retrieval layer to mainstream Large
Language Models has significantly boosted the
quality of Middle Egyptian translations. Our
system, THOTH AlI, pairs Claude 3.5 Sonnet
with a vectorized Coptic-Egyptian lexicon and
morphological database. On a classical text
from the reign of Thutmose I, THOTH AI’s
translations consistently outperformed stan-
dard LLM approaches, as demonstrated by
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higher BLEU, METEOR, ROUGE, and chrF
scores. These improvements highlight how cru-
cial domain-specific knowledge is for decipher-
ing the archaic vocabulary and grammatical
forms inherent to Ancient Egyptian.

The broader implications of this research ex-
tend to digital humanities, where scholars face
extensive corpora of under-digitized ancient
texts, as well as to e-learning, where students
can benefit from automatic dictionary lookups
and morphological guidance. In addition, the
approach offers insights into Coptic revitaliza-
tion, illustrating how bridging different his-
torical stages of the same language can inform
modern usage. Overall, our study suggests that
the synergy between RAG and domain-specific
lexical databases can substantially advance the
machine translation of ancient, low-resource
languages, transforming them from challenging
realms of manual scholarship to more accessible
domains of Al-assisted study.
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Translit.

THOTH Al

Claude 3.5 Sonnet

Gemini 2.0 Pro

GPT ol pro mode

nsw-bjj G-
hpr-k3-r€ s3-r¢
dhwtj-msjw dj
‘nh dt

The King of Upper and
Lower Egypt,
Aakheperkare, Son of Re,
Thutmose, given life
forever.

The King of Upper and
Lower Egypt,
Aaheperkare, Son of Ra,
Thutmose, given life
forever

The King of Upper and

Lower Egypt, Aakheperkare,

the Son of Ra, Thutmose,
given life forever.

The King of Upper and
Lower Egypt, Aa-kheper-ka-
Ra, the son of Re, Thutmose,
given life forever.

dws-ntr sp 4
J°h-msjw “nh.4

Praise god 4 times,
Tahmose, may he live!

Give praise four times to
Tahmose, may he live

Adoring the god, four times,
Tahmes, may you live!

Praising the god four times,
(by) Iahmes, (who is) alive.

nfrt-jrj ‘nh.4y
wds.tj snb.tj

Neferteri, may she live,
prosper and be healthy!

Neferiri, may she live,
prosper, and be healthy

Nefertiiry, may you live,
prosper, and be healthy!

The one who does good,
(who is) living, whole, and
healthy.

wd-nsw n s3-
nsw jmj-13
D3swt rswt twrj

A royal decree to the
king's son, overseer of the
southern foreign lands,
Tori:

Royal decree to the King's
son, Overseer of the
Southern Foreign Lands,
Turi

Royal decree to the king's

son, overseer of the southern

foreign lands, Turi.

Royal decree to the King’s
Son, the overseer of the
southern foreign lands, Ture.

mk jn.tw n=k
wd pnnnswr
rdjt rh=k ntt

Behold, this royal decree is
brought to you to let you

Behold, this royal decree is
brought to you to let you

Behold, this decree of the
king is brought to you to let

Behold, one brings to you
this decree of the King to let

dt jr nhbt=jm

again. As for my titulary:

repeated forever. As for
my titulary:

forever, my being
established in

b know that My Majesty know that My Majesty you know that my majesty you know that My Majesty
hm=j €.w.s. - .
) (Lp.h.) has appeared as (Lp.h.) has appeared as (L.p.h.) has appeared as King | has appeared as King of
he(.w) m nsw- h b
bjtj hr st-hr nt King of Upper and Lower | King of Upper and Lower | of Upper and Lower Egypt Upper and Lower Egypt
hhw Egypt upon the throne of Egypt upon the Throne of | upon the Horus-throne of the | upon the Living Horus-
N Horus of the living ones. Horus of the Living living, Throne.
nn whm.j=fj It shall never be repeated Which shall not be without its being repeated It shall never be undone

forever, for my Nekhbet is
with me.

hr k-nht mrj-
m3t nbtj hS-
m-nsrt S-phtj
hr-nbw nfr-
rnpwt s‘np-
jbw nsw-bjtj -
hpr-ks-r¢ s3-r¢
dhwtj-msjw

Horus: Mighty Bull,
Beloved of Maat. Two
Ladies: Appearing in the
Divine Flame, Great of
Strength. Golden Horus:
Perfect of Years, Who
Makes Hearts Live. King
of Upper and Lower
Egypt: Aakheperkare. Son
of Re: Thutmose.

Horus: Mighty Bull,
Beloved of Maat; Two
Ladies: Appearing in the
Uraeus, Great of Strength;
Golden Horus: Perfect of
Years, Who Vivifies
Hearts; King of Upper and
Lower Egypt:
Aaheperkare; Son of Ra:
Thutmose

Horus, the Strong Bull,
Beloved of Maat; the Two
Ladies, Who Appears in the
Uraeus, Great of Strength;

the Golden Horus, Perfect of

Years, Who Makes Hearts
Live; the King of Upper and

Lower Egypt, Aakheperkare,

the Son of Ra, Thutmose,

The Horus “Strong Bull,
Beloved of Ma‘at,” the Two
Ladies “He who appears in
fire, Great of Power,” the
Golden Horus “Perfect of
Years, who gives life to
hearts,” (he is) the King of
Upper and Lower Egypt,
Aa-kheper-ka-Ra, the son of
Re, Thutmose.

nh(w) dtr
nhh

Living forever and ever.

Living forever and ever

may he live forever and
eternally.

Alive for all eternity,
forever.

jh dd=k dj.tw
m3€ htp-ntr n
ntrw tpj Smew
3bw m jrt
hsswt hr-tp
C.w.s. nsw-bjtj

Now you shall cause that
divine offerings be given
correctly to the gods of the
first (nome) of Upper
Egypt at Abu
(Elephantine), making

Then you shall cause the
divine offerings to be
presented to the gods who
are upon Upper Egypt and
Elephantine in making
praises on behalf of (Lp.h.)

Now you shall cause to
make true the divine
oftferings of the gods who
are in Upper Egypt (and)
Elephantine, through the

performance of the favors of

Then you shall say: “A true
offering and a divine
offering is given to the gods,
the Primeval Ones of Upper
Egypt and Elephantine,
(taken) from the produce of

praises on behalf of (L.p.h.) | the King of Upper and the foremost (1.p.h), the foreign lands, upon His
the King of Upper and Lower Egypt King of Upper and Lower Majesty’s throne, the King
Lower Egypt, Egypt, of Upper and Lower Egypt.”

S-hpr-ks-r¢ dj
nly jh dd=k
dj.tw mn “nh
m rn n hm=j
C.w.s. ms.n
mwt-nsw sn=j-
snb

Aakheperkare, given life.
Now you shall cause that
life remains established in
the name of My Majesty
(L.p.h.), born of the King's
Mother Senseneb.

Aaheperkare, given life.
Then you shall cause life
to remain established in
the name of My Majesty
(L.p.h.), born of the King's
Mother Seniseneb

Aakheperkare, given life.
Now you shall cause 'life' to
remain in the name of my
majesty (1.p.h), born of the
King's Mother, Seniseneb,

Aa-kheper-ka-Ra, given life.
Then you shall say: “Lasting
life is given in the name of
My Majesty, (who was) born
of the King’s Mother Sen(j)-
seneb.”

snb.tj hsb pw r
rdjt rh=k st ntt
pr-nsw ¢d(.w)
wd(.w)

May you be healthy! This
is a message to let you
know that the Royal House
is safe and prosperous.

May you be healthy. This
is a dispatch to let you
know that the Royal House
is safe and prosperous

may she be healthy. It is a
communication to let you
know about them, because
the palace is whole and
prosperous.

May you live. This festival
is to let you know that the
King’s House is flourishing
and intact.

sphr sj m rnpt-
sp 13bd 3 prt
sw 21 hrwn

hb n hw

Written in regnal year 1,
third month of Peret, day
21, the day of the Festival
of Appearance.

Copied in Year 1, Month 3
of Winter, Day 21, the day
of the Festival of
Appearance

Copied in Year 1, third
month of Peret

(Emergence/Winter), day 21,

the day of the festival of the
coronation.

It came to pass in Year 1, the
third month of Peret
(Winter), day 21, (on) the
day of the Festival of
Appearance (h‘w).

Table 3: The comparison of translations by THOTH AI, Claude 3.5 Sonnet, Gemini 2.0 Pro, and GPT ol

pro mode
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Abstract

There are a number of Uralic dialect dictionar-
ies based on fieldwork documentation of indi-
vidual minority languages from the Pre-Soviet
Era. In this article, we describe our methods,
where we reuse dialect dictionary data in XML
format, and visualize phonetic variants as lin-
guistic isoglosses using a web application. The
methods can be extended to other languages
using a simple tabular structure. Our approach
and application is suitable only for visualiz-
ing a small portion of the data present in large
linguistic collections such as a dialect dictio-
nary, and different tools must eventually be
combined. However, simple and light applica-
tions appear to be a good solution as they are
easily extended as needed.

1 Introduction

The dictionaries of endangered languages are very
valuable in contemporary research. Many dictionar-
ies, however, are not available digitally, and if they
are, they may not have OCR accuracy that would
make them fully searchable. The mere size and ex-
tent of dictionaries in large majority languages can
make them challenging to process. Especially the
work done with the Transkribus platform (Kahle
et al., 2017) has made high quality text recognition
available to an exceptionally large community. At
the same time, the successful recognition of diacriti-
cal marks has opened many new avenues for further
work on texts written using Finno-Ugric transcrip-
tion, as reported by Partanen et al. (2022). The field
is clearly moving toward the point where many di-
alect dictionaries will become digitally available.
Dialect dictionaries, however, present a rela-
tively complicated data type, as the internal data
structures are not always easily retrievable from
the printed text, especially if we do not have all
the formatting. Part of what contributes to this
challenge is that the traditional dictionaries contain
many different types of data: various derivations,
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(VII416) Geh und tue es, grosser Vogel,
Fledermaus! | Ked-riemilav E:Mar Jeg,
kKed-memulav E:Atr, Kdd-rimilav E:Gor,
kdad-ni-milav E:Ba, Ked-nimilav E:Velk,
ked-mimilav E:1s, Ked-milav E:Nask —
Ked-mila-v ~ Ked-mala-v M:Sulk, Ked-
mila-y M:Ur, kal-mala-v M:Jurtk (Nom.
Pl. -f) [nerydas wmbimb] / Fledermaus
(E:Mar Atr Gor Ba Nask Veck Is Jeg
M:Su¢k Ur); [6a6o4ka] / Schmetterling

Figure 1: Example of an embedded word article in H.
Paasonens Mordwinisches Worterbuch. Band II (K-M)
(Heikkild et al., 1992, 678)

compounds, dialectal variants and example sen-
tences, all appearing with various components of
geographic data. The example in Figure 1 illus-
trates how the forms of the word Fledermaus ‘bat’
are presented inside a larger macro-article, and the
geographic locations are presented with abbrevia-
tions. This data is very well structured and detailed,
but it is organized for a printed dictionary.

When this data can be rendered in new ways, dis-
connected from the original layout of the printed
pages, many new research questions and methods
begin to appear. Data visualizations and interactive
applications are often seen in the digital humanities,
which, in many ways, are elementary for under-
standing the structures of more complex datasets.

In this study, we introduce methods and appli-
cation we have developed to visualize and inspect
geographically coded Erzya and Moksha dictio-
nary data. The example application is built in the R
language’s (R Core Team, 2021) Shiny framework
(Chang et al., 2022), and is hosted on CSC — IT
Center for Science’s Rahti service. Eventually we
plan to host the application and store the data in the
Language Bank of Finland.
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Shiny is a framework for building and testing
interactive web applications that can execute R
code. In our opinion, Shiny is a very suitable
tool for rapid prototyping, but we do acknowledge
that different approaches should be investigated
for long term deployment. Our application uses
Leaflet JavaScript library through R’s leaflet pack-
age (Cheng et al., 2024) and datatables JavaScript
library through R’s DT package (Xie et al., 2024),
which all generate JavaScript, but the visualization
is controlled through interactive R session within
Shiny framework. There is some unnecessary over-
head in this solution, as the same could be achieved
with JavaScript alone. Yet, as the application in
itself is fairly simple and very easy to maintain in
the current form, this framework serves the cur-
rent needs very well. All code is openly available
in GitHub, with the documentation of our hosting
solutions and most up-to-date URL."

The working model we have developed and
present here connects especially to situations where
we have the original dictionary as some kind of a
digital file that contains the original formatting, or
where the original formatting can be retrieved one
way or another. This differs drastically from situ-
ations where the dictionary data is available as a
database or within some software regularly used
in dictionary compilation task. However, our situa-
tion is very realistic, as many printed dictionaries
can be found in formats such as digital print files,
text documents of some type, or we may have a
version where text is retrieved through text recog-
nition and, ideally, proofread carefully. If the data
already exists in a database or other digital struc-
ture, importing it to our application would also be
a trivial task.

2 The Erzya and Moksa dialect
dictionary

The Erzya and Moksha dialect materials used in
this dictionary represent fieldwork collections orga-
nized or performed by Heikki Paasonen at the end
of the 1800s and beginning of the 1900s. Geograph-
ically, the fieldwork was extensive, representing
over 200 collection points for the two languages
combined. There is an inconsistency, however, in
the representation of language materials from the
various collection points, i.e., whereas there are
10,737 phonetically documented word forms found

"https://github.com/rueter/
Dictionary-Map-Viewer
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for the Erzya village of Marisevo, on the one hand,
there are only four word forms attributed to the
Erzya village of Kabaevo (see Rueter, 2016, 134),
on the other. Similar figures can be presented for
Moksha, too. It may also be noted that the ge-
ographic granularity of Moksha-language collec-
tion represents a different level of polygons, i.e.,
Erzya materials appear to have more village-level
representation, whereas their Moksha counterparts
might be more readily associated with a volost’ or
raion-level representation.

Despite these shortcomings, the ‘Mordvin Di-
alect Dictionary’ is, in fact, the most extensive
documentation of Erzya and Moksha vocabu-
lary published. The materials come from the
Mordwinisches Worterbuch ‘Mordvin Dictionary’
1990-1999 (Heikkili et al., 1990, Heikkila et al.,
1992, Heikkild et al., 1994, Heikkili et al., 1996,
Heikkild and Kahla, 1998, Heikkild and Kahla,
1999) based on the Heikki Paasonen works and col-
lections (Paasonen, 1891, Paasonen, 1894, Paaso-
nen, 1909, Paasonen, 1938, Paasonen, 1939, Paaso-
nen, 1941, Paasonen, 1947, Paasonen, 1977a, Paa-
sonen, 1977b, Paasonen, 1980, Paasonen, 1981).

The dictionary data were originally fed into a
desktop in the 1980s and 1990s, and the resulting
materials were converted into an XML UNICODE
document based on style, size and font parameters.
Even though there was a high consistency in the
usage of fonts for distinguishing what nowadays
could be handled with UNICODE ranges, some
of the same problems that confound us today also
occurred, namely, language abbreviations such as
Erzya (E) and Moksha (M) and other look-alikes
frequently required correction before the differ-
ent languages and dictionary structure abbreviation
data were clean.

The 2,703-page dictionary consists of 6,952
macro articles, each of which represents a distinct
word root. The macro articles can be divided fur-
ther into 21,754 stem word entries, which range
in complexity from a single-stem article with Rus-
sian and German translations to a macro article
containing multiple-stem articles with additional
compound-word articles and etymologies.

In more complex articles, it becomes apparent
that a stem word article can distinguish three sepa-
rate sections where collection point data are men-
tioned. These sections are phonetic variants of
a given cognate, the definitions, which may vary
from place to place, and example contexts. Occa-
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sionally, semantic cross-referencing is made where
a word from on collection point may be associ-
ated with an entirely different word from another
collection point. Etymological references indicate
cognates in other languages, although a majority of
the Uralic cognates or parallel forms were left out
of the final version of the printed dictionary.

3 Related work

We contextualize our work within the cartography
of the Uralic languages, and geographic visualiza-
tion of the language documentation data and tradi-
tional fieldwork based data collected in early mod-
ern times. We do not position our work strongly
toward dialect geography or research of geographic
variation, primarily as we mainly have worked on
visualization of the collected or already published
data, but do not address how this data would be
further used in research on these dialects and their
variation. Naturally, the same datasets that are used
in these applications can be also used in a wide
array of different research purposes. The primary
purpose of our application is to allow visual inspec-
tion of the data, helping to understand underlying
geographic distributions and what kind of possible
gaps or other structures there are. Naturally, the
application may be extended in the future to allow
more complicated tasks.

One problem with visualizing dialect data is that
tools intended for semi-professional or professional
cartographers, although powerful, are very special-
ized, have a high learning curve and are heavy to
run. At the same time, the data we process when
comparing dialectal variants is relatively simple.
Gawne and Ring (2016) reviewed a number of light
and practical programs that could be used in this
task, and we believe their suggestions and observa-
tions are relevant also today. Another wide survey
of visualization platforms was presented by Roose
et al. (2021).

In the context of Uralic languages, the recent
cartographic work by Rantanen et al. (2022) has
been very important, as they have produced openly
licensed maps about the distribution of the Uralic
languages. As they primarily operate with polygon
level, expressing the language areas, our work is
very complementary to theirs. As a hypothesis,
the collection points of the Paasonen’s dictionary
data should fall within the traditional Erzya and
Moksha areas as shown in the dataset of Rantanen
et al. (2021).
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Indeed, it seems obvious that with rapidly chang-
ing technology we will be using new tools of vi-
sualization and analysis each decade. However,
the dialectal data in itself remains valuable, even
increasing in value as the data can be extended
with other resources that deepen the geographic
and temporal coverage. From this point of view
the visualization is in all ways secondary, and the
underlying data the key element.

4 Data Structure

We restructure the dialect dictionary entries so that
each entry in the derived structure contains only
individual word forms and their dialectal variants.
We then introduce literary-language lemmas to plot
the entries as individual items on a map. We sep-
arate the management of lexical data and coordi-
nates, so that the ‘location’ connects the lexemes
with their coordinates. This allows that the coor-
dinate data can be stored in a separate table or in
other format that is independent from the lexical
data and does not need to be modified in several
places at once. Similar structure was used also by
Gawne and Ring (2016, 207).

We use columns ‘base_form’, ‘variant’, ‘loca-
tion” and ‘language’. To manage the lexical data.
Additional column that will need to be added when
the materials are combined from various sources
is ‘source’. The Erzya and Moksha data could at
later point be appended with contemporary dialect
data, and the source for this information would then
differ from Paasonen’s. The data about the source
will be stored in an additional table, as it contains
information about the collection time, authors and
correct citations. At the moment the application
contains data only from one source, so the refer-
ences can be stored at a higher level.

With the column ‘base_form’ we are currently
rather free on what kind of content should be placed
there. It is not possible to decide on one base lex-
eme that would match for both Erzya and Moksha,
but especially when the visualization contains data
from just one language, this seems like an easiest
alternative. For the Erzya and Moksha application
we also have added numbers for each lexeme, but
we do not believe this is the best solution going for-
ward. One possible approach is to use as the base
form a descriptive translation that would then also
be used to select the current lexeme for viewing.

In the original structure of the Paasonen’s digi-
tized dictionary, derivation articles are child articles



of a single macro article, and compound words are
addressed in grandchild articles. Although vari-
ous parts are connected to one another, they are
related to different semantical lexical items, and
compound word items may be mentioned as grand-
child articles under each component macro arti-
cle. The relations between root words (the first
child article of the macro article), derivations (non-
first child articles of the macro article), compound
words and multiword contexts (grandchild articles
of the macro article) are retained in the nested XML
structure, so the original structure can, if needed,
be retrieved.

We start by modifying the XML structure of the
digitized dictionary where the layout has been con-
verted to tagged elements.? This situation is very
specific to the dictionary presently under inspec-
tion, and it does not necessarily serve as a model
for further work. The data is read and rendered
as a tabular structure where one row is one word
form from one location. This structure is versatile
for cases where there are different amounts of data
from different locations for different words.

5 Application

We have currently set up two application proto-
types. One visualizes the Erzya and Moksha data,
and another serves as an editor for the data in our
structure.’ The editor is very much at the prelim-
inary testing stage, but it allows uploading and
downloading the files that can be edited also locally.
As shown in Figure 2, the application interface con-
tains multiple elements. These are described below.

The application has a selection part on upper
left corner where the user can browse the entries
according to their German translations. Under that
basic information about the word form is presented.
All variants attested are displayed on an interactive
map in the middle. The map is fully interactive,
and when a dot is clicked, we see the name of
the location, attested dialectal word form and the
language (Erzya or Moksha). Under the map there
is a table that displays all data rows. The table can
be searched and filtered.

The example sentences connected to the entry
are not currently displayed, but this could be added
at a later stage. They are often attested for indi-

2Example of the original XML structure can be found
in our GitHub repository: https://github.com/rueter/
Dictionary-Map-Viewer/tree/main/data

3For the editor application, see: https://github.com/
nikopartanen/Dictionary-Map-Editor
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vidual locations, but we see it currently as an open
question how to best display them. One possibil-
ity one could be to show all of them below other
interface components.

Each entry with the same phonetic representa-
tion is coded with the same color on the map. This
makes it easy to see different patterns and com-
pare these word for word. The colors are currently
selected automatically from a predefined palette.

Occasionally, the same collection point may
have more than one dialectal variant. Here it was
important that we apply a jitter function to both lat-
itude and longitude readings that moves all points
a bit randomly, so overlying data can be displayed.
This does not seem to cause loss of information at
the scale where this data operates. With locations
very close to one another the impact of jitter should
be monitored and checked, but the currently used
values are effective for the data at hand. Another
approach, tested by our collaborator Cinthia Ishida
(Federal University of Para), would be to overlay
different shapes in these situations.

6 Conclusion

In the future the application will be extended for
use with other dictionaries, especially for the Uralic
languages, for which the dialect dictionaries have
been created within the same research tradition. At
the same time we are participating in a collabora-
tion between researchers of the Uralic languages
and the languages of the Amazonian region. This
will allow for more extensive testing and will pos-
sibly necessitate adjustments for some additional
information present in them. At the same time we
aim to keep the structure simple enough so that
different dictionary types can be readily used as
data sources. It is not our goal, however, to visu-
alize all the possible information in the original
dictionary in one application. Instead, we envision
that some of the same data might be transformed in
various ways and displayed in applications that are
more suitable for the aspects one is interested in.
However, overlaying various different data types
or displaying several maps side by side would be
one feature that is so central for the usability of the
application, that we may integrate this functional-
ity very rapidly. At the same time our flexible data
model makes it easy to reuse the same data in other
novel environments as needed.
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Mordvin Dialect Map

Select German Translation:

Fledermaus

Word Information:

Base forms: kefjb-Menas, KeALHUMUNSB
Russian: netyyas mblillb

German: Fledermaus

Number of variants: 11

Languages: mdf, myv

IpamcK
Additional Information

This application has been developed by Niko Partanen
and Jack Rueter. The application can be extended to
display geographic variants of different terms in different
languages.

It is part of the Finno-Ugrian Society's digitization work
with the goal of making dialect dictionaries of Uralic
languages more accessible online. It also connects to the
Uralic-Amazonian collaboration coordinated by professors
Pirjo Kristiina Virtanen (University of Helsinki), Sidney
Facundes (Federal University of Para (UFPA), Belém) and
Thiago Cardoso Mota (Federal University of Amazonas,
Manaus).

e
Yenwb!
Kazanb

YAbAHOBCK Anunrposrpan

TonbATTM Variants
Kad-ni-rhilav
Kad-nirhilav

ked-rhemulav
ked-mela-v
ked-rhila-y

ked-rhirhilav
ked-nerhilav
ked-firhilav

kal-mala-v

Leaflet | © OpenStreetiap, ODbL

Figure 2: Screenshot of the application interface

Limitations

Our work with the visualization application has
revealed continuity issues within our test dictio-
nary. In fact, we have come to see that the ‘H.
Paasonen Mordvin Dictionary’ material illustrates
many of the shortcomings present in Uralic dialect
dictionaries in general. First, while the dictionary
distinguishes over 200 collection points, there are
virtually no entries representing even 40 collec-
tion points. Second, while the collection points
are distinguished with association to their literary
language, none of the original articles make refer-
ence to literary-language word forms. Third, the
individual word form articles make separate refer-
ence collection points in three divisions of a given
article. They appear in the phonetic variant section;
the definitions section, and the examples section,
which, ideally, would have been aligned with the
individual definitions.

These limitations actually point to the need for
rendering the ‘H. Paasonen Mordvin Dictionary’
as a part of a maintained database for lexical re-
search in the Mordvin languages. Such a database
would make it possible to elaborate the represen-
tation of lesser represented collection points from
within the H. Paasonen materials, on the one hand,
and introduce collections from other times and ge-
ographic points, on the other. Such work would
greatly help in the documentation of the two liter-
ary languages and even lesser documented Mord-
vin language forms. Furthermore, analogous work
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could be envisioned for the development of work
with other Uralic languages.

Currently the application is not ideal for display-
ing lexemes that have very extensive dialectal vari-
ation. This can be partially mitigated with a color
palette, but tens of different colors are not visually
easily distinguishable.

What we could currently recommend is to en-
code the data with coarser granularity. This would
conceivably work well with data from sedentary
communities in larger monolithic geographical set-
tings, where no new settlements have been intro-
duced. In the instances of settlements left of the
Volga, however, we cannot assume large distribu-
tions of monolithic language variants, as this region
has been subject to resettlement by different lan-
guage groups and even different variants of the
Mordvin languages. Thus, we are still looking
for an ideal solution. Another way to approach
coarser granularity, in this context, would be to
break down distinct phonetic differences in a given
word form and make several interlinked maps to
illustrate the phenomena observed there. A good
example might be seen in forms of the word for
‘butterfly’, where the separate maps could address
first syllable vowel, stress placement, vocalization
of the final /v/, palatalization of the central /m/ and
so on. By addressing each phenomenon as a sep-
arate issue, we are able to reduce the number of
variants, thus minimizing the color-coded distinc-
tions required in an individual map.
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Abstract

The rising popularity of podcasts as an emerg-
ing medium opens new avenues for digital hu-
manities research, particularly when examin-
ing video-based media on alternative platforms.
We present a novel data analysis pipeline for an-
alyzing over 13K podcast videos (526 days of
video content) from Rumble and YouTube that
integrates advanced speech-to-text transcrip-
tion, transformer-based topic modeling, and
contrastive visual learning. We uncover the
interplay between spoken rhetoric and visual
elements in shaping political bias. Our find-
ings reveal a distinct right-wing orientation in
Rumble’s podcasts, contrasting with YouTube’s
more diverse and apolitical content. By merg-
ing computational techniques with comparative
analysis, our study advances digital humanities
by demonstrating how large-scale multimodal
analysis can decode ideological narratives in
emerging media format.

1 Introduction

In today’s world, visual elements play an important
role in communication and engagement (Ling et al.,
2021). The rise of social media, video-sharing plat-
forms, and visual-centric content has transformed
how we perceive information. This shift has trans-
formed various media formats, including podcasts.
The integration of visual elements into podcasts has
given rise to video podcasts, making it increasingly
popular (Grunfeld, 2023).

From Joe Rogan’s $200M exclusivity deal with
Spotify (Rosman et al., 2022), to Andrew Tate’s
misogynistic rhetoric that led him to get banned
from mainstream platforms (Wilson, 2022), and
Donald Trump’s podcast appearances during the
2024 US election period (DeLetter, 2024; Mah-
dawi, 2024; Lewis, 2024), the cultural impact of
this medium is increasingly visible in mainstream
and alternative platforms alike. For scholars in the
digital humanities, these developments open new
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avenues for exploring how language, imagery, and
ideology intersect to shape collective understand-
ings of politics and culture.

In particular, Rumble, a self-described neutral
video-sharing platform (Brown, 2022), hosts a
range of high-profile, often deplatformed, contro-
versial figures, e.g., Donald Trump, Alex Jones,
Andrew Tate, who have cultivated large follow-
ings despite bans or restrictions on sites like
YouTube (Mak, 2021; Farah, 2023; Klee, 2023).
Notably, in August 2024, following the arrest of
Telegram’s CEO in France under allegations of fail-
ing to adequately moderate content on the platform,
Rumble’s CEO announced his departure from Eu-
rope, due to concern of encountering comparable
challenges to his platform (Cebi, 2024). To date, no
research has explored whether right-wing podcast-
ers are merely a segment of Rumble’s podcasting
selection or if the platform serves as a bastion for
right-wing propaganda.

To address this gap, our study integrates compu-
tational text analysis and visual embedding tech-
niques with a novel data analysis pipeline to answer
the following research question: How do political
biases manifest in the narratives and imagery of
video podcasts on Rumble?

Drawing on 13K podcast videos, equivalent to
526 days (more than 750K minutes) of video con-
tent, from both YouTube and Rumble, our ap-
proach integrates speech-to-text transcription with
transformer-based topic modeling and contrastive
learning for image analysis. Our research reveals a
clear pattern: Rumble exhibits a noticeable right-
wing bias in its audio and visual content, whereas
YouTube primarily remains apolitical, concentrat-
ing on mainstream subjects.

Contributions. We make several contributions.
First, we conduct the first large-scale data-driven
study on video podcasts, where we provide a lay-
ered analysis of platform bias on video podcast
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Figure 1: Our Podcast video processing and analysis pipeline: 1) Collect data from Rumble and YouTube, 2) Extract
video metadata 3) Use ‘faster-whisper’ to generate transcriptions, 4) Use BERTopic with MPNet vectors to find
topics, 5) Sample representative images of podcast videos, 6) Generate CLIP Embeddings of the representative

images to cluster them using UMAP and HDBSCAN.

content, moving beyond simply confirming that
Rumble is predominantly right-wing. Second, we
make a methodological contribution (see Figure 1)
by demonstrating how the rise of video podcasts ne-
cessitates new analytical techniques. As the social
media landscape shifts, alongside API restrictions
on platforms like Twitter and Reddit, in addition
to video podcasts gaining prominence, our paper
showcases how state-of-the-art methods on speech-
to-text transcription, transformer-based topic mod-
eling, and visual content analysis can be combined
to offer a holistic analysis of multimedia content.
Our methodology provides a blueprint for future
studies on political multimodal content engagement
in the context of evolving social platforms, partic-
ularly in video podcast content. Overall, our con-
tributions enrich digital humanities by providing
new avenues for interpreting multimodal political
communication and understanding the cultural dy-
namics of digital media.

2 Background & Related Work

The term “podcast” was mentioned for the first
time in 2004 (Robertson, 2019). In 2006, the PEW
Research Center defined podcasting as a method
of distributing audio and video content online, dis-
tinguishing it from earlier formats by enabling au-
tomatic transfers to users’ devices for on-demand
consumption, often on portable digital music play-
ers such as MP3 players or iPods (Pew, 2006). Al-
though the core of this definition remains relevant,

49

the influence of podcasts has evolved remarkably
over time. Particularly with the widespread use of
social media, podcasts are now viewed by millions
of users on video streaming platforms (Escandon,
2024).

Over a 12-month period spanning parts of both
2022 and 2023, nearly half of the US adult popula-
tion reported having listened to a podcast, with
one-fifth frequently doing so multiple times a
week (Shearer et al., 2023). This proportion in-
creases to one-third among young adults under 30.
Of the U.S. adults who listened to a podcast dur-
ing this interval, 46% were Republicans and 54%
Democrats, with 65% of Republican and 69% of
Democratic listeners tuning into news-related pod-
casts.

Podcasts as vectors of political discourse. A
range of studies have explored the impact of politi-
cal podcasts on individuals’ political engagement
and attitudes (Cho et al., 2023; Euritt, 2019; Lee,
2021; Kim et al., 2016a; MacDougall, 2011; Rae,
2023; Sterne et al., 2008). Notably, consuming pod-
casts is linked to heightened levels of personalized
politics, a process where individuals integrate new
information into their existing ideological frame-
works to develop more personalized political un-
derstandings (Bratcher, 2022). (Kim et al., 2016b)
further explored the relationship between partisan
podcast consumption, emotional responses, and po-
litical participation, finding that selective exposure
to partisan podcasts can shape emotional reactions



to political candidates, thereby affecting political
engagement. (Chadha et al., 2012) also observed
a positive correlation between using podcasts for
news and increased political participation, suggest-
ing that podcasts might boost political involvement
among individuals. Rizwan et al. (Rizwan et al.,
2025) analyzed over 9,000 episodes from 31 U.S.
political podcast channels, finding that many pop-
ular shows had a majority of episodes containing
at least one toxic segment. While many of these
studies have focused on YouTube podcasts and esti-
mating the ideology of YouTube channels (Dinkov
et al., 2019; Lai et al., 2022), there has yet to be
a large-scale, data-driven analysis of the political
bias in popular YouTube podcast channels.

What is Rumble? Launched in 2013 as a YouTube
alternative, Rumble gained notable attention dur-
ing the COVID-19 pandemic (McCluskey, 2022).
The number of monthly users on the platform in-
creased from 1.6 million in the Fall 2020 to 31.9
million by the beginning of 2021 (Pramod, 2021)
and eventually hit a peak of 80 million active
users monthly by the end of 2022 (Brown, 2022).
While the platform’s founder asserts its neutral-
ity (Brown, 2022), Rumble has become particu-
larly known for being a haven for right-leaning
public figures, including Andrew Tate, Rudy Giu-
liani, and Alex Jones (Farah, 2023). Despite its
popularity, research on this platform is limited. Pre-
vious work (Stocking et al., 2022) estimated that
over 75% of US adults who regularly use Rumble
for news are Republicans or lean towards the Re-
publican Party. This survey also notes that Rumble
is a regular news source for 2% of the American
population. While Rumble has been mentioned
in research related to the alt-right and the Russian
invasion of Ukraine (Chen and Ferrara, 2023; Ali-
apoulios et al., 2021), and some of Andrew Tate’s
Rumble channel podcast episodes have undergone
analysis (Sayogie et al., 2023), similar to YouTube,
a large-scale, data-driven research analyzing polit-
ical bias in popular Rumble podcast channels has
yet to be conducted.

3 Dataset

To collect podcast videos from Rumble, we develop
a custom crawler that extracts video information
from the “Podcasts” section on the home page of
rumble.com (Rumble, 2023). This crawler sys-
tematically navigates through the URLs, scanning
pages in this section until no new pages are found.
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We initially ran our crawler in October 2022 and
conducted a follow-up in early 2023 to ensure cov-
erage of the entire year. In the first week of July
2023, we revisited the video pages in our collection
to update their metadata and remove any podcast
videos that were no longer accessible. The ratio-
nale for this approach is to allow at least six full
months for the metadata of each video (e.g., views)
to stabilize and reflect their actual values. As a
result, we compile a dataset of 6,761 videos from
246 channels, posted between August 27, 2020, to
January 1, 2023. To remove non-English content
from our dataset we perform language verification
(see Appendix A for details) and transcribe the pod-
cast videos using a reimplementation of OpenAl’s
Whisper (OpenAl, 2022). A more comprehensive
look at this dataset can be found in the correspond-
ing dataset paper (Balci et al., 2024). As we aim
to analyze popular Rumble podcast channels, we
limit our dataset to include the top 100 channels
with the highest cumulative podcast video views.
This subset comprises a total of 6,272 videos, ac-
counting for 99% of all podcast views on Rumble.
Table 3 presents the top 20 channels by cumulative
views, along with their total number of videos and
average view counts in our dataset. We refer to
this dataset as D,mpie throughout the remainder
of this paper.

YouTube. Using the YouTube API, we ex-
tract video metadata categorized as podcasts from
YouTube’s list of top 100 popular podcast cre-
ators (YouTube, 2023). Our manual inspection
of these channels revealed non-English content
and videos unrelated to podcasts (e.g., music and
gospel). To refine our dataset, we used the follow-
ing criteria: 1) videos must be categorized under
the Podcast tab within the channel’s playlists, 2) the
content must be in English, and 3) genres unrelated
to podcasts (e.g., gospel and music) are excluded.
In the refinement process, we randomly select and
manually inspect 5 videos from each playlist, sub-
sequently eliminating playlists that failed to meet
our criteria. This process yields a dataset of more
than 20K videos from 69 channels, with all videos
available and their metadata collected during the
first week of July 2023. For a comparative analysis
with the Rumble dataset, we adjust the YouTube
dataset to match the monthly video distribution and
the total number of podcast videos in the Rumble
dataset. This way, by aligning the dataset with the
specific months, we account for the potential in-



YouTube | Rumble
no. Top 5 Topic Words Left Center Right \ Top 5 Topic Words Left Center Right
1 saying, im, know, mis, straight - - — vaccine, vaccinated, vaccines, vaccination, unvaccinated v v v
2 bengals, nfc, raiders, eagles, afc - - — ballots, mailin, ballot, absentee, harvesting v v v
3 billionaire, richest, multimillionaire, mil, paid - - — ukrainians, crimea, putin, ukraine, ukrainian v v v
4 niggas, nigga, ns, dappin, doin - - - roe, abortion, abortions, wade, prolife v v v
5 book, books, chapter, bestseller, chapters v v v mask, masks, masking, n95, masked - v v
6 ukrainians, crimea, putin, ukraine, ukrainian v v v rumble, rumbles, rumblecom, rants, rumblers - - -
7 interview, interviews, interviewer, interviewing, interviewed - v - biden, bidens, joe, administration, antibiden v - v
8 feel, antioch75, wesh, pico, recant - - - alito, clarence, justices, roberts, gorsuch v v v
9 lakers, clippers, nets, knicks, celtics - - - desantis, ron, desantiss, crist, trumpdesantis - - -
10 vaccine, vaccinated, vaccines, vaccination, unvaccinated v v v democrats, dems, republicans, gop, twoparty v - v
11 entrepreneur, entrepreneurship, entrepreneurs - - - inflation, inflationary, reduction, hyperinflation, inflations v v v
entrepreneurial, business
12 roe, abortion, abortions, wade, prolife v v v book, books, chapter, bestseller, chapters v v v
13 rudn, stk, know, presses, ironically - - - mainstream, media, medias, lamestream, trusts - - -
14 masks, mask, masking, n95, masked - v v lefties, leftism, lefts, left, leftists - - v
15 rapping, rap, hiphop, hip, hop - - - tweet, retweeted, retweet, tweeted, tweets - - -
16 sober, beers, drink, beer, drunk - - - youtubes, youtube, youtubers, youtuber, demonetized - - -
17 corvette, lamborghini, bentley, honda, mercedes - - — denier, congressperson, reelection, hillary, caucusing v - v
18 numbers, numerals, staggering, number, digits - - — fbi, fbis, disband, disbanded, informants - - -
19 dangs, bagot, shrugs, sarcastically, becca - - — border, borders, crossings, immigration, apprehensions - - v
20 podcasting, podcasts, podcaster, podcast, podcasters - - - science, scientific, scientists, antiscience, scientist - - v

Table 1: Comparison of the top 20 topics on YouTube and Rumble. The presence of a checkmark signifies that the
topic appears in the top 20 topics of baseline political podcasts.

fluence of simultaneous events on the focus and
content of the discussions. Next, we eliminated
non-English content following the methodologies
outlined in Appendix A. Overall, we collect 6,272
podcast videos using youtube-dl (ytdl, 2006). Ta-
ble 3 in the Appendix displays the top 20 chan-
nels by cumulative views for both Dy yy¢upe and
Dy ympble, including their total number of videos
and average view counts in our YouTube dataset.
We refer to this dataset as Dy ¢upe throughout the
remainder of this paper.

Political podcast channels. To compare D,.;,p1¢
and Doytube from a political perspective, we draw
on a pre-established classification of YouTube chan-
nels into left, center, and right (Dinkov et al., 2019;
Boesinger et al., 2024). After applying the same se-
lection and refinement process used in our Dy gy tube
extraction, we obtain 7,755 videos across these
three ideological categories. Next, we exclude
channels that appear in either D,.npie OF Dyoutube
to prevent the influence of duplicate podcasts in
our analyses. This process removes Steven Crow-
der’s channel from our political podcast sample,
as it already exists in D, mpe- This step is cru-
cial to prevent the influence of identical podcasts
from skewing our analyses. Finally, to ensure bal-
anced and comparable analyses, we sample 500
videos per category, matching the monthly distri-
bution patterns in D;.ympre and Dyoyiype. We refer
to this dataset as Dpoyiticar> With Dicge, Dyigne, and
Denter denoting its left, right, and center subsets,
respectively.

For the tran-
we use faster-

Speech-to-Text transcription.
scription of podcast videos,
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whisper (Klein, 2023), a reimplementation of
OpenAl’s Whisper (OpenAl, 2022) via CTrans-
late2 (OpenNMT, 2019), in conjunction with
Silero’s Voice Activity Detection (Silero, 2021).
This combination is particularly effective in han-
dling challenges (e.g., long pauses and background
music) present in many videos in our dataset. We
use the large-v2 model of Whisper in our analysis
and use English as the language parameter. In to-
tal, we spend 658 hours (27 days) with NVIDIA
A100 GPU with 80GB of Memory to generate their
speech-to-text transcriptions.

4 Is there a political bias in the videos of
podcast channels on Rumble?

To explore political bias in Rumble podcasts, we
perform a quantitative analysis using speech-to-text
transcriptions. Initially, we examine political orien-
tations by comparing the popular topics on D,..mp1e
and Dyoytupe With those in Dyopiticqr. We aim to
determine if the discussions align with those typi-
cally found on channels known for their political
activism or ideological bias, establishing a founda-
tional understanding of the political characteristics
inherent in the analyzed content.

Subsequently, we examine centroid cosine simi-
larities across topics using transformer-based sen-
tence embeddings, which allow us to facilitate a
deeper inference of potential political alignments
or biases present within the discourse. Our analysis
extends to channel-based political stances, where
we evaluate the political leanings of the podcast
videos from channels on D;.ympre and Dyoytupe-
This broader perspective helps us understand the



diversity of political views on these platforms and
whether there is a tendency towards certain political
ideologies.

Topic model. We use BERTopic (Grootendorst,
2022), a transformers-based topic modeling tech-
nique, in conjunction with MPNetv2 embeddings
to extract meaningful topics used by Db and
Dy outube> and Dyopiticar- We use this combination
because of its ability to discern semantic similar-
ities and differences among documents (Hanley
et al., 2023; Yang et al., 2023). In line with prior
research (Hanley et al., 2023), we split transcripts
into sentences and extract their embeddings using
MPNEt-base-v2 model. Our manual inspection of
transcripts finds that 2% of all podcast videos in our
dataset are missing punctuation. For these specific
transcriptions, we split the speech-to-text outputs
into sentences using a model (Guhr et al., 2021),
which achieves an F1 score of 0.94 for predicting
sentence endings in English text.

Postprocessing. We implement three postprocess-
ing steps. To refine our analysis, we remove En-
glish stop words from the topic keywords using
Scikit-learn’s CountVectorizer function (Pedregosa
etal., 2011). Next, we exclude topics that comprise
fewer than 5 keywords. This decision is based on
our observation from manually inspecting the top
100 most popular topics, which indicates that top-
ics with few keywords predominantly consist of
generic sentences that are mostly identical (e.g.,
“Ok.”). Subsequently, we filter out topics charac-
terized by conversational fillers and backchannels,
e.g., “hmm,” “yeah,” “oh,” “uh,” “so,” and “well,”
if these appear among a topic’s top five keywords.
For this purpose, we use a keyword list derived
from previous work (Kim, 2004), which is con-
structed based on annotated conversational speech
data from the Linguistic Data Consortium and stan-
dard scoring tools (NIST, 2003). This step is cru-
cial as our primary goal is to enhance the inter-
pretability of our results. Nonetheless, we perform
no additional postprocessing due to the intrinsic
characteristics of podcast content, which may in-
clude casual or mundane discussions. We treat the
remaining generic topics as indicative of everyday
conversation, providing a richer, more nuanced un-
derstanding of our findings.

Examining the political alignment of topics. To
identify political bias in Dyympe and Dyoutubes
we initially assess the extent to which the topics
they focus on align with those in Dp;ticar. T
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Figure 2: Heatmaps illustrating cosine similarity pat-
terns among the top N topic centroids, comparing plat-
forms (YouTube vs. Rumble) and ideological categories
(left-wing, center, right-wing). Darker shades indicate
higher centroid cosine similarity.

achieve this, we compare the most popular topics
of Drumble and Dyoutube with those of Dpolitical-
Table 1 presents the top 20 topics of Db and
Dyoutube- A checkmark indicates if a topic also ap-
pears among the top 20 topics in a political podcast
sample, where a topic can appear in more than one
political leaning.

Among the popular topics of D,.ympre, 70%
align with D,.;g¢, 50% with Dy, ¢, and 40% with
Deenter- We find that D, focuses primarily
on topics heavily discussed in politics or those that
can be attributed to political discussions, with a
few exceptions (topics #6, #12, #15, #16, and #20),
which are related to social media, books, science,
and mundane conversations.

In contrast to D,.;p1e, Our analysis shows that
Dyoutube has less alignment with political spec-
trums, aligning 25%, 20%, and 30% with D,.;gp;,
Diegi, and D cepger, respectively. This indicates a
reduced focus on political subjects overall. Instead,
Dyoutupe tends to feature content centered around
more apolitical life interests, e.g., sports (topics
#2 and #9), sport cars (#17), or music (#15). We
also note that, while D4y 1upe’s most popular top-
ics are generally more mainstream than political,
the presence of topics related to the Russian in-
vasion of Ukraine (#6) and Roe v Wade overturn
decision (#12), masks (#14), and vaccines (#10)
suggest that popular podcast channels of YouTube
can also facilitate discussions around political and
social issues.

Centroid cosine similarities with political pod-
casts. To understand the overall similarity be-
tween documents from different groups, previ-
ous research (Balci et al., 2023) examined the co-
sine similarities of the embedding vector centroids.



Building on this, we explore the centroid cosine
similarities between D, mpre and Dyoytupe, as well
as their relationship to Dpgitica- Using MPNet
sentence embeddings, our analysis involves per-
forming a layered examination of centroid cosine
similarities across varying levels of topic preva-
lence. Our rationale for this approach is based
on an observation made during our earlier analysis,
where we noted that a holistic comparison results in
high similarity scores, possibly due to occurrences
of mundane conversations common in many pod-
cast videos. So, we perform our analysis beginning
with the top 20 topics and expanding exponentially
in base 2 across five tiers, from 20 to 320 topics.
This approach allows us to examine the overall
similarity across different tiers of topic frequency,
covering nearly 20% of the sentences in D,.,p1e
and Dyoytupbe after postprocessing (See Figure 4 in
the Appendix). We also present the centroid cosine
similarities that cover all topics.

To determine centroid cosine similarities be-
tween the datasets, we first calculate the centroids
of the top N topics for each dataset. The similarity
is then assessed using the cosine similarity between
these centroids for the top N topics of each dataset.
This method provides a nuanced view of the seman-
tic connections between Dy and Dygytype 0
comparison to D,olitical, across multiple strata of
topic concentration.

As seen in Figure 2, D,.,mpie €xhibits similar-
ity scores of > 0.95 with D,.;4p,¢ across all ranks.
In comparison, the similarity scores are > 0.90
with Djeps, > 0.81 with Deenger, and > 0.65
with Dyoytupe. These results indicate high centroid
cosine similarities with Rumble’s podcast videos.
However, this high similarity causes D,.,p1e’S Te-
lationships with D)j;ticq1 to appear more closely
aligned than they might actually be. To address
this, we normalized Rumble’s centroid cosine simi-
larities with the Dyt datasets. This adjustment
helps eliminate the influence of non-political con-
tent in computed similarities, providing a more
detailed understanding of D,..;,pe’s overall simi-
larity with political content. As a result, we find
that D, has centroid cosine similarity scores
of > 0.75 with D,y across all ranks, compared
to > 0.47 with Dy ;. Further details are provided
in Figure 5 in the Appendix.

When we look at Figure 2, we see consider-
ably lower centroid cosine similarities between
Dy outube and Diyopiticqr- Furthermore, we find that
D, ymbie shows less similarity with Dy oy 1upe cOM-
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Figure 3: Density plots of political alignment scores
for Rumble and YouTube channels. Scores represent
ideological orientation and range from -1 to 1, where
negative values denote a left-leaning bias and positive
values suggest a right-leaning inclination.

pared to D, mpie’s centroid cosine similarities with
Dpoiiticar-  Although these similarity scores in-
crease with the topic size, it is evident that D¢
shows more pronounced centroid cosine similar-
ities with Dy,opiticar, particularly with Dp;gps, in
contrast to Dy gy tube-

Channel-based ideological alignments. Finally,
we compare the channel-level similarities between
Dyympie and Dyoutube with Dleft and Dright- To
measure their similarities, we calculate the per-
centage of intersecting topics. Specifically, for the
podcast videos of each channel on D, and
Dy outube, we identify the top 320 topics and evalu-
ate their intersection with the top N topics of Dy, ¢
and D;;gpt, where N increments exponentially in
base 2 from 20 to 320. This method allows us to
assess the breadth of topics covered by the podcast
videos of each channel on D;.yynpe and Dyoytube
and how they intersect with the political spectrum
at various levels. By exponentially increasing N
for the Dy r¢ and D,.4p¢, we can measure how their
content aligns or diverges from the broader topic
set of D rumble and D youtube-

To quantify this similarity, we compute the dif-
ference in intersection percentages with Dy, s; and
D,ign¢ topics:

_ ’CHRTA - |CﬂLTi’
C]

SimScorer,

where C' represents the set of topics of a given
channel, and Ry, and L, correspond to the top T;
topics from Dy s and D,iqp¢, respectively. For our



purposes, C' is the set of the top 320 topics, and
T; = {20, 40, 80, 160, 320}.

Figure 3 plots density distributions of political
similarity scores for D.ympre and Dyoyiupe. Com-
plementing this, Figure 6 in the Appendix displays
the distribution of left-wing and right-wing simi-
larity scores for the top 320 topics in Db and
Dy outube channels. This scatter plot also includes
R-squared and slope values derived from a linear
regression analysis, providing further insights into
the patterns observed in Figure 3. It is evident that
D youtube predominantly clusters around the neutral
score (0) across all top N topics, whereas D,.mpie
exhibits a distribution skewed towards the right-
wing, indicated by predominantly positive (right-
wing leaning) maximum densities. This is another
indication of Rumble podcasts’ overall right-wing
political leaning.

Takeaways. Rumble’s popular podcasts lean pre-
dominantly towards political topics. Our analysis
shows that this political focus is reflected not only
in the platform’s overall content but also in the indi-
vidual leanings of specific channels. Their topical
focus aligns most with right-wing podcasts, where
we also find Rumble has over 0.95 centroid cosine
similarity with right-wing podcast content. More-
over, there is a clear inclination towards right-wing
content at the channel level. This contrasts with
YouTube, where podcasts have a broader focus,
covering a wide array of mainstream topics and
interests beyond the political sphere. Our results
are further supported when we compare the word
usages between Dy iypbe and Dyympie (detailed in
Appendix B), where we find that D, aligns
with general right-wing narratives on topics related
to abortion, elections, and the January 6 Capitol
attack.

5 What are the most widely used visual
elements? Do they share commonalities
with politically motivated podcasts?

Similar to Rumble, the literature on the usage of
visual elements in podcasts is also relatively scant.
Recognizing this gap, we now focus on the vi-
sual topics covered in podcast videos. By examin-
ing these visual topics, we aim to have a founda-
tional understanding on how podcasts on Rumble
use visual strategies beyond mere auditory con-
tent. Based on our previous results, we hypothesize
that podcasts on Rumble also use politically moti-
vated visual elements that align with those found in
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right-wing podcasts. To investigate this, we first ex-
tract representative frames from the podcast videos.
Subsequently, we apply a clustering technique to
the representative images (i.e., visual elements)
we identify and analyze the visual clusters that
are most frequently used in D,.ympie and Dyoytupe
channels.

Extracting representative video frames. To effec-
tively analyze the visual clusters, our first step is to
extract representative video frames. This approach
helps us avoid clusters of sequential and almost
identical images from the same video. We begin
by extracting frames from each podcast video at a
rate of one frame per second. Adopting a technique
used in previous research (Zannettou et al., 2018),
we first apply perceptual hashing (pHash) to each
sampled frame. This method extracts representa-
tive feature vectors from the images, capturing their
visual characteristics. We then measure the simi-
larity between frames by calculating the Hamming
distance and set a threshold to identify frames with
meaningful visual differences. To establish this
threshold, we tested 20 sample videos from both
Dyympie and Dyoypupe. Starting with the second
frame, we eliminate frames that fell below a vary-
ing threshold 6 compared to any of the previous
video frames, ranging from 6 = 5 to # = 50 in
increments of 5. This evaluation is conducted by
three authors of this paper who individually analyze
the extracted frames for each sampled video at each
6 level, focusing on two metrics: 1) minimizing the
number of duplicate images, and 2) maximizing the
number of visually distinct images. In the end, the
annotators reached a unanimous agreement (Fleiss’
Kappa 1.0) on setting the threshold at 8 = 20. Fig-
ure 7 in the Appendix shows the distribution of
representative frames per video for each dataset.

Clustering. We leverage OpenAl’s CLIP (Rad-
ford et al., 2021) to generate embeddings, using its
top performing model, ViT-L/14@336px. Our clus-
tering approach is inspired by techniques used in
BERTopic (Grootendorst, 2022) and Top2Vec (An-
gelov, 2020). This methodology first reduces
the dimensionality of these embeddings with
UMAP (Mclnnes et al., 2018). Subsequently, we
input these reduced-dimension embeddings into
HDBSCAN (Mclnnes et al., 2017), an algorithm
that excels in generating dense clusters without the
need for predefining cluster sizes. This flexibil-
ity allows us to explore thematic topics organically,
without the constraint of limiting the visual clusters



YouTube

Rumble

14
15
16
17
18
19

Science — (14)
Instagram — (14)
Fire Images — (14)
Kardashians — (13)
Animals — (13)

14
15
16
17
18
19

Whoopi Goldberg — (21)
Karine Jean-Pierre — (20)
Joe Biden (News) — (19)
Gavin Newsom — (19)
Press conference — (19)
Joe Rogan— (19)

no. Label | (% Channels) Left Center Right \ no. Label | (% Channels) Left Center Right

1 Captioned images — (46) - - v 1 Joe Biden — (34) - - -
2 Guests (Video conference) — (23) v - v 2 Jen Psaki — (31) v - v
3 Smart Phones — (21) - - - 3 Covid-19 News — (31) - - v
4 Cartoons — (19) - - - 4 Hillary Clinton — (31) - - -
5 Nostalgic Photos — (19) - - - 5 Ron Desantis — (30) - - v
6 Basketball Court — (19) - - - 6 Kamala Harris — (29) - - v
7 Google Image Queries — (18) - - - 7 Guests (Video conference) — (28) v - v
8 Typing (keyboard) — (18) - - - 8 Canadian Politics — (27) - - v
9 Space — (18) - - - 9 Captioned images — (24) - - v
10 Podcast Studio — (16) - - - 10 Tucker Carlson — (23) - - -
11 Joe Rogan — (16) - - - 11 Joe Biden (w/ mask) — (23) - - -
12 Money — (14) - - - 12 Rand Paul - (22) - - -
13 Typing (smart phone) — (14) - - - 13 Anthony Fauci — (21) - - v

Photographers — (13)

20 Clocks — (13)

20 Bill gates — (19)

Table 2: Comparison of the Top 20 visual clusters detected through image clustering (manually labelled) on YouTube
and Rumble. The presence of a checkmark signifies that the topic appears in the top 20 visual themes of left-wing,

center, or right-wing podcasts.

to a specific number.

Finding clusters of widely used visual elements.
To determine the most commonly used visual clus-
ters across various channels, we start by identifying
the clusters that appear in the highest number of
channels for each dataset. Starting from the high-
est ranked clusters for each dataset, three authors
of this paper examine 20 randomly sampled im-
ages (or the entire set if a visual cluster comprised
< 20 images) and labeled the clusters based on
the codebook provided in Appendix C. This pro-
cess is repeated until we have a definitive list of
the top 20 visual clusters for each dataset, where
we do not include clusters that are primarily com-
posed of frames without meaningful visual content
(e.g., black screens or solid colors, including those
showing only a channel logo).

Top visual clusters of Rumble and YouTube. Ta-
ble 2 displays the most frequently used visual clus-
ters across Dyympie and Dyoytupe, and their align-
ments with those in Dgjiticqi. Figure 8 shows top-
10 clusters for each platform. For D1, We ob-
serve that the most prevalent visual clusters align
with our earlier findings, focusing predominantly
on political figures. Notably, while the majority of
politicians are associated with the left-wing (e.g.,
Joe Biden, Kamala Harris, and Hillary Clinton),
we also see politicians and political commentators
that are recognized for their right-wing perspec-
tives (i.e., Tucker Carlson, Ron DeSantis, and Rand
Paul). We also observe that the majority of the vi-
sual elements of Canadian politics topic are related
to Justin Trudeau. We also observe numerous anti-
vaccine-related news items in the Covid-19 News
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topic. Additionally, we encounter a visual topic
related to Anthony Fauci, the former Chief Med-
ical Advisor to the President during the COVID-
19 pandemic, who has been a target of criticism
from right-wing figures, including former President
Trump himself (Collins and Liptak, 2020). Inter-
estingly, Bill Gates also appeared among the top
20 visual clusters of Rumble, who has been at the
center of COVID-19 related conspiracy theories de-
ployed by the right-wing (McNeil-Willson, 2022).
Comparing these findings with the top 20 visual
clusters from Dicfs, Dyights and Deepger, we find
alignments of 10%, 40%, and 0% respectively. This
suggests that Rumble’s podcasts exhibit meaning-
fully more visual commonalities with right-wing
podcasts.

Our results from Dyoytupe’s most widely used
visual clusters also align with our previous find-
ings, as these visuals consist of mostly apolitical
and more mainstream themes (e.g., cartoons, bas-
ketball court, and Kardashians). When comparing
these results to the top 20 most widely used visual
clusters in Dpojiticar, We find 5% alignment with
Diege, 10% with Dyjgpe, and no alignment (0%)
with Deepter

Takeaways. Rumble podcasts’ visual content is pri-
marily political, with popular visual clusters align-
ing closely with right-wing podcasts. We observe
that these clusters predominantly feature political
figures. While these clusters largely showcase left-
wing politicians, the political commentators within
them are typically associated with right-wing view-
points. One possible explanation for this could be
the dominance of the Democratic Party in the US



government during the majority of our dataset’s
timeline. This may suggest that Rumble’s podcasts
use visuals of these politicians while critiquing
them, stimulating their viewers beyond merely us-
ing audio. On YouTube, we consistently find a
dominance of apolitical visual clusters, aligning
with our prior observations. This contrast further
underscores Rumble’s non-neutral political stance.

6 Discussion & Conclusion

In this paper, we present the first large-scale data-
driven study on podcast videos, where we analyzed
the audio-visual content of popular Rumble and
YouTube podcast channels, focusing on their po-
litical leanings. We present a methodology that
can use multimodalilties for understanding video
podcast content. Our analysis of over 13K podcast
videos demonstrates a right-wing bias in Rumble’s
content, which sharply contrasts with YouTube’s
more apolitical content. This dichotomy highlights
the role of platforms in either reinforcing or chal-
lenging existing political narratives. Our findings
suggest that Rumble’s video podcast content is pre-
dominantly right-wing content, potentially creating
a distinct echo chamber effect (Efstratiou et al.,
2023). This phenomenon is critical to understand,
as it potentially exacerbates societal polarization in
a yet underexplored area, e.g., podcasts.

Our findings also emphasize the need to consider
both audio and visual elements in media studies.
While textual content has been extensively ana-
lyzed in social media research, through this work,
we emphasize the need to consider both audio and
visual content when studying podcast videos, as
cues from both modalities can be useful for under-
standing political leanings. Furthermore, our study
makes a valuable contribution to digital humani-
ties by demonstrating how a multimodal, computa-
tional data analysis pipeline can deepen our under-
standing of cultural and political narratives in digi-
tal media. By integrating advanced speech-to-text
transcription, transformer-based topic modeling,
and visual content analysis, our approach bridges
computational methods with humanistic inquiry.
This methodological innovation not only expands
the digital humanities toolkit but also provides a
blueprint for exploring how audio, visual, and tex-
tual cues collectively shape public discourse and
societal ideologies in emerging digital platforms.
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6.1 Limitations

This work is subject to certain limitations. First,
the data collection was not conducted live, which
means some content may have been missed. Fur-
thermore, as we rely on content creators’ label-
ing to create our initial set of podcast videos, we
might miss some podcast videos that are not la-
beled by their creators. Our reliance on tools like
faster-whisper, BERTopic, and CLIP, could intro-
duce errors due to their inherent limitations, e.g.,
Whisper is known for hallucinating content (Mittal
et al., 2024; Koenecke et al., 2024) and BERTopic
can generate higher number of outliers than ex-
pected (Egger and Yu, 2022). These factors should
be considered when interpreting our findings.

Our analysis has other limitations. For instance,
our labeling of the visual clusters in Rumble and
YouTube podcasts was mainly guided by our do-
main knowledge, yet some channel owners might
challenge our categorizations. Another limitation
of our study involves assessing how the content of
Rumble and YouTube podcasts aligns with polit-
ical orientations without analyzing the sentiment
of this content. While this methodology was in
line with our research objectives, it is important to
recognize that including sentiment analysis might
have offered additional insights into the emotional
tone and impact of the podcast content. Finally, our
results are based on popular podcast videos from
Rumble and YouTube and should not be general-
ized to video podcasts as a whole.

Ethics statement. Our project, which exclusively
uses publicly accessible data and does not involve
human subjects, is not classified as human subjects
research according to the guidelines of our institu-
tion’s Institutional Review Board (IRB). We adhere
to established ethical standards in social media re-
search and the application of shared measurement
data. Additionally, we only use third-party mod-
els with publicly available licenses. We do not
anonymize people if they are public figures (i.e.,
podcast channel owners on YouTube or Rumble).
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A

Language verification for podcasts. In addition
to our initial step of excluding non-English chan-
nels and playlists, following previous work (Clifton
et al., 2020), we run language detection on podcast
video descriptions. For this purpose, we use langde-
tect library (Danilak, 2021), which is a Python im-
plementation of Google’s languagedetection library
in Java. We also remove URLs from video de-
scriptions before running language detection. Dur-
ing a manual inspection of videos flagged as non-
English, we observe that these videos have short
descriptions (e.g., social media platforms and their
URLSs) that could cause mislabeling their languages.
Consequently, we conduct a manual inspection of
these videos and videos with no description, and
exclude “Monarky” channel from Rumble, due to
its content being in a language other than English.

— YouTube
Rumble

160 320 640 1280

Topic Rank

2560 5120 10240 20480 40960

Figure 4: CDF of the proportion of sentences covered
cumulatively at each topic rank in YouTube and Rumble
podcast videos. Topic ranks start at 20 and increase
exponentially.

B

Misalignment analysis. To further solidify our
findings for RQ1, we analyze the differences in
word usage between Di.ympe and Dyoytupe. T
do this, we leverage the methodology proposed by
Milbauer et al. (Milbauer et al., 2021), which trains
word2vec models for each community, and aligns
their words using a linear translation function Mul-
tiCCA (Ammar et al., 2016). If a community’s
word projection does not match the same word in
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YouTube | Rumble
Channel # Views  #Podcasts  Avg. Views \ Channel # Views  #Podcasts  Avg. Views
H3 Podcast 183M 108 1.7M | The Dan Bongino Show 133M 576 231K
Philip DeFranco 143M 156 918K Steven Crowder 42M 212 198K
rSlash 111M 223 500K | The Post Millennial 13M 10 1.3M
No Jumper 107M 465 231K RepMattGaetz 9.7M 45 216K
Bailey Sarian 10M 34 3M TateSpeech by Andrew Tate 7.8M 3 2.6M
IMPAULSIVE 8OM 39 2M The JD Rucker Show 7.3M 38 194K
REVOLT 88M 61 1.4M | The Charlie Kirk Show 5.M 215 26K
YMH Studios 7™ 130 598K | The Rubin Report 5.0M 174 28K
Gecko’s Garage - Trucks For Children 70M 42 1.6M Glenn Greenwald 4.8M 24 201K
FLAGRANT 67TM 51 1.3M HodgeTwins 4.6M 152 30K
Dr. Sten Ekberg 64M 50 1.3M Senator Ron Johnson 4.5M 1 4.5M
Lex Fridman 64M 59 IM Devin Nunes 4.2M 64 66K
The 85 South Comedy Show 63M 45 1.4M | vivafrei 42M 178 23K
NBC News 61M 313 196K Dinesh D’Souza 4.1IM 208 20K
The Pat McAfee Show 58M 161 365K | Russell Brand 4.0M 48 83K
FreshandFit 55M 226 246K | TheSaltyCracker 3.8M 62 62K
Critical Role 51IM 26 1.9M Ben Shapiro 3.2M 297 10K
CinnamonToastKen 47M 41 1.IM TimcastIRL 3.M 326 9K
Jordan B Peterson 47M 43 M The Trish Regan Show 29M 190 ISK
48 Hours 46M 10 4.6M Joe Pags 2.4M 134 18K

Table 3: Top 20 podcast video channels of YouTube and Rumble, by their cumulative views, total number of videos,

and average views.
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Datasets

Right

40 80 160

Top N Topic
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Figure 5: Heatmap illustrating the normalized cosine
similarities among the top N topic centroids of Rum-
ble versus left-wing, center, and right-wing podcasts.
Darker shades denote greater centroid cosine similarity.

Rumble YouTube Alignment
Republicans Democrats 0.8787
Democrat Republican 0.7717
Dems Democrats 0.6986
Leftists Right-wingers 0.6231
Hillary Clintons Trumps 0.5761
Pro-choice Pro-life 0.5560
Progressive Conservative 0.5190
Pro-Trump Anti-Trump 0.4732
Witch Hunt January 6th 0.4571

Table 4: Identified misaligning word pairs between pop-
ular podcast channels of YouTube and Rumble.

another community, we consider these words are
misaligned. This way, by identifying misaligned
word pairs with political meanings, e.g., Demo-
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Figure 6: Scatter plot showing right-wing and left-wing
similarity distributions for the top 320 topics in pod-
cast videos of popular YouTube and Rumble podcast
channels, with R-squared and slope values from linear
regression.

crat’s usage of “Republican” and Republican’s us-
age of “Democrat, ” we can have an understanding
of a community’s political positioning.

Training. We follow the preprocessing steps pro-
posed by Milbauer et al., where we tokenize each
sentence, remove hyperlinks, and lowercase all
characters. Next, we train Word2Vec skip-gram
models (Mikolov et al., 2013) for Dyoytupe and
D ymuie using 100 dimensions and a maximum vo-
cabulary of 30,000 words. We anchor the top 5K
common words of these datasets and translate them
using MultiCCA.

Results. Table 4 presents identified misaligning
word pairs between Dy oytupe and Dyympie, along
with their cosine similarities. Similar to our previ-
ous example, we find many misaligning word pairs
in the context of “Democrats vs Republicans.” This
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Figure 7: CDF of the representative frames for each
podcast video for each dataset. We see center leaning
podcasts use less variety of visual elements compared
to other datasets.

is evident from Republicans & Democrats, Demo-
crat & Republican, Dems & Democrats, Leftists
& Right-wingers, Hillary Clintons & Trumps, Pro-
gressive & Conservative, and Pro-Trump & Anti-
Trump word pairs.

Additionally, we identify Pro-choice & Pro-life
and Witch Hunt & January 6th pairs, which fur-
ther indicate that D, aligns with general right-
wing narratives on these topics (McCarthy, 2022;
gop.gov, 2024; Sherman, 2024). Overall, these
results further solidify our findings from RQI,
demonstrating that Rumble’s podcast content ex-
hibits a pronounced right-wing bias, a trend that
remains evident even when compared to YouTube’s
predominantly apolitical content.

C

C.1 Codebook for Visual Element Clustering
and Labeling

The goal of this codebook is to provide a systematic
approach for labeling the top 20 clusters of visual
elements identified in this study. The process in-
volves collaboration among three researchers and,
when necessary, external validation through online
resources.

Cluster Elimination Criteria. Clusters were ex-
cluded from labeling if they lacked meaningful
content. A cluster was considered meaningful if it
contained distinguishable and recognizable visual
elements. This was determined by the consensus
of the three researchers.

Labeling Process. Our codebook involves three
different cases for the labeling process.
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C.1.1 Consensus Labeling.

A cluster is labeled when all three researchers reach
an agreement on the appropriate label.

1. Each researcher independently analyzes the
cluster and proposes a label.

2. The label is finalized if all researchers agree.

C.1.2 Partial Agreement.

If at least one researcher is unable to label the
cluster, but the remaining researchers agree on a
label, further validation is sought through online
resources.

1. Perform a Google search query based on the
proposed label.

Check for a corresponding Wikipedia page or
other reputable sources.

. If validation is confirmed, the proposed label
is accepted.

C.1.3 No Initial Agreement.

If none of the researchers can label a cluster, exter-
nal validation is sought through investigating the
source videos of the visual elements.

1. Investigate source podcast videos to gather
more information about the visual elements in
the cluster.

Based on the findings from the investigation,
conduct a Google search query.

Validate the information with a Wikipedia
page or another reputable source, if applica-
ble.

Assign a label based on the validated informa-
tion.



Figure 8: Comparison of visual topics between Youtube and Rumble, extracted through clustering, showing top-10
clusters for each platform (Refer to Table 2).
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Abstract

We consider the textual profiles of different fan-
fiction maturity ratings, how they vary across
fan groups, and how this relates to reader en-
gagement metrics. Previous studies have shown
that fanfiction writing is motivated by a combi-
nation of admiration for and frustration with the
fan object. These findings emerge when look-
ing at fanfiction as a whole, as well as when it
is divided into subgroups, also called fandoms.
However, maturity ratings are used to indicate
the intended audience of the fanfiction, as well
as whether the story includes mature themes
and explicit scenes. Since these ratings can be
used to filter readers and writers, they can also
be seen as a proxy for different reader/writer
motivations and desires. We find that explicit
fanfiction in particular has a distinct textual pro-
file when compared to other maturity ratings.
These findings thus nuance our understanding
of reader/writer motivations in fanfiction com-
munities, and also highlights the influence of
the community norms and fan behavior more
generally on these cultural products.

1 Introduction

Fanfiction is typically defined as transformational
works of text that build upon an existing storyworld
(Thomas, 2011). Fanfic, as it is commonly known,
exists in a dynamic, reciprocal relationship with
the community who produce it. In one sense, fans’
desires, norms, and values are shared in the form
of written (generally narrative) discourse; this dis-
course in turn shapes the norms and values of the
community over time (Busse, 2017; Tosenberger,
2014; Black, 2006; Evans et al., 2017). As such,
the study of fanfiction is simultaneously the study
of fans.

A unique feature of fanfiction as a linguistic
artifact is that it is regularly accompanied by
community-produced metadata related to the con-
tent of the text, including proposed maturity ratings
which indicate suggested readership.
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In this study, we are interested in how the ma-
turity ratings added by the author and used by
users to filter their searches might express different
reader/writer desires and motivations through their
textual makeup.

We know that fanfiction from different fandoms
differ with respect to their linguistic features but
are texts with more explicit maturity ratings also
written differently from those suitable for general
audiences? If so, what are these differences and
does this constitute an explicit style? Are there
some aspects of fanfiction culture that transcend
the norms of the specific communities and can be
said to generalize across separate fandoms?

1.1 Related Works

Traditionally, research on fanfiction and fans more
generally has been developed from a qualitative and
ethnographic perspective (Barnes, 2015). These
early studies showed that fanfiction writing is moti-
vated by an admiration for and frustration with the
source material (Jenkins, 1992; Pugh, 2005).

However, the prevalence of fanfiction texts on-
line has led to an increasing interest in quantitative
studies of fanfiction (Yin et al., 2017). The studies
are often focused on either predicting the textual
traits of popular or successful stories (Mattei et al.,
2020; Nguyen et al., 2024; Sourati Hassan Zadeh
et al., 2022; Jacobsen et al., 2024), or identifying
and analyzing gender dynamics in the texts (Milli
and Bamman, 2016; Neugarten, 2024; Yang and Pi-
anzola, 2024). Ultimately, though, there remains a
relative scarcity of literature looking to understand
fanfiction as a textual phenomenon.

Recent research from a computational perspec-
tive has provided additional evidence that writers
are motivated by a complex combination of admi-
ration and frustration (Jacobsen and Kristensen-
McLachlan, 2024). Fanfic writers attempt both
to imitate the source material from which they
are drawn, while simultaneously preferring writing

Proceedings of the 5th International Conference on Natural Language Processing for Digital Humanities, pages 63—72
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styles that break this mold in specific ways. The re-
sult is that community-preferred fanfics are less in-
formationally dense and more focused on conversa-
tion and here-and-now interaction. In other words,
fanfiction has some general genre traits upon which
community-specific preferences and writing styles
are super-imposed. Nevertheless, it is unclear how
or how much this argument is potentially compli-
cated by the existence of maturity ratings.

1.2 Multidimensional Analysis

The explicit link between the form of the text and
the intention of the authors is only possible by ex-
tracting linguistic features which have concrete and
readily apparent interpretations. To this end, we
draw on Biber’s Multidimensional Analysis (MDA)
(Biber, 1988) to study variation across four distinct
dimensions of functional variation in the English
language.

With MDA, a representative excerpt of a text is
tagged for presence of specific clusters of lexico-
grammatical linguistic features. These features are
argued to be functionally motivated, meaning the
use and prevalence of each of these features serves
some kind of communicative, cognitive, or social
function in the text (Dik, 1997a,b; Halliday and
Matthiessen, 2013). The distribution of these func-
tional clusters across texts in a corpus allows us to
describe the structure of texts along several dimen-
sions of variations.

MDA has a long history and has been widely
adopted across multiple different textual registers
and genres (Biber, 1993; Biber and Egbert, 2016;
Grieve and Woodfield, 2023; Staples et al., 2020);
and across multiple different languages (Biber,
1995; Biber et al., 2006; Sardinha et al., 2014;
Xiao, 2009; Yao et al., 2024). Recently, the theo-
retical basis of MDA has been revised to include
not only grammatical features but also to account
for the distribution of semantically related lexical
clusters, in the form of so-called Lexicalized MDA
(Sardinha and Fitzsimmons-Doolan, 2025). De-
spite the underlying natural language processing
(NLP) being somewhat basic from a contemporary
perspective, MDA continues to be a robust and pro-
ductive paradigm for studying variation within and
across registers, not least of which is fanfiction.

In our work, we draw on the standard dimensions
of variation in English regularly described by MDA
(Biber, 1988, 1989). Table 2 provides a summary
of some of the respective features which define
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these dimensions and the purpose they serve within
the texts. As we will see later, the accuracy and
interpretation of these labels can be questioned.

2  Methods
2.1 The Corpus

Our corpus comprises fanfiction from three large,
established fandoms based on fantasy novel series.
These are Harry Potter (HP) by Rowling (1997),
Percy Jackson and the Olympians (PJ) by Riordan
(2005), and Lord of the Rings (LOTR) by Tolkien
(1954). The fanfics were collected from online fan-
fiction repository Archiveofourown.org (AO3), in
accordance with their terms of service'. This cor-
pus was first presented in Jacobsen and Kristensen-
McLachlan (2024), which features a more in-depth
description of the data collection process.

The corpus includes metadata from AO3, includ-
ing the associated maturity ratings given by authors
of the fanfic. On AO3 it is a mandatory to add a ma-
turity rating when uploading a text to the platform.
The default rating is "Not Rated" and then authors
can choose to change the rating to either "Gen-
eral Audiences" (GA), "Teen and up Audiences"
(Teen), "Mature", and "Explicit". According to
AO3’s FAQ, the ratings are based on the following
definitions:

General Audiences The content is un-
likely to be disturbing to anyone, and is
suitable for all ages.

Teen And Up Audiences The content
may be inappropriate for audiences un-
der 13.

Mature The content contains adult
themes (sex, violence, etc.) that aren’t as
graphic as explicit-rated content.
Explicit The content contains explicit
adult themes, such as porn, graphic vio-
lence, etc.

We excluded any fanfic tagged with Not Rated
as we wanted texts where the author and reader
both made intentional choices as to the content of
the text. The final corpus is summarized in Table 1.

Using the same feature extraction and statisti-
cal method as Jacobsen and Kristensen-McLachlan
(2024), we wish to characterize the textual profiles
of fanfiction texts with different maturity ratings

1https: //archiveofourown.org/tos
2https: //archiveofourown.org/faq/tags
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Figure 1: Density distributions of three engagement metrics across maturity ratings. Hits is the number of times a
fanfiction has been opened, kudos is analogous to the number of likes, and the kudos/hits ratio is the number of

kudos divided by the number of hits times 100.

Table 1: Summary of the corpus

HP PJ LOTR
GA 51,441 6,888 6,315
Teen 74,779 3,261 7,128
Mature | 45,606 1,465 1,636
Explicit | 48,799 1,838 1,488
Total 220,625 12,879 17,140

to further understand the fans and their motivation
for reading and writing fanfiction. In that particu-
lar paper, reader engagement metrics are modeled
directly on the dimension scores based on Biber’s
MDA, with no consideration given to the effect of
maturity ratings on the relationship between dimen-
sion scores and reader engagement.

However, when looking at the engagement met-
rics for the different maturity ratings, a clear and
perhaps somewhat surprising pattern emerges. On
Figure 1, density distributions for three different
engagement metrics often employed in studies of
fanfiction are visualized for each of the maturity
ratings. The three engagement metrics are, respec-
tively, the number of hits (i.e., the number of times
a fanfic has been opened by a user), the number of
kudos (i.e., the number of likes), and the kudos/hits
ratio used in (i.e., the number of kudos divided by
the number of hits - referred to subsequently as the
K-H ratio).

The figure shows that across maturity ratings,
Explicit fanfiction generally has a lower K-H ra-
tio compared to the other ratings. This is despite
Explicit fanfiction being a popular and appreciated
genre as visible on the distributions for hits and
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kudos, where the rating lies above the others as the
numbers increases, especially for hits.

The K-H ratio is intended to balance the raw
number of hits and kudos for a fanfiction, with
the goal of removing or minimizing the effect of
time and general popularity. However, as shown
on Figure 1, it can be seen how it devalues the
appreciation for Explicit fanfiction. Since a fanfic
can only receive one kudos per user but multiple
hits upon revisits, Explicit fanfics generally have a
lower K-H ratio simply because they are revisited
more. This is problematic inasmuch as it introduces
bias into most studies on the style of popular and
successful fanfiction texts, especially as Explicit
fanfiction texts constitute a substantial amount of
fanfiction of the corpus, as illustrated in Table 1.

This dynamic in the engagement metric moti-
vated the current study to add nuance to the way
quantitative studies conceptualize the writing style
of popular or successful fanfiction, as the role of the
fans and their desires need to be accounted for. As
such, this study focuses on understanding how the
norms of fan communities influence how fanfiction
is written.

2.2 Feature Extraction

As Biber’s original MDA method is not publicly
released, we used the Multidimensional Analysis
Tagger (MAT) as developed by Andrea Nini (Nini,
2019). Nini’s MAT is based on the grammatical
features as described in Biber (1988).

The tagger takes a corpus of text excerpts and
tags them for each of the included linguistic fea-
tures. Afterwards, it uses the prevalence of the
different features to score each text on each of the



Table 2: Summary of dimensions of variation established using MDA. Modified from Jacobsen and Kristensen-
McLachlan (2024) and Nini (2019)

‘ Examples of Features

Informational: Dense and careful informa-

Involved: Affective and intertactional

Distinguishes between texts with a narra-

Context-dependent: Receiver must use
context to infer what time and place is be-

Context-independent: The referents in the
text are made explicit and thus not depen-

Informational: type/token-ratio,
prepositions, nouns

Involved: first and second
person pronouns, contractions,
present tense, emphatics

Past tenses, third person pro-
nouns, perfect aspects, public
verbs

Context-dependent: time adver-
bials, place adverbials, general
adverbs

Context-independent. wh- rela-
tive clauses on object position,

‘ Summary ‘ Short Description
D1 | Involved / Informa-
tional Discourse tion integration.
style, like conversations
D2 | Narrative Concern
tive focus from others
D3 | Context-
(in)dependent
Referents ing referred to.
dent on the context
D4 | Overt Expression of
Persuasion
to persuade the receiver are made

dimensions of functional variation.

This means that for each fanfiction, we have
a score for the degree of Involved versus infor-
mational discourse (D1), the degree of Narrative
Concern (D2) in the text, the degree of Context-
(in)dependent Referents (D3), and the degree of
Overt Expression of Persuasion (D4). Dimensions
5 and 6 were excluded, as their robustness and
usefulness for fanfiction has been questioned (Ja-
cobsen and Kristensen-McLachlan, 2024).

Although this is a dictionary-based approach,
we argue that the value in functionally motivated
features and the subsequent clear understanding of
why the fanfiction texts might be written in this way
up-weighs the downsides one might otherwise see
with dictionary-based approaches.

2.3 Statistical Analysis

For the statistical analysis, we created a series of
linear mixed effects models to test for the effect
of maturity ratings and fandom on the different
dimension scores. Linear mixed effects models are
a useful tool in this specific case, as these types
of models perform in robust and predictable ways
even with imbalanced data (Snijders and Bosker,
2011; Meteyard and Davies, 2020).

The degree to which the sender’s opinion
is overtly expressed and/or overt attempts
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wh- relative clauses on subject
position, nominalizations

Infinitives, prediction modals,
suasive verbs, necessity modals

Additionally, since one author can be in the
dataset multiple times if they have posted multiple
fanfics that fit the search criteria, a regular linear
regression is not possible, as it will violate the as-
sumption of independence of data points. Mixed ef-
fects models instead offer a way to explicitly model
the fact that authors can occur multiple times in the
dataset by adding random intercepts. As such, they
account for these repeated measures when estimat-
ing the effects.

Using the package ImerTest (Kuznetsova et al.,
2017) for R (R Core Team, 2023), we created a
linear mixed effects model for each of the four
dimensions of variation, which sought to predict
the dimension scores for the given dimension from
an interaction between the fandom (HP/LOTR/PJ)
and the maturity rating (GA/Teen/Mature/Explicit).

Word counts and publication dates were scaled
and added to the models as control variables. A
random intercept was added for author. The model
therefore looked as follows:

Dimension ~ maturity rating x fandom +
word count + published date + (1|author)
(1)



D1: Informational/Involved

D2: Narrative Concern

7.0

6.5+

6.0

5.5

5.0

o T T T T T
= o % 2 > & @
[e] Q& Q N R Q < K “
3 & & & R & & & R
2 S & < < N & ~ < Fandom
o s \s s \d
@ Q}’b on Q}’b GQQ -- HP
[} S &
2 Q\?«\ ® Q‘TQ -~ LOTR
A Q e
e 2 <@ PJ
&
§ D3: Context-(In)Dependent D4: Overt Persuasion
1.5
1.24 =
104 %
1.44
1.69 0.5+
3 3 @ X % % @ R
& & & & & & & &
& & ~ < & & < <&
N N N N
s \s Na \s
& RN Q}’b RN
<z§g) Qb & ﬁ\b
© \§ S ¥
N &
g <D

Maturity Rating

Figure 2: Mean and standard error for the dimension scores across maturity ratings and fandoms.

This means that for each of the four dimension
of variation, the estimated difference between ma-
turity ratings across fandom groups will be found.

3 Results

The findings are visualized on Figure 2, which
shows the mean dimension score for each maturity
rating across fandoms. A regression table showing
the specific outputs from the models can be seen in
Table 3.

From a visual inspection, there is a clear change
from GA to Explicit for each of the dimensions,
which is present across all three fandoms. Most
strikingly, the Explicit group looks quite distinct
in its textual profile compared to the other groups.
The following model summaries allow us to disen-
tangle these visual patterns more definitively.

The findings for Involved versus Informational
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Discourse (D1), shows five significant main effects
and one significant interaction effect. With GA
fanfics as a baseline, Teen fanfics are slightly more
involved, while Mature fanfics are more informa-
tional, and Explicit fanfics are the most informa-
tional. The one significant interaction effect shows
that LOTR has a slightly smaller difference be-
tween GA and Explicit fanfics as compared to HP
and PJ. Worth noting then is that the general pat-
tern of change in maturity ratings remains similar
across groups despite the fandoms having signif-
icantly different levels of Involved/Informational
Discourse (D1).

The model for the second dimension, which de-
scribes the degree of Narrative Concern (D2) in
the texts, shows four significant main effects and
two significant interaction effects. For the main
effects for maturity ratings, compared to GA, Teen
shows no difference, whereas Mature has a slightly



Table 3: Estimates for model (1) for each dimension of variation

Dimension 1 ‘ I} SE  t-value p-value
Teen 0.18 0.046 3.84 <0.001%*
Mature -0.84 0.054 -15.56 <0.001*
Explicit -239  0.057 -42.86 <0.001*
LOTR 247 013 -185 <0.001*
PJ .35 0.12 11.57 <0.001*
Teen:LOTR -0.35  0.18 -1.94 0.052

Mature:LOTR | -0.018 0.24 0.072 0.94
Explicit:LOTR | 0.84 0.24 3.58 <0.001*

Teen:PJ -0.21 0.14 -1.44 0.15
Mature:PJ 0.093 0.23 0.40 0.69
Explicit:PJ -0.31 0.25 -1.22 0.22
Dimension 2 ‘ I5} SE t-value  p-value
Teen 0.023 0.022 1.05 0.29
Mature 034 0.025 1344 <0.001*
Explicit 1.15 0.026 43.79 <0.001*
LOTR 0.24 0.063 3.84 <0.001*
PJ -0.18 0.55 -3.29 <0.01*

Teen:LOTR 0.16 0.09 1.85 0.065
Mature:LOTR 0.29 0.11 2.55 <0.05%*
Explicit:LOTR | 0.081 0.11 0.73 0.46

Teen:PJ -0.13  0.068 -1.91 0.056

Mature:PJ -0.26  0.11 239 <0.05*
Explicit:PJ -0.15  0.12  -1.29 0.20

Dimension 3 ‘ 15} SE  t-value p-value
Teen -0.10 0.015 -6.72 <0.001*
Mature -0.17 0.017 -9.63 <0.001%*
Explicit -0.37 0.018 -20.51 <0.001%*
LOTR 0.10 0.041 249 <0.05*
PJ -0.34  0.037 -936 <0.001*

Teen:LOTR -0.011 0.059 -0.19 0.85
Mature:LOTR | 0.034 0.079 0.43 0.67
Explicit:LOTR | -0.029 0.075 -0.38 0.70

Teen:PJ 0.083 0.047 1.78 0.075
Mature:PJ 0.11  0.074 152 0.13
Explicit:PJ 0.040 0.081 0.49 0.62
Dimension 4 ‘ I} SE  t-value p-value
Teen 0.013 0.020 0.67 0.51
Mature -0.19 0.023 -844 <0.001%*
Explicit -0.68 0.023 -28.68 <0.001*
LOTR -0.12  0.054 -2.13 <0.05*
PJ 0.30 0.048 621 <0.001%*
Teen:LOTR 0.12  0.078 1.58 0.11

Mature:LOTR 0.15 0.10 1.4772 0.14
Explicit:LOTR | 0.25  0.099 2.49 < 0.05%

Teen:PJ -0.13 0.062 -2.15 <0.05%*
Mature:PJ -0.34 0.098 -343 <0.001*
Explicit:PJ -0.16 0.11 -1.50 0.13
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higher degree of narrative concern and Explicit fan-
fiction has the greatest degree of narrative concern.

Looking at the interaction effects, there is again
generally the same pattern of change in maturity
ratings across fandoms. The only exceptions occur
in the Mature category for PJ and LOTR, which
compared to HP, respectively, have a greater de-
gree and lesser degree of Narrative Concern when
compared to their respective GA fanfics.

For the third dimension, Context-(in)dependent
referents, we find only significant main effects and
no interaction effects. This means that although the
different fandoms have distinct levels of context-
dependence, across the maturity ratings the degree
of change is similar. As the maturity ratings go
from GA to Teen, Mature, and Explicit, so do
the referents in the texts become more context-
dependent. This means that fanfics become more
here-and-now oriented.

This is surprising, as more context-dependent
referents (low D3 score) are typically associated
with a more involved style (high D1 score) (Nini,
2019) but we find the opposite pattern across matu-
rity ratings.

For the fourth and final dimension, Overt Ex-
pression of Persuasion, we find four main effects
and three interaction effects. For the maturity rat-
ings, there is no difference between GA and Teen
fanfics. Mature fanfics, however, have less overt
persuasion than GA, and Explicit continues that
trend with the least overt persuasion.

The interaction effects indicate that these pat-
terns are slightly dependent on the fandom. Specif-
ically, for LOTR, the Explicit group has a positive
interaction effect meaning less difference between
GA and Explicit than for HP. For PJ, there are
two significant interaction effects. These show that,
compared to GA fanfics in PJ, Teen and Mature
show even less overt persuasion than Teen and Ma-
ture from HP and LOTR.

So, in contrast to the other dimensions where
the change across ratings was similar, we find that
the different maturity ratings in PJ have a quite
different change in Overt Expression of Persuasion
(D4) than the other two fandoms.

4 Discussion

These findings indicate that although general pref-
erences can be found across fandoms, what is de-
sired from one’s fanfiction is quite dependent on
the flavor of fanfiction that is sought out by the
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reader.

Explicit fanfiction is so clearly distinct from the
other three maturity ratings in ways that, for the
most part, are similar across groups. This particular
result alone adds significant nuance to the estab-
lished conception of fans’ desires (Jacobsen and
Kristensen-McLachlan, 2024; Nguyen et al., 2024;
Sourati Hassan Zadeh et al., 2022), both as writers
and readers. Specifically, the general focus on char-
acters and their interpersonal relationships are still
generally present, but the way these interactions are
characterized changes drastically dependent on the
genre of fanfiction. The writing style of the fanfics
are thus not only dependent on the source material
of the specific fandom. Instead, there are norms
that transcend the individual community as to how
specific "genres" are to be written, regardless of the
specific fandom.

For Explicit fanfiction, the greater information
presentation is situated within the story’s context
which is subsequently what creates the unique com-
bination of dimension scores, i.e., both informa-
tional discourse and context-dependent referents.
The texts are descriptive and action-focused but not
necessarily meant to drive a plot or be carefully
planned. The action and the descriptions are fo-
cused on the here-and-now, indicating that charac-
ter interaction is still the main focus of these texts,
but the way character interactions can be focal to
a story is not only confined to dialogue. In these
cases, the actions speak louder than the words.

These findings also call for a nuanced interpreta-
tion of the different labels for the four dimensions
of variation. Explicit fanfiction is not typically
known to be a genre that is, for example, plot-
driven, which one might otherwise expect based
on the greater degree of Narrative Concern (D2)
within the texts.

In their overview of so-called pornographic
transformative works, Joseph et al. (2024) not only
show the myriad of ways fans re-contextualize the
source material, they also highlight that Explicit
or pornographic fanfiction often has a lesser focus
on plot. This is sometimes known within fandom
as PWP fics or "Porn without Plot" / "Plot, What
Plot?" fanfics (Joseph et al., 2024), highlighting
how both readers and writers of fanfiction go into
texts well knowing what to expect.

As such, Biber’s Narrative Concern (D2) does
not necessarily only cover "narrative" in the classic
sense of plot and story structure. What this study



shows is that these dimensions also lend themselves
to further interpretation. For example, Dimension
2 can also be understood as a focus on character
movements and actions.

5 Conclusion

Together, this study paints a picture of Explicit
fanfiction as standing out from those with lower
maturity ratings. It appears to be a genre of its own
with a conventional focus on descriptions, actions,
and here-and-now orientation. The patterns of di-
mension scores found for Explicit fanfiction are
unusual in that they combine features that are not
usually correlated in earlier work.

Explicit fanfiction thus nuances the findings
from previous quantitative studies that take a more
general look at fanfiction. While it is true that fans
in general might prefer fanfiction stories with a
more involved style and less narrative focus, the
different maturity ratings show us that fans’ moti-
vation for reading and writing fanfiction is as much
colored by the source material they build upon as
it is on the distinct genre of fanfiction they wish to
contribute with.

When taken together with the bias that engage-
ment metrics might incorporate towards Explicit
fanfiction, it is crucial that future research take
these dynamics into account when making state-
ments about the writing style of successful or pop-
ular fanfiction.

6 Limitations

This paper has focused on a small subsection of
available fanfiction. All three fandoms included
in the study center around Western media, specif-
ically fantasy novel series. As such, the analysis
could benefit from a wider and less Western gaze
on fanfiction to better understand the genre as a
whole. Especially since this analysis has shown fan
communities have distinct preferences and norms.

Additionally, as mentioned, Biber’s MDA is a
dictionary-based approach, meaning that findings
are generally confined to what is included in the list
of features compiled by Biber and subsequently in-
corporated into the MAT created by Nini. This
means that a great deal of contextual and gen-
eral knowledge is missing. This kind of world-
knowledge is something which readers of fanfiction
undoubtedly make use of from a cognitive stylistic
perspective when reading and engaging with the
texts (Emmott, 1997; Gerrig, 1993; Herman, 2004;
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Sanford and Emmott, 2012). Taking into account
the community-specific language that is typical in
fan communities, more contextual features could
provide further insight into the specific dynamics
of fanfiction.

Finally, although this study criticizes the bias
potentially introduced by the K-H ratio and other
engagement metrics, there is no statistical analysis
to support this argument. It can be argued that al-
though these maturity ratings differ in writing style,
the general writing style of, say, Explicit fanfiction,
might not be the most preferred within the com-
munities. In other words, a prevalent style is not
necessarily an appreciated one. Further research is
needed to more deeply understand the interactions
between fan preferences and the way it influences
fanfiction writing.

7 Ethics Statement

This study builds upon a corpus of publicly avail-
able texts obtained from the AO3 platform that was
collected in accordance with the terms of service
outlined on their website®. However, we recognize
that for fanfiction there is an added responsibility
pertaining to data stewardship. Fanfiction texts of-
ten deal with personally sensitive topics pertaining
to identity markers as gender and sexuality, as well
as (re)tellings of traumatic experiences which the
fanfiction is written to help process.

While many members of the platform adopt
pseudonyms, it is nevertheless true that, in the case
of quantitative studies of this size that build upon
online data, it is not possible to obtain ethical con-
sent from the fanfiction authors. Additionally, there
is the added complexity of copyright as it pertains
to the authors of the source material.

With these considerations in mind, we opted to
ensure that our research data was treated as per-
sonally sensitive information. It was stored in ac-
cordance with European GDPR legislation and the
access was limited to only the authors of this paper.
As the analysis in this paper is limited to text-level
features that are focused on the form rather than the
content of the texts and removed from any specific
user, any negative impact on specific users should
be mitigated.
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Abstract

Qualitative research often involves labor-
intensive processes that are difficult to scale
while preserving analytical depth. This paper
introduces The AI Co-Ethnographer (AICoE),
a novel end-to-end pipeline developed for qual-
itative research and designed to move beyond
the limitations of simply automating code as-
signments, offering a more integrated approach.
AICOE organizes the entire process, encom-
passing open coding, code consolidation, code
application, and even pattern discovery, leading
to a comprehensive analysis of qualitative data.

1 Introduction

Qualitative data analysis is a crucial research ap-
proach in the humanities, cultural studies, and
social sciences, focusing on the synchronic and
diachronic analysis and interpretation of non-
numerical data such as texts, images, or audio files
to gain insights into complex social phenomena,
cultural expressions, and individual experiences
(Creswell and Poth, 2017; Denzin et al., 2023).
Coding is central to this process, structuring and
interpreting research materials such as interviews,
field notes, or group discussions by systematically
assigning analytically relevant concepts to text seg-
ments or other data forms (Holton, 2007; Bernard,
2011; Harding, 2013; Bernard et al., 2016).
Although coding offers a formalized structure
for data analysis, its application remains context-
specific and flexible, adapting to the nuances of the
research question and subject matter (Elliott, 2018).
In many contexts, specifically in ethnographic ap-
proaches, coding is inherently iterative and closely
tied to an ongoing process of collecting and reflect-
ing on data. Codes evolve dynamically through an
iterative process where they are merged, adjusted,
added, or replaced as researchers engage with the
data, identify patterns, and refine their conceptual
understanding. This process may involve open or
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axial coding, deductively or inductively, quanti-
tatively or qualitatively, and can be centered on
interpretation or description. (Ritchie et al., 2014;
Creswell, 2015; Saldana, 2015).

However, manual coding faces significant limita-
tions. Scalability remains a critical challenge when
researchers encounter larger datasets that require
extensive time and resources to code effectively
(Miles et al., 2019). It also increases the risk of
intra- and intercoder unreliability, just to mention
a few typical challenges. These constraints have
spurred interdisciplinary efforts to automate the
coding process over the past decade. Automated
speech recognition (ASR) has emerged as a signifi-
cant enabler in this landscape, allowing researchers
to efficiently transcribe large volumes of interview
data and prepare them for further analysis and pro-
cessing (Nguyen et al., 2021). Related qualitative
data processing tasks such as text summarization
(Hori et al., 2002; Retkowski and Waibel, 2024b;
Zhang et al., 2024), question answering (Singhal
et al., 2025), and topic segmentation (Zechner and
Waibel, 2000; Retkowski and Waibel, 2024a) have
similarly benefited from computational advance-
ments, providing researchers with tools to condense
information and identify thematic boundaries.

Recently, large language models (LLMs) have
demonstrated new epistemic capabilities to anno-
tate research data, yet with certain limitations,
such as understanding the broader context of codes
(Tuschling et al., 2023; Fischer and Biemann, 2024;
Rasheed et al., 2024; Ziems et al., 2024). In paral-
lel, the concept of Agentic LLMs has emerged, de-
signed to operate autonomously with goal-directed
behaviors (Xi et al., 2023). For example, the Al
Scientist (Lu et al., 2024) showcased an end-to-end
automated workflow for writing scientific papers,
from hypothesis generation, experimental design
and manuscript drafting. This work illustrates the
potential for autonomous agents to manage com-
plex, multi-stage research processes. Inspired by
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these advances, our approach seeks to explore simi-
lar automation in the domain of qualitative research,
also as an alternative to Al-assisted data analysis
with proprietary systems like MaxQDA.

With the Al Co-ETHNOGRAPHER (AICoE), we
introduce a novel end-to-end pipeline that extends
beyond the conventional focus on code assign-
ments. The AICOE is part of a broader infrastruc-
ture for Al-assisted knowledge production, inte-
grating diverse qualitative analysis methods, from
open coding to pattern discovery. Whereas prior
research has largely concentrated on automating
the mapping of codes to text segments, our ap-
proach encompasses a more comprehensive qual-
itative analysis process. The pipeline extends the
capabilities beyond the deductive application of
pre-defined codes. Crucially, it also enables induc-
tive code development and application, a process
where novel codes are developed directly from the
data itself instead of being pre-defined.

2 Related Research

LLM development has spurred transdisciplinary
efforts to automate scholarly work, especially qual-
itative textual analysis (Morgan, 2023; Petersen-
Frey et al., 2023; Fischer and Biemann, 2024; Lu
et al., 2024; Franken and Veprek, 2025), includ-
ing ethnographically focused research (Dippel and
Sudmann, 2023). This builds on a rich history
of computational methods in qualitative research,
from early tools like the General Inquirer (Stone
and Hunt, 1963) and Salton‘s vector space model
(Salton et al., 1975), to machine learning-based an-
notation (Sebastiani, 2002), and open-source plat-
forms like WordFreak (Morton and LaCivita, 2003)
and WebAnno (Yimam et al., 2014). More recently,
Spinoso-Di Piano et al. (2023) introduced the Qual-
itative Code Suggestion (QCS) task, which assists
in coding by providing a ranked list of predefined
codes for a given text passage. To evaluate QCS,
the authors present CVDQuoding, an annotated
dataset of interviews with women at risk of car-
diovascular disease. Human evaluation shows that
their system provides relevant suggestions, high-
lighting its potential as an assistive tool. However,
limitations remain, including a focus on code as-
signment rather than full codebook development
and a lack of evaluation in applied research settings.
Similarly, Ziems et al. (2024) evaluated the poten-
tial of LLMs for automating social science tasks,
focusing on their zero-shot capabilities. Their find-
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ings indicate that LLMs demonstrate proficiency
in both classification and explanation, suggesting
their ability to augment the social science research
pipeline. However, the authors do not recommend
LLMs as a replacement for traditional methods.

3 Methodology

The AI CO-ETHNOGRAPHER is composed of a
comprehensive pipeline underpinned by LL.Ms to
automate key qualitative research processes while
aiming to preserve the interpretative depth central
to ethnography. Building on recent advances in
LLMs, the system mirrors several stages of quali-
tative analysis (see Figure 1): open coding, code
consolidation, code application, and pattern find-
ing. This approach enables scalable and consistent
analysis of large volumes of qualitative data while
mimicking ethnographic research practices.

3.1 Open Coding

A first step can be called open coding, where indi-
vidual interviews are processed separately by the
LLM. By isolating analyses per interview, the cho-
sen research design addresses both the context win-
dow limitations of LLMs and the ethnographic prin-
ciple of maintaining close connection to primary
data. The system may suggest up to N codes per
interview, balancing descriptive and interpretive
coding approaches and, in doing so, automating a
time-consuming element of qualitative analysis.

3.2 Code Consolidation

The code consolidation stage transitions to a global
perspective and synthesizes findings across all in-
terviews into a unified codebook. The synthesis
process analyzes code overlap and merges similar
concepts, culminating in a maximum of up to M
consolidated codes. This stage represents a crucial
bridge between individual narratives and broader
theoretical development, akin to manual axial cod-
ing but computationally scaled.

3.3 Code Application

The pipeline returns to a local perspective in the
code application stage, where each consolidated
code is systematically applied to individual inter-
view transcripts. Unlike existing approaches that
work with limited text fragments (Spinoso-Di Pi-
ano et al., 2023), our system processes the entire
interview for each code', thereby ensuring that

'We note that this approach allows for prompt caching for
a more efficient application of the codes.
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Figure 1: Conceptual Illustration of the Al Co-Ethnographer Pipeline

the full conversational context informs the identi-
fication of relevant passages. This preserves the
crucial ethnographic context of when and where
statements occur. The system maintains connec-
tions between codes and input data through ex-
tracted text segments that can be mapped back to
the original interviews, primarily via unique ex-
act matches or substring matches. In rarer cases
when such a match is unavailable, we instead rely
on a sufficiently large word overlap measure using
ROUGE (Lin, 2004), addressing both the technical
need for systematic analysis and the ethnographic
requirement for contextual grounding.

3.4 Pattern Finding

Finally, the pattern finding stage shifts back to
a holistic perspective, analyzing relationships be-
tween coded segments across the entire set of inter-
views to identify insights. This stage examines co-
occurrence, contextual relationships, and thematic
patterns, automating the transition from coding to
broad theoretical and interpretative understanding.

3.5 Prompt Engineering

The developed prompts (see Appendix A) aim
to emulate standard procedures in qualitative re-
search, specifically in an ethnographic context.
Each prompt corresponds to a phase of analysis and
is structured to ensure methodological rigor. The
scratchpad is important, as it allows the model to ar-
ticulate its step-by-step reasoning, thereby making
it transparent. By emphasizing verbatim text ex-
traction and a strict correspondence between each
extracted segment and the original interview line,
we aim for high inter-rater reliability and trans-
parency. Additionally, optional code descriptions
during codebook development enhance clarity, and
optional context helps guide the research direction.
The max_codes parameter is a technical restriction
to avoid overly lengthy prompts, but in practice can
be adjusted according to factors such as the model’s

context length, its ability to maintain performance
over long contexts, and the number of interviews.
Although these prompts are illustrated with ethno-
graphic interviews, the underlying principle of pre-
cise, code-based textual extraction readily extends
to other qualitative research methodologies.

4 Experiments and Results

The system leverages Llama-3.3-70B (Dubey
et al., 2024) as LLM, though the modular pipeline
design permits integration with any modern LLM.
We evaluate the model on three interviews each
from the CVDQuoding and HiAICS datasets, the
latter being our collection of interviews conducted
as part of an ethnographic analysis with Al re-
searchers. The study participants include both re-
searchers who apply Al practically in their scien-
tific disciplines and those who offer theoretical and
critical analyses of AI’s use in research. The inter-
views were transcribed using the speaker-attributed
ASR system by Nguyen and Waibel (2025).2

4.1 Semantic Relatedness of Codebooks

To evaluate the semantic relatedness between dif-
ferent qualitative codebooks, we developed a novel
framework for systematically comparing code tax-
onomies by specifying the following semantic rela-
tionships between codes:

* (M) Match (1:1) — Defines codes capturing
broadly similar concepts across codebooks,
though they may use different terminology

¢ (C) Containment (1:n) — Indicates when one
code represents a broader concept encompass-
ing one or more codes from the other scheme

* (P) Partial Overlap (1:1) — Denotes codes
that share some aspects of their meaning while
maintaining distinct elements

*We publish the HiAICS interviews under https://
codeberg.org/hiaics/interviews.
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* (U) Unmatched — Codes representing entirely
unique aspects absent in the other codebook

A visual demonstration of these relations can be
found in Figure 3 in the Appendix. Based on these
relationships, we also developed a scoring method
to quantify them. We normalize n:1 containments
into atomic 1:1 relationships and assign weights
for semantic relevance: w,, = 1.0 for matches,
w, = 0.7 for containments, and w, = 0.5 for
overlaps. For each code x, let R(x) denote its set of
relationships. The individual score s(x), codebook
scores 7;, and final score are calculated as:

s(z) = max({w, : 7 € R(x)} U{0}) (1)

T = |21.‘Zs(x) fori € {A,B} (2
TEL

Tsem = A —; 5 3)

where A and B represent the two complete sets
of codes in codebooks.

Schema I Schema2 M C P U  Tsem
Coder A CoderB  0.216 0.346 0.251 0.187 0.584
Coder A AICoE 0.206 0.480 0.191 0.123 0.638
Coder B AICoE 0.081 0.573 0.125 0.221 0.545

Table 1: Distribution of relationship types comparing
codebooks derived from the HiAICS dataset. A visual
side-by-side comparison is provided in Figure 5, and
detailed results in Table 4 in the Appendix.

4.2 Relevance of Code Assignments

To assess code-to-text relevance independently of
upstream stages, we provided the system with
human-curated codebooks derived from prior man-
ual analyses®. This controlled setup isolates the
code application mechanism. Several experts as-
sessed whether human-assigned and Al-assigned
codes were relevant or irrelevant to corresponding
text segments, blinded to origin.

4.3

To assess the quality of the generated findings, we
conducted a human evaluation using three criteria:

Quality of Theoretical Findings

* (G) Grounding (Data Grounding, Evidence
Support & Accuracy): Findings must be ac-
curate, reliable, and well-supported by the in-
terviews. Optimally, multiple coded segments
are mentioned or provided.

3Specifically, for the CVDQuoding dataset, which was

published with two codebooks, we utilized Coder 2’s code-

book. For our HiAICS dataset, we employed a codebook
developed by one of our expert annotators (Coder 1).
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Dataset Human  AICoE
CVDQuoding 0.806 0.760
HIAICS 0.740 0.560
Overall Average 0.773 0.660

Table 2: Relevant code assignments averaged across
interviews and evaluators, from human and Al coders;
results for each evaluator are in Table 5 in the Appendix

* (R) Relevance (Alignment with Code & Re-
search Goals): Findings should address the
research objectives and the assigned code.

e (I) Insight (Insightfulness, Novelty & Non-
Triviality): Findings should reveal deeper,
non-obvious insights of intellectual value and
avoid surface-level observations or trivialities.

For the HiAICS dataset, three experts who were
asked to read the interviews before rated each find-
ing on a 5-point Likert scale across these dimen-
sions. The %HQ metric (percentage of high-quality
findings) reflects the proportion of codes yielding
at least one finding with an average rating of 4.00
or higher across experts and criteria.

Mean SD % HQ
Grounding 342 0.61 -
Relevance 3.76 0.41 -
Insight 3.29 0.46 -
Overall Quality 349 0.38 32.25

Table 3: Evaluation scores for AICoE findings on Hi-
AICS across 31 codes (151 total findings), detailed re-
sults for all findings are in Table 7 and exemplary, high-
quality findings are in Figure 4, both in the Appendix

5 Discussion

Alignments, Gaps, and New Perspectives in
Codebooks. The codebook alignments (Table 1)
indicate that AICoE is not meaningfully more diver-
gent from either human-coded schema than the two
human codebooks are from each other. However, a
closer manual inspection of the codebooks reveals
that AICoE tends to prioritize thematic concepts,
whereas human coders occasionally add codes re-
flecting individual interviewee experiences (e.g.,
“Biographical Context” or “Personal Work™). No-
tably, all three codebooks contained unique codes
unmatched by the others, underscoring AICoE’s
potential to complement human analysis by offer-
ing alternative perspectives that can aid researchers
in refining and expanding their codebooks.



Coding Performance Disparities. The observed
performance gap between human and Al coding
in HiAICS (A = 0.180) compared to CVDQuod-
ing (A = 0.046) presumably stems from inher-
ent data characteristics. First and most impor-
tantly, CVDQuoding consists of structured inter-
views with predefined questions, likely providing
clearer thematic boundaries that facilitate more con-
sistent coding. Second, an interview in HiAICS
contains, on average, approximately twice the word
count (10,663 versus 5,163 words), increasing the
complexity for the model to maintain contextual co-
herence. This aligns with previous evidence show-
ing that LLM performance generally degrades as
the context length increases (Liu et al., 2024). Fi-
nally, the ASR-generated transcripts in HIAICS
introduce linguistic noise through transcription ar-
tifacts and speech disfluencies.

Finding Meaning in Data. The results in Table
3 underscore that AICoE reliably identifies the-
oretically relevant patterns, achieving an overall
quality score of 3.49 with 32.25% of codes with
high-quality findings (> 4.00). Grounding (3.42)
and relevance (3.76) outperformed insight (3.29),
reflecting strength in anchoring findings in data and
aligning them with research objectives while high-
lighting the difficulty of automating interpretative
depth. Inter-rater correlations (see Appendix B.3.1)
reveal more consistent assessments for grounding
(E2-E3: r = 0.6471), but low agreement for rel-
evance and insight (max r = 0.1194 and 0.2478),
indicating more subjective judgments in evaluating
thematic alignment and the novelty of findings.

Al-Augmented Ethnography. While our ap-
proach presents a systematic pipeline for qualitative
analysis, it should not be viewed solely through the
lens of automation. Rather, the framework em-
braces human expertise and allows for critical inter-
vention at every stage. The unified codebook, in par-
ticular, serves as a checkpoint’ where researchers
can review, refine, and adjust consolidated codes
before proceeding to code application and pattern
finding. Importantly, our framework also supports
deductive coding approaches, allowing researchers
to bypass the open coding and code consolidation
stages by directly applying a pre-existing or theory-
driven codebook. This flexibility extends through-
out the pipeline — researchers can iterate through
stages multiple times, run parallel samples, or mod-
ify intermediate outputs as needed. The pattern
finding stage, as a final step, exemplifies this col-
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laboration, where computational analysis assists
human insight rather than replaces it.

Tool, Partner, or Epistemic Medium? Based
on these considerations, it is imperative to clarify
that the Al Co-Ethnographer is conceptualized nei-
ther as a mere instrument nor as a quasi-human
agent. We must conscientiously avoid both an-
thropomorphic and anthropocentric framings, and
equally guard against its reduction to a static, pre-
determined technological artifact. Rather, we posit
the AI Co-Ethnographer as an epistemic medium,
one that facilitates and supports the generation of
knowledge, while remaining subject to critical re-
flection. Serving as such a medium, the Al Co-
Ethnographer enriches the research infrastructure
that underpins ethnographic and, more comprehen-
sively, qualitative research.

Multimodality and Data Heterogeneity. Future
research must address the inherent multimodality
and data heterogeneity of scientific processes re-
lated to the analysis of qualitative data. While our
pipeline focuses on textual data (interview tran-
scripts), scientific activity extends far beyond text.
It encompasses diverse multimodal inputs or me-
dia: spoken language (interviews, lectures, meet-
ings), visual elements (slides, graphics, videos),
and discipline-specific sensor data (Yang et al.,
1998; Bett et al., 2000). Scientific discussions, for
instance, exemplify this multimodality, integrat-
ing spoken interaction, nonverbal cues like gesture
and gaze, or the presentation of visual materials.
Achieving a broader, faster, and more contextual-
ized understanding of scientific processes requires
developing methods to process, interpret, and syn-
thesize these diverse, cross-modal signals.

6 Conclusion

The AI Co-Ethnographer demonstrates both the po-
tential and limitations of Al-supported qualitative
research. Our evaluation reveals robust codebook
development, reasonable code assignments, and
the ability to generate meaningful findings. This
represents a promising direction for qualitative re-
search, enabling the processing of large volumes of
data while maintaining analytical depth. Beyond
functioning as a mere tool, AICoE serves as an
epistemic medium in the research process.



Limitations

Debates continue over the extent to which ethno-
graphic approaches to qualitative research can be
automated or delegated to Al systems. However,
larger amounts of ethnographic data can only be
analyzed with the support of corresponding sys-
tems. In the context of our research, every phase
of qualitative data analysis remains intrinsically
tied to ethnographic experience and observation of
human subjects. Future refinements to our frame-
work could prioritize the specificities inherent in
ethnographic data analysis, placing them at the core
of this epistemic conduit. For instance, we might
contemplate a more nuanced synthesis of interview
transcripts and observational records, such as field
notes. However, we consider it an asset, rather
than a liability, that this proposed epistemic con-
duit offers flexible support for the annotation and
interpretation of qualitative research data beyond
solely ethnographic contexts. Consequently, it has
the potential to reshape how Al supports transdisci-
plinary qualitative research in the future.

Ethics

The use of LL.Ms for automatic coding and quali-
tative analysis of research materials involves ethi-
cal challenges related to data privacy, algorithmic
biases, and transparency. Researchers should en-
sure that participant data is adequately protected
and obtain their informed consent for Al-assisted
analysis. It is essential to critically evaluate po-
tential biases in LLM-generated annotations and
interpretations and to ensure transparency in Al’s
role in the analytical process. Clear authorship and
accountability guidelines are necessary for LLM-
assisted qualitative analysis. Finally, it is important
to balance leveraging AI’s ability to handle massive
datasets with maintaining rigorous ethical research
standards.
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A Pipeline Prompts

Open Coding

You are an Al assistant tasked with suggesting relevant codes for an ethnographic interview transcript. In ethnography,
coding is the process of assigning labels or categories to segments of qualitative data to identify themes and patterns.
This is a crucial step in analyzing interview data.

You will be presented with a transcript from an ethnographic interview. Your task is to suggest a set of codes that are
relevant to this transcript. Remember, you are not assigning codes to specific sentences but rather proposing a list of
codes that could be used to analyze this transcript.

Here is the transcript:

<transcript>
<transcript>
</transcript>

Please analyze this transcript and suggest a set of codes that could be used to categorize and understand the themes
present in the interview. Follow these guidelines:
1. Codes should be concise, typically consisting of one to three words
. Codes should capture key concepts, themes, or ideas present in the transcript
. Aim for a mix of descriptive codes (what is happening) and interpretive codes (the underlying meaning)
. Consider both explicit content and implicit meanings in the transcript
. Avoid overly broad or vague codes
. You are free to suggest up to <max_codes> codes, depending on the complexity and length of the transcript
. Provide a brief description (up to 20 words) for each code to clarify its meaning and application that differentiates
it from other codes.

~ N L B W

You will be provided context that you can and should consider when suggesting codes.

<context>
<context>
</context> Optional

Before providing your final list of codes, use the <scratchpad> to think through your process:

<scratchpad>

1. Identify the main topics discussed in the interview

2. Note any recurring themes or ideas

3. Consider the context and any underlying meanings

4. Think about the interviewee’s experiences, attitudes, and behaviors
5. Reflect on how these elements could be categorized into codes

</scratchpad>
Now, please provide your suggested list of codes for this transcript. Present your codes in the following format:

<suggested_codes>
* Code 1 | Description that explains the meaning and context of Code 1 in up to 20 words

* Code 2 | Description that explains the meaning and context of Code 2 in up to 20 words

</suggested_codes>

Remember, these codes should be relevant to the given transcript and useful for further analysis in an ethnographic study.
Do not write content outside <scratchpad> or <suggested_codes>.

Parameters

e <transcript>: The raw interview transcript to analyze
* <context>: Optional additional context to consider
e <max_codes>: Maximum number of codes to suggest
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Code Consolidation

You are an Al assistant tasked with generating a comprehensive set of codes based on multiple ethnographic interviews.
Your goal is to create a coherent and inclusive set of codes that covers the themes from all the interviews provided.

You will be provided context that you can and should consider when creating your final set of codes.

<context>
<context> !
</context> Optional

You will be presented with sets of codes generated from multiple interviews. These codes are contained in the following
variable:

<interview_codes>
<interview_codes>
</interview_codes>

Analyze these sets of codes and create a single, comprehensive set that encompasses the themes from all interviews.
Follow these guidelines:
1. Review all the code sets carefully, identifying common themes and unique concepts.
. Combine similar codes across different interviews, choosing the most descriptive and clear wording.
. Generalize codes when appropriate to capture broader themes that appear across multiple interviews.
. Retain unique codes that represent important themes specific to individual interviews.
. Ensure that the final set of codes is balanced, covering all major themes present in the original code sets.
. Aim for clarity and conciseness in your final codes, typically using one to three words per code.

~N N L AW

. Provide a brief description (up to 20 words) for each code to clarify its meaning and application that differentiates
it from other codes.

Before providing your final list of codes, use the <scratchpad> to think through your process:

<scratchpad>

1. Identify recurring codes and themes across all interviews

2. Note any unique codes that represent important individual perspectives

3. Consider how to merge similar codes without losing nuance

4. Reflect on potential broader categories that could encompass multiple codes
5. Ensure all major themes from the original code sets are represented

</scratchpad>
Now, please provide your comprehensive set of codes based on all the interviews. Present your codes in the following
format:
<comprehensive_codes>
* Code 1 | Description that explains the meaning and context of Code 1 in up to 20 words

* Code 2 | Description that explains the meaning and context of Code 2 in up to 20 words

* Code 3 | Description that explains the meaning and context of Code 3 in up to 20 words

</comprehensive_codes>

Remember, your final set should have no more than <max_codes> codes. Ensure that these codes are relevant, clear,
and useful for further analysis in an ethnographic study. Do not write content outside <scratchpad> or <comprehen-
sive_codes>.

Parameters

e <interview_codes>: The sets of codes from multiple interviews
e <context>: Optional additional context to consider
e <max_codes>: Maximum number of codes to present in the final set
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Code Application

You are an Al assistant tasked with analyzing an ethnographic interview and extracting relevant parts that correspond to a
specific code from a given taxonomy. Follow these instructions carefully:

1. First, you will be presented with the full text of an interview:

<interview>
<interview>
</interview>

2. Next, you will be given a taxonomy of codes with its differentiating descriptions:

<taxonomy>
<set_of_codes>
</taxonomy>

3. You will be focusing on one specific code from this taxonomy:

<code>
<specific_code>
</code>

4. Your task is to carefully read through the interview text and identify parts that are most important or salient in relation
to the specified code. These parts should justify assigning the code to those sections of the interview.

5. When you find relevant parts, list them in the following format:
e - <part>exact text from the interview</part>
e - <part>another exact text from the interview</part>
* (Continue this format for all relevant parts you find)

Important notes:

* Do not change the content of the extracted parts in any way.
¢ Include only the most relevant and important parts. Quality is more important than quantity.

» Ensure that each extracted part corresponds to exactly one line from the original interview. Do not merge multiple
lines or extract partial lines.

* Ensure that the extracted parts, when taken together, provide a clear justification for assigning the specified code.

6. If you cannot find any parts of the interview that are relevant to the specified code, respond with:

None

Remember, your goal is to provide an accurate and focused analysis that helps understand how the specified code applies
to this interview. Be thorough in your examination but selective in your choices of relevant parts. Present your findings
without any additional commentary. Start your response with either the list of parts or “None” if no relevant parts are
found.

Parameters

e <interview>: The full text of the ethnographic interview
e <set_of_codes>: The taxonomy of codes with differentiating descriptions
e <specific_code>: The single code from the taxonomy that you must focus on
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Pattern Finding

You are an Al assistant tasked with the final stage of an automated ethnography pipeline: Pattern Finding. Your goal
is to analyze coded segments from multiple interviews and generate theoretical findings based on this primary, coded data.

You will be presented with coded segments for a specific code found across all interviews. These segments are contained
in the following variable:

<coded_segments>
<coded_segments>
</coded_segments>

The specific code these segments relate to is:

<code>
<code>
</code>

Your task is to carefully analyze these coded segments and identify meaningful patterns, themes, or theoretical findings.
Follow these guidelines:

1. Read through all the coded segments thoroughly, paying attention to recurring ideas, contradictions, and unique
perspectives.

. Look for connections between different segments that might reveal deeper insights or patterns.

. Aim to generate 3-5 significant findings or patterns. Focus on quality over quantity.

. Prioritize non-trivial findings that go beyond surface-level observations.

. Each finding should be supported by evidence from multiple coded segments when possible.

AW N

Before presenting your final findings, use the <scratchpad> to think through your analysis:

<scratchpad>

1. Identify recurring themes or ideas across the coded segments

2. Note any contradictions or divergent perspectives

3. Consider how these segments relate to the specific code and the broader context of the study
4. Reflect on potential deeper meanings or implications of the data

5. Formulate initial ideas for findings or patterns

</scratchpad>
Now, present your findings in the following format:

<findings>
1. Brief title of finding
[Detailed explanation of the finding, including supporting evidence from the coded segments]

2. Brief title of finding
[Detailed explanation of the finding, including supporting evidence from the coded segments]

3. [Continue this format for all findings]
</findings>
Remember to focus on generating insightful, non-trivial findings that contribute to a deeper understanding of the research

topic. Ensure that your findings are well-supported by the data and relevant to the specific code and overall research
context.

Parameters

e <coded_segments>: The coded segments from multiple interviews that relate to the specific code
e <code>: The code under analysis for which the segments have been collected
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B Detailed Evaluation Results

B.1 Semantic Relatedness of Codebooks

# Rel. Distribution of Relationships
N M C P U Tsem | Mean Tem

Coder A — C‘oder B
Evaluator 1 28 0.154 0352 0.185 0.308 0.493
Evaluator 2 49 0.154 0386 0.445 0.015 0.647 0.584
Evaluator 3 47 0.339 0.301 0.122 0.238 0.611
Coder A — Al
Evaluator 1 35 0.191 0396 0.191 0.223 0.563
Evaluator 2 45 0.064 0.522 0382 0.032 0.620 0.638
Evaluator 3 | 101 | 0.364 0.523 0.000 0.113 0.730
Coder B — Al
Evaluator 1 36 0.152 0.517 0.136 0.195 0.582
Evaluator 2 72 0.030 0.688 0.222 0.060 0.623 0.545
Evaluator 3 36 0.061 0.515 0.016 0409 0.429

Table 4: Relationship distributions between codebooks from human coders and AICoE, as evaluated by annotators

B.2 Relevance Scores of Code Assignments

Int. ID Human Al Int. ID Human Al
Evaluator 1 1 0.926 0.960 Evaluator 1 1 0.685 0.551
2 0984 0.967 2 0.881 0.643
3 0994  0.992 3 0.966 0.935
Evaluator 2 1 0.759 0.854 Evaluator 2 1 0.849 0.721
2 0.875 0.797 2 0944  0.599
3 0.872 0.671 3 0.896 0.673
Evaluator 3 1 0.519 0.510 Evaluator 3 1 0.542 0.389
2 0.661 0.625 2 0.457 0.224
3 0.667 0.461 3 0.444  0.263
Overall Average 0.806 0.760 Overall Average 0.740  0.560
(a) Scores for the CVDQuoading dataset (b) Scores for the HIAICS dataset

Table 5: Relevant code assignments from human and Al coders for each interview and evaluator

B.3 Evaluation of Theoretical Findings

B.3.1 Correlation Coefficients

Criterion E1-E2 E1-E3 E2-E3

Grounding -0.0430 0.0269 0.6471
Relevance  0.0064 0.0603 0.1194
Insight 0.0846 -0.0384 0.2478

Table 6: Correlation Coefficients between Evaluators for Each Criterion
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B.3.2 Quality of Theoretical Findings

Code Gr ding Avg Rel e Avg Insight Avg Avg Code Grounding Avg Relevance Avg Insight Avg  Avg
El E2 E3' El E2 E3' El E2 E3' El E2 E3' El E2 E3' El E2 E3'
5 4 4 4 313673 3 31300378 5 4 51467 4 4 313673 3 3 1300[378
4 5 4 3 413674 4 21333(378 4 5 4 1433 4 3 4 1367 4 4 2 1333[378
Al Critique 4 4 4 5 414333 5 4400|422 Images 4 4 51433 4 5 4 1433] 3 5 4400|422
4 4 4 4 5,433|3 4 5400|422 4 4 5 433 4 4 5 433] 3 4 5400|422
302 4 2 4,333|4 3 4367|300 302 1 1200) 4 2 4 (333| 4 3 4 367[3.00
4 4 4 5 4,433|4 3 4367|389 4 4 3 (367| 4 5 4 (433 4 3 4 367|389
AL 4 4 4 53,4004 3 1267333 4 4 23334 5 3 400| 4 3 1 267(333
Scie‘;rce 4 5 3 5 4,400 4 3 3333|400 Institutions 4 5 5 467 3 5 4 [400| 4 3 3 333|400
4 3 4 5 4 ,433|4 3 3,333(389 4 3 5 400| 4 5 4 433| 4 3 3 333(389
3 4 4 5 4,433|4 4 3367389 34 4 367| 4 5 4 433] 4 4 3 367389
3 4 3 4 33333 3 2267333 34 5 40034 33333 3 2267333
4 4 4 4 440004 3 3 333|367 Machine 4 4 3 3674 4 4 400 4 3 3 333|367
Algorithm 4 3 4 3 4 3674 3 4 367[356 Learning, 4 3 3 333| 4 3 4 367| 4 3 4 367|356
4 4 4 4 3'367]3 4 4'367]367 ANN&DL 4 4 3 '3¢7|4 4 3'3e7| 3 4 4 '367|367
4 3 4 4 4 14,00 4 3 4 13.67 3.67 4 3 3 13.33 4 4 4 [4.00 4 3 4 lsm 3.67
4 5 4 5 4 433[4 5 3 400433 Media 4 5 5 467 4 5 4 433[ 4 5 3 400433
Algoritmie * 3 4 5 4 : 4333 4 4 : 3.67| 4.00 Sudiesand 4 3 5 : 400 4 5 4 : 433 3 4 4 : 3.67| 4.00
B 4 3 5 5 4'467|4 4 3'367|389 Visual 4 3 313335 5 4 'lae7| 4 4 3 '367[389
4 4 4 3 3133304 3 3'333|355 Culture 4 4 4 'aoo| 4 3 313334 3 3 1333]355
4 3 4 3 31333|4 4 4400|355 Studies 4 3 313334 3 313334 4 4 1400]|355
3 3 4 2 373004 2 2T267[3.00 3 3 4713334 2 373004 2 27T267[300
Autonomy 4 3 4 2 3130004 2 31!300(311 Pattern 4 3 313334 2 31300] 4 2 3 1300]|311
dagny D) Sl I e o e I o] IS B s
! 3 . N tion N A . %
4 4 4 4 41400|4 3 21300356 4 4 31367 4 4 4 1400] 4 3 2 1300]356
4 5 3 4 41367|3 4 41367389 Poliical & 4 5 4 1433 3 4 4 1367| 3 4 4 136738
Bioarantical ¢ 4 3 51400|4 4 31367(3.89 Economic 4 4 4 1400 4 3 5 1400 4 4 3 1367|3389
Corﬁexﬁ 303 3 4 413673 3 31300(322 Contextsof 3 3 3 1300| 3 4 4 1367| 3 3 3 1300|322
3 4 4 3 413673 3 31300333 (Applied) 3 4 3 1333| 4 3 4 1367|3 3 3 1300|333
4 3 3 3 413333 3 4333|333 Al 4 3 3 1333| 3 3 4 ;333| 3 3 4 ;333[333
4 3 4 4 4,400]3 3 2267|345 4 3 4 (367| 4 4 4 (400| 3 3 2 267|345
BlackBor 4 2 4 3 43674 4 3367345 Project 4 2 30300 4 3 4 367| 4 4 3 367345
4 2 4 3 43673 2 2,233[300 Descripion 4 2 3 300 4 3 4 3673 2 2 233(3.00
2 2 4 4 4,400|3 3 4,333[322 2 2 3,233 4 4 4 ,400| 3 3 4 ,333[322
4 4 3 3 4,333|2 3 3267|333 4 4 4 4003 3 4 333] 2 3 3 267|333
4 3 4 4 5,433|4 4 3367|378 L4 33333 4 4 5 433| 4 4 3 367(378
Data 4 3 3 4 43672 4 5367356 Publications ;= 5 3 (3333 4 4 3672 4 5 367|356
3 4 3 4 4,367|3 3 3,3.00]345 3 4 4 3673 4 4 3673 3 3 300|345
o 35 3 4 4,367[3 5 3 367389 3 5 5 ;4.33 3 4 4 ;3.67 3 5 3 ;3.67 3.89
Epistemic 3 4 345 ,400(2 3 4 3.00|344 Research 3 4 3 3333 4 5 400 2 3 4 300|344
f;‘l‘it'l‘l‘rf;l“s' 4 3 4 45,4333 4 4 367|378 Ic‘ﬁle;ges 4 3 3 :3.33 4 4 5 :4.33 3 4 4 :3.67 378
Modia 303 34436713 3 3 300333 Limitaions 3 34 ‘3.33 3 4 4 ‘3.67 3 3 3 ‘3.00 333
302 3 4 5 4003 3 5 367[333 3 2 2'a33 3 4 5 'aoo| 3 3 5 '367|333
4 4 4 4 5 433[ 4 4 3367|400 4 4 4 "a00] 4 4 5 "433][ 4 4 3 "367]4.00
3 3 4 5 4'233)3 3 3'300(355 Semsors& 3 3 4 33304 5 4 '433[ 3 3 3 1300[355
g"‘,’e", 33 305 3'36713 3 3'300]333 Infrastrue- 3 3 4 1333] 3 5 3 1367] 3 3 3 1300333
ystems 5 4 4 514334 3 4367|378 ;,“lfe;& 4 3 313334 4 51433 4 3 4 1367|378
4 3 3 04 413673 3 41333344 adoms 3 3 1333| 3 4 4 1367] 3 3 4 1333|344
3 4 471367|4 5 31400|4 3 21300356 ] 3 4 41367 4 5 31400 4 3 2 1300(356
Expertise 4 3 413674 4 4l400{4 2 31300356 Speculations 43 4 1367| 4 4 4 1400| 4 2 3 13.00]3.56
Compe- 4 3 413674 4 4l400|4 3 41367(378 Ideologies 4 3 4 y367| 4 4 4 1400| 4 3 4 1367]378
tence 4 1 312674 3 31333|3 2 31267289 fl':)‘sf‘:fAI 4 1 302674 3 313333 2 3 1267|289
4 3 413674 4 41400|4 3 31333|367 4 3 4 1367 4 4 4 1400| 4 3 3 1333|367
5 3 414004 2 41333|4 4 41400]3.78 5 3 4 1400| 4 2 4 [333] 4 4 4 (400378
Facial 4 3 213004 4 41400|4 3 31333|344 4 3 21300 4 4 4 1400| 4 3 3 333|344
Recogni- 4 2 212674 3 413673 3 31300]|3.11 TD‘:;‘:);?“)M 4 2 2,267 4 3 4,367 3 3 3 300|311
tion 3 2 20233|3 4 313333 2 2233|266 3 2 22333 4 33333 2 2 233|266
4 1 272333 3 4333|3 3 4333|300 4 1 22333 3 4,333 3 3 4 ,333[3.00
4 5 44334 4 4,400] 4 4 4400|411 4 5 4 ,433[ 4 4 4 400 4 4 4 400(4n
First 3 3 3,300|3 4 4,367|3 3 3300322 Tooks & 303 3 ,300| 3 4 4,367 3 3 3 300322
Encounters 2 4 4 333|2 4 4 333|2 2 3 ;233(3.00 N‘I’e"tsods 2 4 43332 4 43332 2 3 233|300
with Al 33 3,300(3 4 43673 3 4333|333 3.3 03,3003 4 4 3673 3 4 33333
4 3 3,333[4 44,4004 4 3 367367 4 3 3 333| 4 4 4 400| 4 4 3 367[367
3 2 4,300[3 3 3,300(3 3 226728 3 2 4 ;3.00 3 3 3 ;3,00 3 3 2 ;2,67 2.89
3.2 3,267|4 2 33003 2 4 300289 30203 267|423 3000 3 2 4 300289
Format 43 3,333|4 3 4 ,367|4 4 4 400|367 Trust 433 33|43 4 367|444 400|367
4 2 33004 3 4 367|3 3 4 333(333 4 2 3 300 4 3 4 '367|3 3 4 333[333
3 2 2023304 3 3334 3 4 lze7|30 3 2 2'a3304 3 3'sz;|4 3 436730
2 5 4 ;357 3 4 4 ;3,67 3 4 3 ;3.33 3.56 2 5 4 '367] 3 4 4 '367] 3 4 3 '333[356
4 3 3. 333(3 4 3 3333 3 4 333333 4 3 3'333|3 4 3'333]3 3 4 333333
AGIe"e'a“"e 4 4 4 :400 3 3 4 :3,33 3 2 3 :2.67 333 }isres“f’“ 4 4 4 lao0| 3 3 413333 2 3 l267(333
3 2 1'20003 4 3'333[3 3 2'267|267 3 2 112003 4 313333 3 2 lae7|267
4 3 3'333|4 5 alazz|a 3 4l367|378 4 3 313334 5 41433 4 3 4 1367[378
. 3 3 41333(3 4 43673 4 3 1333|344 Average  3.64 3.22 3411342 (3.66 3.75 3.8613.76 | 3.41 3.19 3271329 | 3.49
Ee‘:‘”e‘f“‘l 303 4133303 2 4'300(3 2 3 '267|3.00
ey I R R e
ML, ANN  ° el aE : 67| 3.
’ 3 3 31300|3 4 41367(3 3 31300[322

Table 7: Evaluation results of all findings for all three evaluators and criteria
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C Examplary Outputs

Cl1

Codebooks

Codebook Comparison

Visual Culture Studies
Pattern Recognition
Political & Economic Contexts of

forms

Speculations, Ideologies, Imagina-
tions of Al

Terms & Definitions

Tools & Methods

Trust

Uses of Al for...

Philosophical Implications of Al
Politics of Infrastructure
Possible Al Applications

Research Practice
Rule-Based Al
Ruptures Through Al

Media Influence
Model Limitations
Neocolonialism

(Applied) Al Practices In Climate Science Neural Networks
e Project Description Prediction Pattern Recognition
e Publications Programming Practices Prediction Challenges
e Research Interest, Challenges, Recent Developments In Research Style Transfer
Limitations Recent Personal Work Surveillance Capitalism
e Sensors, Infrastructures & Plat- Recent Publications Uncertainty

Visual Culture

Coder 1 Coder 2 AICoE
o Al Critique o Al Critique e Al Applications
e Al for Science e Al History e Al Critique
e Algorithm e Automation of Work e Automation
e Algorithmic Biases e Commercialization e Bildwissenschaft
e Autonomy & Agency e Continuities In Research e Black Box Problem
e Biographical Context e Data Availability e Climate Science
e Black Box e Data Practices o Critical Theory
e Data e Definition of Discipline e Data Quality
e Epistemic and Infrastructural of e Depiction of AL e Digital Literacy
Media e Expertise e Epistemological Questions
e Expert Systems o Future Areas of Research e Epistemology
e Expertise & Competence e History of Climate Science e FEthics
e Facial Recognition e History of Discipline e Extractivism
e First Encounters with Al e History of Facial Recognition e Facial Recognition
e Format e History of Photography e Future Directions
e Generative Al e History of Physics e Fuzziness
e Historical Perspectives on AI, ML, e Interview Technicalities e Generative Al
ANN e Large Language Models e Human-Al Interaction
e Images e Limitations of Al e Image Manipulation
e Institutions e New Questions Through Al o Infrastructures
e Machine Learning, ANN, DL e Pattern Recognition e Interdisciplinary
e Media Studies - Bildwissenschaft - e Personal Approach To Al e Machine Learning
° L]
[ ] [ ]
° L]
[ ] [ ]
° L]
[ ] [ ]
° L]
[ ] [ ]
° L]
[ ] [ ]
[ ]
[ ]

Figure 2: Side-by-side comparison of the codebooks developed by two human coders and the AICoE system for
analyzing the HiAICS data. The comparison highlights overlapping themes, distinct coding approaches, and varying
emphases in categories such as technical concepts, historical perspectives, ethical considerations, and individual
interviewee experiences.
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C.2 Codebook Relations

Matches (1:1) Containment Example (1:n)

Future Directions

Al Critique |
leslel Wi e St Theory Dig“al U|Eracy m m

utomation

Future Areas of Research

Al Critique

Limitations of Al

Automation of Work

Pattern Recognition

Pattern Recognition

Partial Overlaps Examples

EpT— -

Style Transfer of Photography Neural Networks is a type of Al
History of Photography el Image Manipulation Philosophical Implications of Al mmmmmmmeee

Manipulation of Photographs Automation might be one implication

Multi-Relationship Example

y/

Al Critique
(Reference)

Al Critique

Digital

Critical Theory
Literacy

Surveillance
colonialism Capitalism

Figure 3: Examplary visualization of select relationships between codes between a human-developed codebook and
the codebook of AICOE, as annotated by one of our expert annotators
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C.3 Findings

( )
Finding 1 Quality Score: 4.33

Pervasiveness of Algorithmic Biases

The coded segments illustrate that algorithmic biases are not limited to a specific domain
but are a widespread issue affecting various applications of Al and machine learning. For
instance, Speaker 0 in Interview_ I 20240905 discusses how biases can lead to incorrect
predictions in climate modeling when the system encounters new, unseen data. Similarly,
Speaker O in Interview_ I 20241016 highlights the persistent problem of bias in facial
recognition technology. This pervasiveness underscores the need for a comprehensive approach
to addressing biases, one that considers the unique challenges and implications of each domain.

Finding 2 Quality Score: 4.33
Interdisciplinary Approach to Visual Culture

The coded segments suggest that combining Bildwissenschaft (focusing on the singular, au-
tonomous image) with media studies (considering image economies and infrastructures) pro-
vides a more comprehensive understanding of AI’s impact on visual culture. This is evident
in Speaker 0’s remark from Interview_Immmmmm 20241016, where they mention the need to
combine approaches from Bildwissenschaft with media studies to deal with both the historical,
singular image and the broader image ecologies. This integration is crucial for navigating the
changing landscape of visual content production and analysis, especially with the advent of
Al-generated images.

Finding 3 Quality Score: 4.00
Evolution of Expert Systems

The concept of expert systems has undergone significant evolution, from being heavily reliant
on rule-based systems and knowledge engineering to embracing more data-driven approaches.
This shift is evident in Speaker 1’s discussion from Interview_ I 20141016, where
they mention, ‘“Today, if you want to build a similar concept, an expert system, instead of
interviewing the experts, medical doctors asking them about, tell me about these symptoms and
this illness and this, et cetera, you would take data, raw data.” This evolution suggests a move
towards leveraging machine learning and potentially generative Al models, as hinted at with
the mention of “generative pre-trained transformer” in the same interview.

\. J

Figure 4: High-quality findings generated by Al Co-Ethnographer from the HiAICS dataset, as rated by three
evaluators. The Quality Score (1.00-5.00) represents the average across all evaluators and criteria.
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D Human Evaluation Interfaces

Schema A Schema B
Research Interest, Challenges, Limitations Model Limitations
Speculations, Ideologies, Imaginations of Al Prediction Challenges
Terms & Definitions Extractivism
Tools & Methods Neocolonialism
Trust Epistemological Questions
Uses of Al for... Interdisciplinary

Future Directions

Relationship Type

Match (1:1) v

Add Relation: Download JSON

Figure 5: Evaluation interface that allows human annotators to specify the relationships between different codebooks

Interview 1 of 3

Speaker O: Bye-bye.

Speaker 1: Il you have just been appointed as the | BBl o' Digital Cultures and
Arts in I

Speaker 1: You're both a media scholar and a scholar interested in Bildwissenschaft, as we call it in the German-
speaking countries.

Code Evaluation Matrix

Code Relevant Irrelevant

Biographical context ® O

Figure 6: Evaluation interface used by human annotators to assess the relevance of code assignments

Interview Texts < AEIETY) Al for science - transformations of science due oAl Algorithm  Algorithmic biases  Autonomy & Agency

Biographical context  BlackBox  Data  Epistemic and infrastructural of media  Expert Systems

Expertise Competence  Facial Recognition  First encounters with Al Format  Generative Al
Interview_| N 20241016.txt Historical perspectives on AIMLANN  Images Institutions  Machine Learning ANN DL

Media Studies - Bildwissenschaft - Visual Culture Studies Pattern recognition Political & economic contexts of (applied) Al
Interview_| NN 20141016.txt

Project description Publications Research interest challenges limitations Sensors & Infrastructures & Platforms
Interview_|N 20240905.txt

Speculations Ideologies Imaginations of Al Terms & Definitions  Tools & Methods ~ Trust  Uses of Al for...

Speaker 0: | guess we have to agree to it

as well. Okay, my first question today s, The Opaqueness and Limitations of Al Systems
what is the difference exactly between Al
in all its different meanings and applied The coded segments reveal a significant concern with the opaqueness and limitations of Al systems. Speaker 1
Al? from Interview_| I 20141016 notes, "We know how it works, but we don't know what happens exactly
inside it in terms of the parameters, etc. This is why it's opaque.” This theme is echoed by

Interview_| Il 20240905, where the speaker discusses the challenge of modeling complex systems like
climate change, highlighting that even with the best models, there are imperfections and deficiencies. This
finding underscores the complexity and limitations of current Al technologies, suggesting that while Al can
Speaker 1: Well, if | wanted to... process vast amounts of data, its ability to truly understand or explain its decisions is limited.

distinguish between Al and applied A, |

Speaker 0: What would you say?

Groundi
would say that Al, or artificial intelligence, rounding
is a research program. Inaccurate 1 2 3 4 ° N
Grounded

Speaker 1: research program that has Relevance
been defined actually in 1950-56 with the ofTopic 1 2 o 4 5 Relevant
Dartmouth College workshop, but also
with Alan Turing. Insight

Tival 1 2 o 4 5 Insightu
Speaker 1: He didn't mention the word

artificial intelligence, but still in 1950, his
famous paper, Can Machines Think?, This

Figure 7: Evaluation interface used by human annotators to assess theoretical findings generated by AICoE
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Abstract

This paper focuses on the use of single words
in quotation marks in Hebrew, which may or
may not be an indication of irony. Because no
annotated dataset yet exists for such cases, we
annotate a new dataset consisting of over 4000
cases of words within quotation marks from He-
brew newspapers. On the basis of this dataset,
we train and evaluate a series of seven BERT-
based classifiers for irony detection, identifying
the features and configurations that most effec-
tively contribute the irony detection task. We re-
lease this novel dataset to the NLP community
to promote future research and benchmarking
regarding irony detection in Hebrew.

1 Introduction

Irony understanding involves a complex interpreta-
tion process. Although irony is inherently indirect,
its interpretation may be enhanced by textual mark-
ers. This paper focuses on the use of one of the
most prevalent irony markers — quotation marks
enclosing single words. The analysis combines a
theory-based, pragmatically oriented textual anal-
ysis of the pattern under study with experiments
aiming to train a neural network to automatically
identify ironic quotation marks and differentiate
them from similar non-ironic quotes, used for nam-
ing and marking peculiar lexical choices. Whereas
ironic quotation marks received some theoretical
and experimental attention in pragmatics and in
computational linguistics, we are not aware of stud-
ies which compare systematically ironic quotes
with their non-ironic counterparts.

The paper is structured as follows: following
a concise overview of related studies (section 2),
we illustrate the three aforementioned categories
(section 3), and report on experiments conducted to
train neural networks to classify any given instance
of a word in quotation marks as one of them. The
assumption underlying these experiments is the
following: if the distinctions that we have identified

91

are in fact sufficiently indicated within the text,
then we would expect a neural network to be able to
pick up on these indications and correctly classify
these categories. We present the classifier’s pitfalls
in (7), while the results and their implications for
irony detection are discussed in the closing section

(8).
2 Related Work

Within the large body of research on verbal irony in
pragmatics, it is widely accepted that verbal irony
has two defining features: it is inherently indirect,
and it necessarily conveys the speaker’s attitude,
mostly some degree of dissociation and criticism.

Most researchers agree that the interpretation of
indirectness in general and irony in particular in-
volves several levels of meaning and context-based
identification of some incongruity between them.
We rely on Grice’s three-level distinction (Grice,
1968; Dascal, 1983) between sentence meaning, ut-
terance meaning and speaker’s meaning, whereby
speaker’s meaning is what the speaker means to
convey by uttering a given utterance in a given
situation. In irony interpretation, contextual infor-
mation is exploited for two different purposes: as a
cue, when it indicates that the utterance meaning
is not a plausible candidate for being the speaker’s
meaning, and as a clue, when it is used to com-
pute an alternative, ironic speaker’s meaning which,
under the circumstances, may be intended by the
speaker (Weizman and Dascal, 1991). Full inter-
pretation of the speaker’s meaning includes the
detection of the ironic criticism, as well as the iden-
tification of the victim of irony (towards whom the
criticism is addressed) and its locus (towards what
it is directed) (Weizman, 2001, 2008). In everyday
discourse, indirect speaker’s meanings in general
and ironic criticism in particular may be missed or
reconstructed partially.

Competing pragmatic accounts provide us with
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insights into the nature of cues which trigger an
ironic interpretation, the major ones being: a bla-
tant flouting of the maxim of quality, ("Try to make
your contribution on that is true") (Grice 1975:46,
1978), related to the classic, Aristotelian view of
irony as conveying the opposite meaning; a bla-
tant flouting of other Gricean maxims, i.e., the
expectations underlying cooperative communica-
tion (Colston, 2000; Attardo, 2000); the reversal of
evaluation (Partington, 2007; Burgers et al., 2012;
Zappavigna, 2022); as a pretense (Clark and Gerrig,
1984; Currie, 2006); and irony as a non-attributive,
echoic metarepresentation (Sperber and Wilson,
1981; Wilson and Sperber, 1992, 2012; Wilson,
2012). The latter is specifically related to the use
of ironic quotation marks.

In this view, a necessary condition for irony com-
prehension is the recognition that the speaker im-
plicitly mentions, or echoically metarepresents, a
true or imagined proposition, thought, belief, opin-
ion, norm or an interpretation thereof, without ex-
plicitly attributing it to its source, be it real or
imagined. By so doing, she expresses a deroga-
tory attitude towards the echoed utterance, thought,
opinion or their interpretation and implicitly criti-
cizes its source (Sperber and Wilson, 1981, 1986;
Wilson and Sperber, 1992, 2012; Wilson, 2012).
Accordingly, in ironic utterances the literal mean-
ing is not substituted for by an indirect, opposite
meaning. Rather, “the speaker mentions a proposi-
tion in such a way as to make clear that she rejects
it as ludicrously false, inappropriate, or irrelevant”
(Sperber and Wilson, 1981, 308).

Viewing the pattern under discussion as a case
of non-attributive metarepresentation explains why
the use of quotation marks is non-arbitrary: it might
be considered as "borrowed" from typically at-
tributive metarepresentations such as direct speech.
Studies indicate that quotation marks are associ-
ated with irony (Partington et al., 2013) and play
a beneficial role in its recognition and processing
(Schlechtweg and Hirtl, 2023). The more partial
the quotation is vis-a-vis its presumed source, the
more likely it is to convey irony (Weizman, 1984).
We examine single words in quotation marks since
they are manifestly partial in this respect (Weizman,
2020). Longer units in quotes will be explored at a
later stage.

From a pragmatic viewpoint, the indirect nature
of irony presupposes that textual markers are non-
obligatory. However, When they do exist they are
mostly equivocal, as they may be used for other pur-
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poses as well. Studies of irony markers in written
discourse shed light on phonological, morphologi-
cal and non-verbal patterns, including exclamation
marks, emoticons and quotation marks in written
discourse (Attardo, 2000; Attardo et al., 2003; Part-
ington, 2011; Yus, 2023).

An interesting marker is "multiple uses of irony"
(Burgers et al., 2013) or "redundancy" (Hirsch,
2011; Livnat, 2011; Weizman, 2011), whereby var-
ious cues for irony or multiple occurrences of irony
markers in a given co-text support each other and
enhance the identification of irony. This may also
apply to numerous uses of quotation marks in the
same text (Weizman, 2011).

In pragmatics, the interplay between ironic quo-
tation marks and their co-textual environments in
mediated political discourse have received spe-
cial attention (Gruber, 1993, 2015a,b, 2017; Weiz-
man, 1984, 2001, 2011, 2020, 2022) highlighting
their evaluative and attitudinal functions. Weiz-
man (2020) considers John has been “successful”
these last years as a case of non-attributive echoic
metarepresentation, whereby an ironic reading re-
lies on the identification of quotation marks as a
marker of echoic mention, which, in turn, is a cue
for the detection of a mismatch between the propo-
sition in quotes and contextual information.

Over the past decades, relevant studies in com-
putational linguistics have evolved significantly
in their approach to irony detection. Initially, re-
searchers focused on lexical and syntactic features,
punctuation marks, and positive/negative polarity.
In addition to these linguistic features, scholars
have particularly emphasized the role of non-verbal
elements in social media contexts, such as emoti-
cons and hashtags (e.g., Wallace 2013; Joshi et al.
2017; Golazizian et al. 2020; Veale 2021; Wislicki
2023; Chen et al. 2024).

In terms of computational modeling, early ap-
proaches primarily relied on statistical methods,
specifically utilizing features like bag-of-words
(Wallace et al., 2015) and pattern-based analysis
(Davidov et al., 2010a,b). Building upon these
foundations, researchers then developed rule-based
approaches, examining elements such as sentiment
disparity between hashtags and text content on
Twitter (Van Hee et al., 2018). Despite their con-
tributions to the field, these methods proved to be
time- and labor-intensive (Chen et al., 2024). Con-
sequently, the field has witnessed a shift toward
more sophisticated approaches, particularly deep-
learning techniques. For instance, the use of sim-



ilarity between word embeddings as features for
sarcasm detection (Joshi et al., 2017).

Throughout this evolution, quotation marks have
consistently been included with other markers of
irony in several multi-variant studies of irony detec-
tion in computational linguistics and neighboring
approaches (e.g., Carvalho et al. 2009, 2011; Davi-
dov et al. 2010a,b; Buschmeier et al. 2014; Karoui
et al. 2015, 2017). Furthermore, while these vari-
ous approaches have advanced our understanding,
most models continue to treat irony as a rhetorical
device or figure of speech rather than a pragmatic
phenomenon, often employing binary classifica-
tions (ironic vs. non-ironic). Moreover, their co-
textual environments and various functions have
not received specific consideration.

In our data, quotation marks enclosing single
words are used for three purposes — conveying
irony, naming and marking the journalist’s aware-
ness of a peculiar lexical choice (henceforth lexical
peculiarity). We proceed to illustrate the distinction
between them.

3 Analysis

The textual realizations of all three functions are
identical: each consists of a single word in quota-
tion marks. Furthermore, since in Hebrew there are
no capital letters, the category of naming is not for-
mally differentiated from the two other categories
in any way. The following utterances represent the
three categories:

1. They are very particular about saying '"halel"
every day.

2. This is the time of "how".

3. People all over the world are murdered be-
cause they do not belong to the ''right'' reli-
gion.

In example (1), the quotes encolsing halel mark
a proper name — the name of a Jewish prayer. In
(2), the quotes indicate that the journalist is aware
of the non-normative use of an interrogative ad-
verb as a noun. In (3), the word in quotes, right,
echoically metarepresents the belief that religions
may be perceived as either right or wrong, and
convey the journalist’s ironic criticism of this sim-
plistic and harmful perception. Hence, whereas
in example (3) the quotation marks are metarepre-
sentational and typically judgmental, in example
(1) they are referential and in example (2) they are
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meta-linguistic since they convey the speaker’s lin-
guistics awareness. Additionally, whereas in (1)
and (2) the quotes are local, in the sense that they
pertain to the meaning or the form of the word they
enclose, in (3) the conveyed stance touches upon a
larger co-textual environment since the ironic criti-
cism is directed also at the belief that prescriptive
judgments of religion may justify murders on its
behalf.

3.1 Category 1: Naming

In our data, naming quotes usually indicate the title
of a book, journal, institution, party, prayer, or a
widely accepted concept.

Typically, the identification of this function is
based on the reader’s acquaintance with its extra-
linguistic specific context. This is the case in ex-
ample (1), where "halel" designates the name of
a prayer, as well as in example (4) below, where
"gesher" is the name of a political party:

4. Tt is difficult to understand how an experi-
enced politician like Peretz can believe even
for a moment that the alliance with "gesher"
could change the basic formula of Israeli poli-
tics. (Ze’ev Sternhell, Ha’aretz, 23.8.2019)

Naming may be utterly context-dependent (Ex.
1,4) or supported by the contextual enviornment
(Weizman 2020; 2022), for example through the
construction of a semantic field (Ex. 5) (explicita-
tions underlined):

5. On July 28, Vygotsky’s coffin was placed on
the stage of the theatre where he was supposed
to play the Danish prince in ""hamlet". (Dim-
itry Shumsky, Ha'retz, 23.7.2020)

3.2 Category 2: Lexical peculiarity

The quotes falling under this category convey the
speaker’s meta-linguistic awareness of and distan-
ciation from the lexical peculiarity of the word
or phrase enclosed in them. Typical uses include
live metaphors, slang, connotations, register shift
and code-switching. In a way, the speaker implic-
itly admits that his or her linguistic choice may be
viewed as unacceptable for some reason, or is being
"apologetic" (Predelli, 2003, 2), but insists on using
it. This category partly overlaps with scare quotes
(Predelli, 2003; Schlechtweg and Hartl, 2023).
The following examples illustrate quotes mark-
ing register shift from formal language to slang
("blanked on", Hebrew fisfes, 6), a live metaphor



("fat", Hebrew shamen, designating the public sec-
tor considered as avid consumer, 7) and euphemism
("the illness", Hebrew hamaxala, avoiding specific
reference to its nature, 8):

6. However, in the ruling it was determined that
the first examination was indeed negligent,
and the doctor "'blanked on'' [missed, He-
brew fisfes] the defect in the fetus. Had the
defect been discovered then, the pregnancy
could have been terminated. (Assaf Posner,
Ha’aretz, 16.7.2019)

Despite the image he [PM Netanyahu] built
for himself, he failed miserably in the domain
of economics. [...] He did not take care of the
"fat'' [shamen] (the public sector), which he
made even fatter [shamen yoter]. (Nehemia
Shtrasler, Ha’aretz, 22.9.2020)

. "I am still within the thirty-day mourning pe-
riod of my partner’s passing from ''the ill-
ness'' [Hebrew maxala]. (No Name, Ha’aretz,
8.8.2019)

3.3 Category 3: Irony

As explained above (section 2), the use of quotation
marks, which typically mark attributivee metarep-
resentations (e.g. in reported speech) supports the
view of ironic quotation marks as conveying an
echoing, non-attributive metarepresentation of a
previous utterance, thought, concept, norm or their
interpretation, and the criticism they convey may
be directed at the wording of the echoed source, its
content or both (Sperber and Wilson, 1981; Weiz-
man, 1984; Wilson and Sperber, 1992, 2012; Wil-
son, 2012). This is the case in the following exam-
ples.

9. Yes, as long as Arab men in Arab soci-
ety continue to sanctify and protect their
"honor'' and their "pride'', Arab women will
be murdered. (Shirin Fallah Saab, Ha’ aretz,
24.11.2020)

Through the use of ironic quotes, the journalist
mentions cultural keywords characterizing tradi-
tional perceptions and beliefs, without explicitly
attributing them to specific sources. By so doing,
she conveys harsh criticism addressed at the society
who practices them.

10. The Knesset committee, which was estab-
lished last week specifically in order to discuss
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Prime Minister Benjamin Netanyahu’s request
for immunity, found itself on Thursday dis-
cussing "only" the request for immunity sub-
mitted by MP Katz (Likud), after the Prime
Minister had withdrawn his request at the last
minute. (Editorial, Ha’ aretz, 2.2.2020)

This unsigned editorial of Ha aretz has been pub-
lished against the background of two requests for
immunity, submitted to a special Knesset [Israel
parliament] committee by Israel PM Benjamin Ne-
tanyahu and by MP Israel Katz, both accused of
fraud and breach of confidence. At the end of the
editorial, the writer calls upon the special commit-
tee to reject MP Katz’s request. In the utterance
under consideration, the word in quotes ("only")
echoically metarepresents the arguments of those
who underestimate the severity of the MP’s con-
duct. The ironic criticism seems to be addressed
at the committee in particular and possibly at pub-
lic agents in general, for not taking seriously legal
accusations.

11. In order to win the elections and bring the
[center-left] bloc under one roof, [the party]
kaxol-lavan [="Blue and White”] must in-
clude Yoaz Handel in its list. [...] One
fact stands out: a center party that aspires
to succeed should display in its showcase a
handsome, talented young man, considered
a ''moderate'' right-wing person. Why? be-
cause [the party’s] leaders believe that striving
for a peace settlement, opposing the annexa-
tion of territories and demanding to abolish
the nationality law will not earn it the status
of a leading power. (Uzzi Bar’am, Ha aretz,
20.1.20).

In this extract, the journalist criticizes the center-
party Kaxol Lavan for attending to populist strate-
gies (such as calling upon a handsome politician
to join it) at the expense of ideological principles.
By enclosing "moderate” in quotation marks, he
echoically mentions the party’s presumed evalua-
tion of Hendel’s political orientation and challenges
the belief that Hendel is indeed moderate. The
irony is further directed at the belief that a right-
wing politician can indeed be considered moderate.

So far, we presented a pragmatic analysis of
single words in quotation marks and illustrated the
different functions they fulfill in context — naming,
awareness of lexical peculiarity and ironic criticism,
foregrounding the role of co-text in solving some



of the complexities involved in their interpretation.
If the distinctions that we have identified are in
fact sufficiently indicated within the text, then we
would expect a neural network to be able to pick
up on these indications and correctly classify these
specimens.

Thus, we proceed to present our annotated
dataset for Hebrew irony, followed by our neural-
network experiments upon the dataset.

4 Annotated Dataset for Hebrew Irony

Our dataset is annotated to distinguish ironic uses
of quotation marks from other uses. It is the first
of its kind in Hebrew, since we are not aware of
any other datasets comprised to address the phe-
nomenon of ironic quotes. The dataset consists of
op-eds from major and popular Israeli news plat-
forms. We collected the data using two methods:
(a) Automated crawling of op-ed articles from the
opinion sections in the platforms in 2019-2020.
This data was collected by a social media monitor-
ing and analysis company. (b) Manual collection
of op-ed articles published in 2020.

The data was annotated by three pragmatics ex-
perts, who annotated each instance of a single word
enclosed in quotation marks in the context of the en-
tire article, distinguishing between naming/lexical
peculiarity/irony. In case of disagreement, two la-
bels were assigned to the disputed word, such that
the label assigned by two annotators preceded the
label assigned by a single annotator. The classifier
considered only the first label for the target word.
On the whole, we have 59 cases (1.4%) of double
annotation.The vast majority of these (56) are re-
lated to the distinction between irony and lexical
peculiarity.

We are pleased to release this new annotated
dataset to the NLP community.!

5 Experimental Setup

We train neural networks to classify any given in-
stance of a word enclosed within quotation marks
(henceforth: “target word”) as one of the aforemen-
tioned classes: "Naming", "Lexical Peculiarity" or
"Irony". The foundational model underlying our
experiments is DictaBERT, the current state-of-the-
art BERT model for modern Hebrew (Shmidman

et al., 2023).

"https://www.dropbox.com/scl/fo/
3ssz89hlfqgvhwjcfewnsy/ABb_z1GUjKYvVkeXp4skilA?
rlkey=algwwwbbwlncgxzf57ndbefu3&st=4ve7im2t&d1=0

95

Statistics Count
Total Documents 2,700
Total Words 1,504,153
Category Distribution

Naming 1,889 (45.1%)
Lexical Peculiarity 980 (23.4%)
Irony 1,321 (31.5%)
Total 4,190

Table 1: Statistics on the number of documents, words
and category distribution in total in the data collection

We run each of our sentences through
DictaBERT in order to produce a contextual embed-
ding for each instance of a word within quotation
marks. We then aim to train a multi-layer percep-
tron (MLP) to classify each instance of these con-
textual embeddings into one of our three categories.
As we describe in detail below, we experiment
with multiple trains of such an MLP, each time
progressively providing the classifier with more
information about the word, the sentence, and the
surrounding context, in order to determine how
much information is truly needed to correctly as-
sess the presence or absence of irony within the
quoted word. All MLPs are trained 10 epochs,
with a learning rate of 0.0001, a hidden layer of
size 100, with the Adam optimizer, and a batch
size of 32. We evaluate the performance of each
MLP using 10-fold cross validation; we calculate
separate recall, precision, and F1 scores for each
of the classes.

6 Experiments and Results

6.1 Masking the target word

In our initial experiment, we mask the target
word; thus, the contextual embedding produced by
DictaBERT is informed only by the word’s prior
and subsequent co-text. The point of this experi-
ment is to see whether the information regarding
the ironic usage is sufficiently encoded within the
surrounding words, without regard for the target
word itself. Results are displayed in Table 2.

Precision | Recall | F1
Irony 71.0% | 86.5% | .780
Naming 87.8% | 82.4% | .850
Lexical Peculiarity | 61.6% | 40.8% | .491

Table 2: Results when masking the target word

This certainly leaves room for improvement; yet


https://www.dropbox.com/scl/fo/3ssz89hlfqvhwjcfewnsy/ABb_z1GUjKYvVkeXp4ski1A?rlkey=a1gwwwbbw1ncgxzf57ndbefu3&st=4ve7im2t&dl=0
https://www.dropbox.com/scl/fo/3ssz89hlfqvhwjcfewnsy/ABb_z1GUjKYvVkeXp4ski1A?rlkey=a1gwwwbbw1ncgxzf57ndbefu3&st=4ve7im2t&dl=0
https://www.dropbox.com/scl/fo/3ssz89hlfqvhwjcfewnsy/ABb_z1GUjKYvVkeXp4ski1A?rlkey=a1gwwwbbw1ncgxzf57ndbefu3&st=4ve7im2t&dl=0

it is remarkable that the system was able to cor-
rectly identify so many cases of irony based on the
sentence co-text alone (F1 score of 0.780 for the
irony category).

6.2 Unmasking the target word

In our second experiment, we unmask the target
word, to see whether knowledge of the specific
word improves the system’s ability to classify the
cases. Indeed, this improves our success rates sub-
stantially in all three categories. Results are dis-
played in Table 3.

Precision | Recall | F1
Irony 76.9% | 87.2% | .818
Naming 92.5% | 88.5% | .903
Lexical Peculiarity | 63.2% 50.3% | .560

Table 3: Results when unmasking the target word

6.3 Adding the CLS embedding

In this experiment, we keep the unmasked embed-
dings of the target word as per the previous exper-
iment, and we add in the “CLS" embedding pro-
duced by DictaBERT for the sentence overall. This
embedding is concatenated to the embedding of the
target word, and the result of the concatenation is
provided as input to the MLP. Our theory is that this
embedding could provide an overall characteriza-
tion of the sentence supporting or discouraging an
ironic reading of the target word. Indeed, adding
the CLS embedding boosts our F1 score for all
three categories. Results are in Table 4.

Precision | Recall | F1
Irony 780% | 87.6% | .825
Naming 93.3% | 88.0% | .905
Lexical Peculiarity | 64.8% 54.4% | .591

Table 4: Results when adding the CLS embedding

6.4 Adding more extensive co-text

In this experiment, we continue to build upon the
successful setup of the previous experiment (un-
masked embedding plus CLS token), and we at-
tempt to further bolster the system’s ability to clas-
sify the target word by providing it with more co-
text. When generating the unmasked contextual
embedding from DictaBERT, in addition to the
sentence containing the target word, we also pro-
vide the preceding sentences within the paragraph
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(up to a maximum of five sentences). Thus, when
DictaBERT calculates the embedding for any given
target word, it does so with an eye toward the pre-
ceding sentences as well.

Results are displayed in Table 5. It turns out that
the extra co-text does not improve our ability to rec-
ognize instances of irony. In fact, it caused the F1
score for the "irony" category to turn downwards.
Overall, it seems that the extra co-text only added
extra clutter, and did not provide helpful clues for
identifying irony.

Precision | Recall | F1
Irony 77.4% 87.7% | .822
Naming 93.2% 88.6% | .908
Lexical Peculiarity | 63.1% 51.2% | .566

Table 5: Results when adding more extensive co-text

6.5 Adding extra redundancy information

In this experiment, we add three extra pieces of
information to each training sample. The three
pieces are as follows: (a) an embedding indicating
how many pairs of quotation marks were used in
the paragraph (0, 1-2, or 3+); (b) an embedding
indicating the paragraph size (under 500 words,
500-1000 words, or more than 1000); (¢) an em-
bedding indicating how often the target word recurs
within the paragraph (0, 1, or 2+). This information
is aimed at testing the effect of redundancy (section
2.2) on the irony detection mechanism. We con-
catenate this extra information together with the
unmasked embedding of the target word and the
CLS token.

Results are displayed in Table 6. It turns out that
these extra pieces of information do not improve
the system’s ability to identify irony; the F1 score
for the irony category is lower than when we train
with only unmasked embeddings and CLS, without
the extra information. Regarding the other two
categories, this method provides a slight boost in
the F1 score of the lexical peculiarity category, but
at the same time slightly lowers the F1 score of the
naming category.

Precision | Recall | F1
Irony 78.5% | 86.6% | .823
Naming 92.7% | 88.0% | .903
Lexical Peculiarity | 64.3% 56.1% | .599

Table 6: Results when adding redundancy information




In summary, although the system achieves im-
pressive accuracy in detecting irony based on the
co-text of the sentence alone (in the masked sce-
nario), knowledge of the target word does substan-
tially improve our accuracy. Adding in the CLS to-
ken boosts the accuracy even higher. However, our
other attempts to add extra information, whether
via extra co-text, or via information regarding den-
sity and redundancy, did not advance the accuracy
any further.

6.6 Binary Experiments

Having established our ideal approach — that is,
using an unmasked target word and concatenating
the CLS embedding — we proceed to utilize this
approach in training three separate binary classi-
fiers, in order to focus on the system’s ability to
recognize each category individually.

Irony vs. Other. In this experiment, we train a
classifier to identify each specimen as either “Irony”
or “Not Irony”. Results are displayed in Table 7.
The classifier’s ability to identify irony remains
about the same as with our most successful three-
class experiment above.

Precision | Recall | FI
Irony 79.7% 85.3% | .824
Non-Irony | 87.2% 82.1% | .846

Table 7: Binary Classification (Irony vs. Other Cate-
gories)

Lexical Particularity vs. Other. As we saw
above, identifying the category of lexical peculiar-
ity is particularly difficult for our neural network;
in the three-class classifiers, the precision and re-
call scores for this category were consistently low.
Our binary classifier for this category also proved
to be rather unsuccessful. The results in Table 8
demonstrate how much the system struggles with
this category.

Precision | Recall | Fl
Lexical Peculiarity 67.7% | 43.4% | .529
Not Lexical Peculiarity | 84.4% | 93.7% | .888

Table 8: Binary Classification (Lexical Peculiarity vs.
Other Categories)

Naming vs. Other. The category of "Naming"
is the easiest category to spot. As we saw above,
the precision and recall numbers were consistently
high for this category. Indeed, when we train a
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binary classifier to distinguish between Naming
and Not Naming, we achieve F1 scores above 0.90
for both classes; results are displayed in Table 9:

Precision | Recall | F1
Naming 95.1% 86.6% | 906
Not Naming | 94.1% | 98.0% | .960

Table 9: Binary Classification (Naming vs. Other Cate-
gories)

7 Where does the model fail?

Analyzing the model’s failures may be beneficial
for improving its performance. The following illus-
trate two errors specifically related to the distinc-
tion between irony and lexical peculiarity:

12. This is one of the reasons why our organiza-
tion requested to join as a "'friend" of the
court in the case of J.

The expression friend of the court is the Hebrew
legal term for amicus curiae. The live metaphor
"friends” was annotated by the experts as lexical
peculiarity. The neural network, on the other hand,
classified it as irony, possibly due to its emotive
value, which lends itself to a reversal of meaning.

13. Facebook has completely distorted clear con-
cepts such as "'social" or "friends''.

The three experts read both quotes as echoic
mentions of misconceptions, further relying on
the journalist’s criticism implied by distorted, and
therefore annotated them as irony. The neural net-
work classified the target words as lexical pecu-
liarity, possibly influenced by their qualification
as ’clear concepts’, which is textually closer to the
target words than the verb distorted.

8 Discussion and conclusions

Starting with the premise that irony is necessarily
indirect, this paper aims to delve into the nature
of irony detection, by combining pragmatic analy-
ses with experimentation purporting to train neu-
ral networks to identify ironic speaker’s meaning.
Through this experiments we can learn about the
validity of our predictions and improve them where
necessary. With this purpose in mind, we focused
on single words enclosed in quotation marks, con-
ceptualized as textual realizations of non-attributive
echoic metarepresentation which, in turn, is a possi-
ble cue for the detection of a mismatch between the



proposition in quotes and contextual information.
The analysis of ironic quotation marks shows that
a full interpretation of the speaker’s ironic meaning
requires the detection of echoic mention, some-
what facilitated by the quotation marks, and the
identification of the victim of irony (who is be-
ing criticized) and its target (what is being criti-
cized. Since the textual pattern under study fulfills
two additional functions — naming and marking the
speaker’s awareness of a peculiar lexical choice,
we proposed a distinction between these three pol-
ysemous patterns, foregrounding the pragmatic dif-
ferences between them. To our knowledge, no such
comparison has been made before.

Drawing on the pragmatic distinction, we pro-
ceeded to examine to what extent the three patterns
are distinguished by a neural network, with the
underlying assumption that if the distinctions iden-
tified through pragmatic analysis are sufficiently
indicated in the text, then we would expect a neural
network to be able to pick up on these indications
and correctly classify these categories.

All in all, the experiments yielded good results
concerning our primary goal, i.e. the classifier’s
ability to identify cases of irony (F1 score of .825,
as per Table 4). However, we were surprised to find
that this ability was not improved by the addition
of extra co-text, nor with the addition of extra infor-
mation regarding redundancy (the number of single
words in quotation marks used in the paragraph, the
paragraph size and how often the target word recurs
within the paragraph). One possible explanation
may be that since DictaBERT was mostly trained
on single sentences, its familiarity with complex
co-textual environments is limited. It is noteworthy,
however, that in the majority of ironic quotation
marks which were correctly classified based on the
sentence alone, the information that was available
within the target sentence yielded a good result.
Still, the role of the co-text in ironic interpretation
has been widely acknowledged in pragmatic re-
search in a way that encourages us to delve in the
textual analysis, further characterize the supportive
co-text and conduct additional experiments to test
this characterization.

As for the other two categories, we obtained
very good results regarding its ability to distinguish
’Naming’ from the two other categories (F1 score
of .906, as per Table 9). The category ’Lexical
Peculiarity’, however, is more challenging: 67.7%
precision and 43.4% recall in the binary experiment
(Table 8). This is not very surprising if we consider
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that the category ’Lexical Peculiarity’ has some
resemblance to "Irony’ since both convey some de-
gree of the speaker’s negative attitude and involve
meta-pragmatic awareness. The difference is that
in our data, 'Irony’ usually conveys the speaker’s
harsh criticism, its victim is mostly an echoed third
party (self-irony is rare in journalistic op-eds) and
its locus varies depending on the context, whereas
"Lexical peculiarity’ conveys mild distanciation, its
target is the speaker herself and its locus is invari-
ably some linguistic choice she has made. The
results indicate the need to refine the analysis of
this category and the experimental design related
to it. We intend to start by exploring the lexical
specificity of the peculiar lexical choice enclosed
in quotation marks. At this stage of the research,
we believe that the classifier can indicate a “red
flag” over specific words in the text, alerting the
reader to the fact that they might convey ironic
speaker’s meaning. Nevertheless, the classifier is
not yet perfect, and it would certainly be preferable
to improve its accuracy before its deployment.

To conclude, we adopt Gibbs and Colston’s
(2023:9) view:

We typically believe that irony is a completely
human affair, but there have been interesting at-
tempts to create computational models of irony use
and understanding. [...] One of the beauties, and
major challenges of computer modeling is that it
forces researchers to make concrete decisions on
how best to implement some linguistic observa-
tion or theoretical idea (e.g., how to create a work-
able model of echoic mention, pretense, or what is
meant by incongruity).

This statement introduces Veale’s (2023) discus-
sion of computational models designed to detect
irony and produce it. Veale compares various com-
putational models and proposes his EPIC model,
combining a theoretical approach with computa-
tional expertise, and concludes: "A computational
approach to irony is no substitute for an actual the-
ory of irony".

The two sides of the mirror are illuminated:
Gibbs and Colston (2023) highlight the potential
contribution of computational studies to pragmat-
ics, whereas Veale (2023) manifestly foregrounds
the indispensable contribution of theoretical think-
ing to a computational approach. The belief in this
mutual contribution has been underlying the study
we describe in this paper.
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Abstract

The increasing use of Artificial Intelligence
(AI) technologies, such as Large Language
Models (LLMs) has led to nontrivial improve-
ments in various tasks, including accurate au-
thorship identification of documents. However,
while LLMs improve such defense techniques,
they also simultaneously provide a vehicle for
malicious actors to launch new attack vectors.
To combat this security risk, we evaluate the
adversarial robustness of authorship models
(specifically an authorship verification model)
to potent LLLM-based attacks. These attacks
include untargeted methods - authorship ob-
fuscation and targeted methods - authorship
impersonation. For both attacks, the objective
is to mask or mimic the writing style of an au-
thor while preserving the original texts’ seman-
tics, respectively. Thus, we perturb an accu-
rate authorship verification model, and achieve
maximum attack success rates of 92% and 78%
for both obfuscation and impersonation attacks,
respectively.

1 Introduction

Recent advances in Large Language Models
(LLMs) have led to the generation of texts, that
are almost indistinguishable from human-written
texts. Consequently, LLMs, while impressive, have
exacerbated the problem of influence operations
within our information ecosystem (Chen and Shu,
2024; Lucas et al., 2023). This is because mali-
cious actors can now generate their content at scale
with little cost. We define influence operations as
any form of attack (typically the spread of propa-
ganda) that pollutes our information space with
the ultimate goal of infringing upon a democracy.
Unsurprisingly, such covert attacks thrive in sensi-
tive events such as elections, wars, pandemics, and
periods of civil unrest (Steinfeld, 2022).
Therefore to combat this obvious security risk,
a computational solution is adopted - Authorship
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Figure 1: Illustration of Authorship Obfuscation
(above) and Authorship Impersonation (below)

@,
-

Analysis, which is an (automatic) approach to find-
ing the author of a document (Nguyen et al., 2023).
These Authorship Analysis tasks, include Author-
ship Attribution, Authorship Verification, Forensic
Analysis, Author Profiling, etc. (Tyo et al., 2022).
While all these tasks have specific advantages and
uses, we are interested in Authorship Verification
(AV) models, which answer the question: given two
texts, can you predict if they are written by the same
author or not? Texts written by the same author are
known as True Trials, while texts written by differ-
ent authors are False Trials. Using such AV models,
one can combat influence operations, by verifying
if two randomly selected texts are written by the
same author or not. This defense technique has
been successfully proposed by several researchers
(Tyo et al., 2022; Stamatatos, 2016), and we find
that deep learning-based models tend to perform
the best.

However, we know that it is not enough to build
an accurate AV model, we must evaluate these mod-
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els under harsher constraints, such as realistic ad-
versarial perturbations, specifically Authorship Ob-
fuscation and Authorship Impersonation. Author-
ship Obfuscation is a type of untargeted adversarial
attack, with a stronger constraint which is preserv-
ing semantics, while masking the true authorship of
a document (Uchendu et al., 2023). Authorship Im-
personation is a form of targeted adversarial attack,
where a target author emulates the writing style of
a source author, while preserving the semantics of
the original texts. Adversarial attacks in the context
of machine learning are perturbations introduced to
the model to cause the model to misclassify (Good-
fellow et al., 2014). The goal of these attacks is to
perform pre-defined perturbations to achieve mis-
classification. See Figure 1 for illustration of the
Authorship Obfuscation and Authorship Imperson-
ation problems. Thus, we summarize this study
into answering two research questions (RQs):

RQ1: Can we adversarially perturb an AV model
using semantic preserving untargeted attacks,
known as Authorship Obfuscation?

Can we adversarially perturb an AV model
using semantic preserving targeted attacks,
known as Authorship Impersonation?

RQ2:

To answer these RQs, we evaluate the adversar-
ial robustness on a high-performing AV model -
BigBird (Nguyen et al., 2023), that outperformed
strong baselines such as ELECTRA (Clark et al.,
2020), LongFormer (Beltagy et al., 2020), and
RoBERTa (i.e., DistilRoBERTa) (Liu et al., 2019).
Next, we implement several adversarial attacks -
obfuscation and impersonation attacks by using
open-source language models to simulate a more
realistic scenario of how potential malicious actors
will attack AV models in this age of LLMs. This
yields three language models for the obfuscation
attacks - Paraphrasers like Mistral' (Jiang et al.,
2023), DIPPER (Krishna et al., 2024), and PEGA-
SUS (Zhang et al., 2020); and three specialized
impersonation attack techniques - custom-tuned
Mistral, LangChain + RAG?, and STRAP (GPT-2)
(Krishna et al., 2020).

After probing the AV model with several realis-
tic adversarial attacks, we find these attacks have a
high success rate. The obfuscation attacks achieved
a maximum attack success rate of 83% and 92%

'All Mistral models refer to Mistral-7B-Instruct-
v0.1: https://huggingface.co/mistralai/

Mistral-7B-Instruct-ve.1
“https://python.langchain.com/docs/tutorials/rag/

for the two datasets; however, for the imperson-
ation we achieved a maximum attack success rate
of 78% when impersonating an author in the fan-
fiction dataset.

2 Related Work

2.1 Authorship Verification (AV)

Authorship Analysis is an important field for de-
fending against disinformation and malinformation
that typically aim to mimic the style of a trusted
source to increase authenticity. To combat such se-
curity risks, there are two main defense techniques
adopted - Authorship Attribution (Juola et al., 2008;
Stamatatos, 2009) and Authorship Verification (Sta-
matatos, 2016). We will focus on Authorship Veri-
fication, where researchers have proposed stylo-
metric classifiers (Seidman, 2013; Weerasinghe
et al., 2021), statistical-based classifiers (Potha
and Stamatatos, 2014; Kocher and Savoy, 2017;
Koppel and Schler, 2004; Valdez-Valenzuela and
Go6mez-Adorno, 2024), deep learning-based clas-
sifiers (Bagnall, 2015; Nguyen et al., 2023; Singer
et al., 2023; Tripto et al., 2023; Boenninghoff et al.,
2019), and prompt-based techniques (Huang et al.,
2024; Hung et al., 2023; Ramnath et al., 2024).

2.2 Authorship Obfuscation & Impersonation

To assess the robustness of Authorship Analysis
models, specifically in the adversarial setting, sev-
eral researchers have proposed author masking
techniques, known as Authorship Impersonation
and Obfuscation techniques (Altakrori et al., 2022;
Abegg, 2023; Kacmarcik and Gamon, 2006; Bren-
nan et al., 2012; Brennan and Greenstadt, 2009; Le
et al., 2015; Emmery et al., 2021; Karadzhov et al.,
2017; Oak, 2022; Emmery et al., 2024). Due to
the nontrivial nature of impersonation techniques,
most techniques focus on the untargeted author
masking approaches (i.e., obfuscation). Author-
ship Impersonation in our context is a variant of
the style transfer, where the writing style of a se-
lected author is mimicked by another author. These
techniques include STRAP (Krishna et al., 2020),
and others (Mir et al., 2019; Qi et al., 2021).
More recently, there have been focus on Para-
phrasing attacks (which involve using language
models to rewrite the entire piece of text, while pre-
serving semantics) as opposed to classical attacks
(Mahmood et al., 2019; Xing et al., 2024; Jin et al.,
2020) due to the unprecedented benefits of LLMs.
These paraphrasing attacks include DIPPER, an
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encoder-decoder model, T5-XXL that is fine-tuned
for paraphrasing (Krishna et al., 2024), PEGASUS,
an encoder-decoder model (Zhang et al., 2020),
JAMDEC which builds on GPT-2 XL (Fisher et al.,
2024), and others which use clever prompts to
guide desirable generations. Researchers have also
used LLMs such as ChatGPT (GPT-3.5 or GPT-4)
(Koike et al., 2024; Macko et al., 2024), BLOOM
(Bao and Carpuat, 2024), and more for paraphras-
ing documents.

Finally, Macko et al. (2024), Uchendu et al.
(2023), Potthast et al. (2016), and Altakrori (2022)
survey and comprehensively study the robustness
of several obfuscation techniques.

3 Problem Definitions

3.1 Authorship Verification

AV models aim to answer the question: given two
texts T and T, are they written by the same author
or not? To verify authorship, if 77 and 75 are
written by the same author, we call this a True Trial,
however if they are written by different authors, it
is known as a False Trial.

3.2 Authorship Obfuscation

In order to evaluate AV models on strong untar-
geted adversarial perturbations, we adopt several
LLMs, as well as several prompting techniques that
make subtle changes to an author’s writing style,
while preserving the semantics. Thus, we formally
define the obfuscation problem for our context as:

( )
DEFINITION OF AUTHORSHIP OBFUSCATION.
Given an Authorship Verification (AV) model
F(x1,x2) that accurately assigns the label True
Trial to 2 pieces of text, Text, & Texts written by
the same author, the AO model O(zx) slightly modifies
Texty to Text] (ie, Text] < O(Text1)) such that
the authorship is masked (i.e., F(Text], Texts) #
True Trial or F(Text], Texts) = False Trial)
and the difference between Texty and Text] is neg-
ligible.

. J

This means that a successful obfuscation at-
tack is flipping an accurate prediction of True Trial
(same author) — False Trial (different authors).

3.3 Authorship Impersonation

To evaluate AV models on strong targeted adver-
sarial perturbations, we adopt several customized
techniques to transfer style from a source author to
a target author, while preserving the semantics of
the original text. We formally, define Authorship
Impersonation in the context of our task as:

DEFINITION OF AUTHORSHIP IMPERSONATION.
Given an Authorship Verification (AV) model
F (ml, x2) that accurately assigns the label False
Trial to 2 pieces of text, Text: to Texts writ-
ten by different authors, the authorship imperson-
ation model, 1(Ztarget, Tsource) identifies the target
author, Aiarger and source author, Asource, such
that Textioger (e, Textio,ger < I(Textiarget,
Textsource)) is written in the same style as
Textsource; now the authorship is masked (i.e.,
F(Textiorget, Tertsource) # False Trial or
F(Textiyrget, Textsource = True Trial) and the
difference between Textsource and Textyoyrce IS
negligible.

\_ J

Therefore, a successful attack is defined as
flipping an accurate prediction of False Trial —
True Trial as the target author adopts the source
author’s writing style.

4 Methodology

We evaluate the robustness of BigBird Nguyen
et al. (2023), a generalizable Authorship Verifica-
tion (AV) model which outperforms other state-of-
the-art models, such as ELECTRA (Clark et al.,
2020), LongFormer (Beltagy et al., 2020), and
RoBERTa (i.e., DistilRoBERTa) (Liu et al., 2019).

4.1 RQ1: Authorship Obfuscation

We use the following attacks for obfuscation:

* PEGASUS: is a standard Encoder-Decoder
model pre-trained with gap sentences for ab-
stractive summarization (Zhang et al., 2020).
However, it is a solid baseline for paraphras-
ing utilized by several researchers (Macko
et al., 2024).

* DIPPER: is an Encoder-Decoder model - T5-
XXL with 11B parameters, fine-tuned for
paraphrasing (Krishna et al., 2024).

* Mistral: is an instruction-tuned LLM,
prompted to paraphrase texts (Jiang et al.,
2023). See the specific prompts we craft to
guide Mistral for obfuscation:

1. Vanilla: Prompting Mistral with the ba-
sic instruction to paraphrase the text with-
out using any persona.

2. Zero-shot: Prompting Mistral to think
strategically and paraphrase at most 30%
of the texts.

3. Step-back: Prompting Mistral to take a
step-back and think strategically.

4. Author Profile-Aware: Prompting Mis-
tral to increase the lexical diversity by
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Figure 2: Mistral and RAG framework for Authorship Impersonation. See Figure 8§ in the Appendix for a more

detailed description of the pipeline with prompts

60% by utilizing the following stylis-
tic elements used to write - voice, tone,
diction, sentence structure, metaphors &
similes, pacing, imagery, dialogue, age-
related features, gender-related features,
educational background, psychological
traits, cultural & geographic influences,
and social & occupational factors.

See Table 9 in the Appendix for all the prompts we
use for the authorship obfuscation attacks.

4.2 RQ2: Authorship Impersonation

We perform impersonation attacks, with the follow-
ing methods:

* Mistral and RAG: We use Retrieval-
Augmented Generation (RAG) and the
Mistral-7B v0.1 model to perform authorship
impersonation by transforming the writing
style of a target author into that of the source
author. We use a multi-level RAG approach
for this pipeline; first we extract and under-
stand the style of the target author, and second
apply the style of the target author to rewrite
content from the source author without chang-
ing the context of the source author. RAG
enhances language models by combining re-
trieval mechanisms with generative capabil-
ities. Instead of relying solely on a model’s
internal knowledge, RAG helps in retrieving
relevant external information and feeds it into
the generation process. This improves accu-
racy, contextual relevance, and adaptation to
specific domains or styles. See Figure 2 for
an illustration of this impersonation technique.
In addition, see Figure 8 in Appendix for a
more detailed description of Figure 2.

* STRAP: We perform authorship imperson-
ation using the STRAP (Style Transfer Re-
formulated as Paraphrasing) framework intro-
duced by (Krishna et al., 2020). The pipeline
involves three key phases: paraphrasing with a
fine-tuned GPT-2 model, fine-tuning a GPT-2
model on original and paraphrased sentences,
and style imputation using the newly fine-
tuned GPT-2 model.

4.3 Evaluation Metrics

We evaluate how well our adversarial attacks de-
grade the performance of the AV model by utilizing
several performance and linguistic metrics. For the
performance metrics, we obtain numerical values
that represent how well the attack performs and
degrades the performance using ASR (Attack Suc-
cess Rate), guided by the Equal Error Rate (EER).
To obtain the EER, we use a DET (Detection Error
Trade-off) curve which is a plot of the false rejec-
tion rate vs. false acceptance rate to obtain where
these rates intersect. This point of equal errors is
known as the EER, and the score at which it occurs
was chosen as the threshold for deciding a True
and False Trial for our experiments. For our task,
the EER occurs at a score of 0.29, so then a score
equal or above this operating point is considered a
True Trial and below the operating point is a False
Trial. Note that the EER value itself is not used.
We chose the EER operating point score as our
threshold instead of another value, such as 0.5, so
that AV system’s errors (false alarms and misses)
would be balanced before our attacks.
Additionally, it is not enough to measure how
well the attacks perform on the AV models, we
must also measure the strength of these attacks.
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Dataset # of Authors | # of Trials | # of Stories | Avg. # of words | Avg. # of Sentences
Pan20 FanFiction 1595 13957 39588 260 23
TwitterCeleb 129 5550 5386 259 20
Table 1: Summary statistics of dataset. Both are in English
Riways fool e~~~ et obtuscate | Obf. Model | ASR? | BLEU 1 | ROUGE 1 | BERTScore 1 |
. mesning oftext < successfully while
—meanhgotiext grfsrefwinnferay-ﬁ{'g PEGASUS 006 | 87.6 25.4 78.6
atack success | O .0 B DIPPER 0.80 77.1 526 77.0
Mistralyanina | 0.23 76.6 422 73.0
Mistraleroshor | 0.83 70.9 44.1 76.6
Mistralgeppack | 0.50 66.9 40.2 75.2
Mistral ap 0.57 67.3 36.8 69.5
" Keepthetext .
S reacaton . . .
o= ——— Table 2: Authorship Obfuscation Results for Fanfiction

Semantic
Preservation Metrics

Figure 3: Attack Success Rate (ASR) vs. Semantics

This is because an attack could easily modify a
piece of text such that it becomes gibberish, thus
achieving a high ASR, but losing all relevant mean-
ing. Therefore, to measure how well the perturbed
texts preserve the semantics of the original texts,
we employ linguistic metrics - BLEU, BERTScore,
and ROUGE. These metrics measure the semantic
consistency between text pairs by comparing the
lexical and semantic overlap. The scores for all
three are between [0, 1], such that a score closer to
one means high semantic consistency and closer to
zero means the text pairs are dissimilar.

Finally, our objective is to optimize for both high
attack success rate and semantic preservation. See
Figure 3 for an illustration of our objective.

4.4 Dataset Description

To evaluate the generalizability of the Authorship
Obfuscation and Impersonation attacks on the Big-
Bird model, we compare the performances on
two different datasets - PAN20 FanFiction and
CelebTwitter which are of different domains. For
both datasets, we used a closed-set trial design,
where the same authors as found in training are
also present in test trials but using unseen text data.
Table 1 contains the summary statistics of the two
datasets. See description below:

* PAN20 FanFiction: PAN distributed a dataset
for training and testing authorship verification
in 2020 (Bevendorff and et al., 2021). This
dataset contained True Trial pairs from over
40,000 authors across 1,600 fandoms for train-
ing, and from 3,500 authors across 400 fan-
doms for testing. We downsampled the train-

| Obf.Model | ASR?T | BLEUt | ROUGE 1 | BERTScore 7 |
|  DIPPER 054 | 757 49.0 75.2
Mistralyanina | 090 | 6353 26.0 62.9
Mistral.eroshot | 092 | 673 20.7 634
Mistralap | 092 | 717 294 65.1

Table 3: Authorship Obfuscation Results for CelebTwit-
ter

ing data as described by (Nguyen et al., 2023),
and then truncated each author text (originally
21,000 characters) to approximately 250 to-
kens, which was identified in (Singer et al.,
2023) as the minimum sufficient length for
evaluation. Truncation was always performed
at the end of a sentence, so that no text was
cut off.

* CelebTwitter: The CelebTwitter trials were
created using the PAN 2019 Celebrity Profil-
ing challenge dataset (Wiegmann et al., 2019).
The original dataset contained over one mil-
lion tweets from over 40,000 celebrities. We
followed the sampling described in (Singer
et al., 2023) by first extracting only English
tweets from celebrities that also appear in Vox-
Celebl (Nagrani et al., 2017), and then con-
catenated a celebrity’s tweets together to cre-
ate a piece of text with a minimum of 250
tokens.

5 Authorship Obfuscation Results

We evaluate the robustness of BigBird (Nguyen
et al., 2023) to realistic obfuscation attacks in the
age of LLMs. By using paraphrasers such as DIP-
PER, PEGASUS, and Mistral, we find that DIPPER
and Mistral preserve the semantics of the original
text, as well as cause the AV model to misclas-
sify at a high rate. To evaluate the performance of
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these attacks, we use the metrics discussed in Sec-
tion 4.3. Furthermore, in order to investigate the
generalizability of our attacks, we test the model
performance on two datasets of different domains -
fanfiction, and celebrity Twitter (now known as X)
posts.

The results for the fanfiction and CelebTwitter
datasets are in Tables 2 and 3, respectively. For
the fanfiction dataset, we observe that our method
- Mistraleroshot achieved the highest ASR, out-
performing the second best obfuscator - DIPPER
by 3%. However, DIPPER was able to achieve
highest semantic consistency scores on all three
metrics, suggesting that it was able to generate
obfuscated texts that more closely resemble the
original, semantically. DIPPER’s superior perfor-
mance, compared to the other baseline - PEGASUS
(which underperformed significantly) and Mistral
prompts - Maistral,aniiia, Mistralsieppack, and
Mistral o p is because DIPPER is the only model
that was trained with the objective of paraphrasing,
while PEGASUS was trained for abstractive sum-
marization. Next, for the other Mistral prompts,
only Mistralyqnie achieved a low ASR - 23%,
however, was still able to preserve the seman-
tics decently. The other prompts performed well,
achieving nontrivial ASR of 50% and 57% for
Mistral siepback» and Mistral op, respectively.

However, we observe more exaggerated perfor-
mances by Mistral on the CelebTwitter dataset
in Table 3. First, due to the expensive nature
of running all the experiments, we wanted to
compare the top-3 performing attacks - DIPPER,
Mistral eroshot, Mistral 4p. Additionally, we in-
clude the baseline Mistral prompt - Mistral,gniiia
to compare the increase in improvements with
the other Mistral prompts. We observe that
Mistral ,oroshor and Mistralap , achieves the
highest ASR - 92%, outperforming Dipper (54%)
by a large margin, while Mistral,qni, performs
comparably, achieving a 90% ASR. This suggests
that the performance of the obfuscators could be
domain-specific. However, as witnessed on the fan-
fiction dataset, DIPPER consistently outperformed
all other models on the semantic metrics.

6 Authorship Impersonation Results

The goal of authorship impersonation is to modify
the writing style of an author such that the original
author of a document is detected as a particular
target author. In obfuscation, we are going from

Target | Target Stories | # of Source | # of Source | False Trial Pairs
Author for Tuning Authors Stories in Test Set

A 6 208 356 558

B 6 217 294 489

C 8 185 328 487

D 4 201 339 508

E 6 221 343 504

Table 4: Initial Experimental Setup for Authorship Im-
personation

Target Author | # of Stories | STRAP-ASR 1 | Mistral RAG-ASR 1
A 6 0.50 0.54
B 6 0.30 0.35
C 8 0.52 0.75
D 4 0.11 0.48
E 6 0.77 0.42

Table 5: Attack Success Rate for Authorship Imperson-
ation

one author to any other author, whereas in imper-
sonation, we are going from any other author to
one particular author, making this a much harder
problem.

Table 4 shows the details for the initial exper-
imental setup for the impersonation. From the
fanfiction dataset, we took the five most prolific
authors, and used their stories from the validation
set to do the fine-tuning and in-context learning. A
key thing to note is in the False Trial pairs for each
author in the test set, their stories are compared to
stories from hundreds of other authors, so it is a
diverse set of documents we are trying to imperson-
ate to a particular author. The defender system is
the same BigBird model we used for obfuscation
of fanfiction, and our attacker approach is to use
the two impersonation techniques, and target sto-
ries in the False Trial pairs this time, as we want to
fool the model into thinking stories are written by
the same author, when in fact they are not. In the
False Trial pairs, the same source document can
show up in multiple pairs against different target
documents, and source authors can have multiple
documents in the pairs. We did not showcase im-
personation results on the CelebTwitter dataset due
to potential data leakage concerns. Since LLMs are
trained on large-scale web data, including social
media content, they may have already internalized
a celebrity’s writing style, making it an unreliable
test for our RAG-based approach. Such overlap
could inflate performance metrics, undermining
the validity of our evaluation.

Table 5 shows the ASR of each of the authors for

STRAP and Mistral. We compare multiple LLMs
in the same model family - Mistral-7B v0.1 and
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Figure 5: Attack Success Rate (ASR) vs. Percentage of
Paraphrased Text

Mixtral-8x7B3. Figure 4 shows the distribution of
the ASRs for Mistral and Mixtral. The average
ASR for Mistral is 50%, while the average ASR
for Mixtral is 55%. This suggests that there is a
55% chance of taking any other document in the
fanfiction and modify it to appear as a document
written by the target author, flipping true negatives
to false positives. The BLEU and BERTScores for
both models are within .05 of each other, indicating
similar semantic preservation tendencies.

7 Ablation Study

7.1 Degree of Authorship Obfuscation

Given that DIPPER and Mistral for some prompts
achieved high ASR, we wanted to investigate
how much of a given text needs to be para-
phrased to achieve a decent ASR. To that end, we
conducted an ablation study using DIPPER and
Mistral ,eroshot to paraphrase a percentage of ran-
domly selected texts of the documents and observe

3https://huggingface.co/mistralai/
Mixtral-8x7B-Instruct-ve.1

the ASR at those percentages. See results shown in
Figure 5.

The ablation study is performed on the fanfic-
tion dataset for DIPPER and Mistral e oshot- We
observe that the AV models showed robustness to
low and medium levels of obfuscation attacks, only
starting to degrade in performance when about 50-
60% of the document is paraphrased. This high-
lights the robustness of the AV model. Thus for
future work, it would be interesting to not only
blindly paraphrase a percentage of texts in a doc-
ument, but to identify the most impactful portions
of a document to obfuscate.

Target Author | One Story ASR | Three Stories ASR* | All Stories ASR

A 0.50 0.56 0.54
B 0.37 0.65 0.35
C 0.52 0.79 0.75
D 0.11 0.46 0.48
E 0.78 0.59 0.42

Table 6: Impersonation Ablation Study *95% confi-
dence interval of £ .03

7.2 In-Context Data for Authorship
Impersonation

Similar to the obfuscation, we ran an ablation study
on the initial impersonation experiment to observe
the number of stories needed to achieve a success-
ful impersonation attack with the Mistral approach
as shown in Table 6. We observe that four out of
the five authors perform better with three stories
than using more stories, and for most of them, they
achieved the highest ASR with three stories. These
results suggest that less data is needed for optimal
performance for the impersonation attack.

8 Discussion

Our results highlights the vulnerabilities of AV
models when subjected to adversarial attacks
through authorship obfuscation and authorship im-
personation techniques using LLMs. See exam-
ples of perturbed texts using these methods in Ta-
bles 7 and 8 for the Obfuscation and Imperson-
ation techniques, respectively. While prior stud-
ies have demonstrated the effectiveness of deep
learning-based AV models (Bagnall, 2015; Nguyen
et al., 2023; Singer et al., 2023) in distinguishing
between different authors, our results reveal sig-
nificant weaknesses in these models when they en-
counter realistic, semantic, and context-preserving
adversarial perturbations.

Traditional methods like homoglyph substitution
(Gao et al., 2018), backtranslation (Keswani et al.,
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| Method | Obfuscated Texts |
Original As Harry Potter bravely confronts the Dark Lord in there ultimate battle at Hogwarts, a
blinding burst of light engulfs Voldemort and his Death Eaters, making them vanish.
DIPPER Harry Potter confronts the Dark Lord in the final battle at Hogwarts. Blinding light
consumes Voldemort and his Death Eaters and they vanish.
PEGASUS As Harry Potter bravely confronted the Dark Lord in the ultimate battle at Hogwarts, a

blinding burst of light made them disappear.

In the climactic showdown at Hogwarts, Harry fearlessly faces off against the Dark Lord
and his minions. Suddenly, a brilliant flash of light descends upon them, causing them to
evaporate.

Harry Potter bravely faces the Dark Lord in their ultimate Hogwarts fight, causing the
enemy’s demise.

Harry Potter fearlessly faces the Dark Lord in their dramatic confrontation at Hogwarts,
a brilliant flash erupts, engulfing Voldemort and his Death Eaters and causing them to
disappear without a trace.

Mistral_vanilla

Mistral_zeroshot

Mistral_stepback

Mistral_AP With unwavering courage, Harry Potter took on the Dark Lord in their final showdown at
Hogwarts. Suddenly, a brilliant flash of light enveloped Voldemort and his Death Eaters,
erasing them from existence.

Table 7: Examples of Obfuscated Texts
| Method | Impersonated Texts |

Original He sighed with relief. Those papers weren’t important. While he started to get up to see
what had happened, he was knocked down by Chix’s wings.

STRAP She’d been expecting a little more, but she’d been expecting a little more than that. The
papers weren’t even that important. Chix was knocked to the ground when he turned to
look what had happened to him.

Mistral + RAG "Whew! Finally got some time to breathe." Nah, those papers were just fine. Holy crap,

Chix’s wings were so big and powerful, they almost sent me flying off the damn thing!

Table 8: Examples of Impersonated Texts

2016; Shetty et al., 2018; Wang et al., 2024), and
synonym swapping (Ren et al., 2019) have shown
some success in misleading AV models. However,
these approaches often fail to maintain the semantic
integrity of the text (Uchendu et al., 2023), which
can often generate unnatural or nonsensical out-
puts, reducing the practical applicability of such
attacks. In contrast, our zero-shot prompting strate-
gies with Mistral and paraphrasing-based obfusca-
tion techniques such as DIPPER demonstrate that
AV models struggle to maintain reliable author-
ship identification when obfuscated, even when the
meaning and coherence of the text are preserved.
Specifically, our results show that Mistral-based
obfuscation achieves high ASR while maintaining
textual coherence, effectively misleading AV mod-
els without compromising the quality or readability
of the text, noticeably. Furthermore, we also ob-
serve from Tables 2 and 3, that the strength of the
obfuscation technique can be domain-specific. This
is because of the writing style difference between
the two datasets, where FanFiction uses story writ-
ing style and the Celeb Twitter dataset uses social
media post writing style.

In parallel, the authorship impersonation task,

which represents a more challenging targeted at-
tack, seeks to manipulate text to mimic the style
of a target author while preserving the original se-
mantics. Our RAG pipeline successfully transfers
stylistic elements from a target author to source
author. This multi-step RAG process first retrieves
the stylistic properties from a target author’s pre-
vious writings through chain-of-thought prompt-
ing to refine these stylistic transformations while
maintaining the original meaning. Our evaluation
demonstrates that LLM-driven impersonation can
deceive even the most robust AV models, achieving
high success rates in flipping False Trials to True
Trials. This effectively makes a target author’s writ-
ing indistinguishable from that of a source author.
Such vulnerabilities raise serious security concerns
in areas like academic authorship, forensic linguis-
tics, and online misinformation detection.

Lastly, we observe the strength of the obfusca-
tion and impersonation attacks on the fanfiction
datasets by plotting a DET Curve’ using the mis-
classification rate as a function of False Alarm Rate
on a normal log scale. See Figure 6. Each line sum-
marizes the performance of a system across a range
of thresholds for a given test set. The closer these
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Figure 6: Detection Error Tradeoff Curves for Obfus-
cation (left) and Impersonation (right) on the fanfiction
dataset

lines are to the lower-left corner, the better the sys-
tem’s performance. Thus, we observe that DIP-
PER & Mistral_zeroshot for obfuscation and
Mistral & Mixtral for impersonation are able to
push the verification scores farther away from the
unperturbed texts scores, such that the AV model
misclassifies at a high rate, achieving a successful
attack.

9 Conclusion

We evaluated the adversarial robustness of a high-
performing AV model - BigBird (Nguyen et al.,
2023) on adversarial attacks such as obfuscation
(untargeted) and impersonation (targeted) attacks.
For the obfuscation attack, we perturbed the first
pair of accurately predicted True Trials (i.e., same-
author documents). Therefore, a successful obfus-
cation attack, flips a True Trial label to False Trial.
We achieved high attack success rates with DIP-
PER, a paraphraser LLM and various prompts used
to guide Mistral. Next, for the impersonation at-
tack, we aim to perturb the first pair of accurately
predicted False Trials (i.e., not-the-same author),
such that the label is flipped to True Trial. Finally,
our results expose an alarming security risk which
author identification models such as AV models
have. We are especially alarmed by the results of
the impersonation attacks, as these are realistic sce-
narios in which malicious actors can use to launch
devastating security attacks.

10 Future Work

In the future, we would expand this work to multi-
lingual datasets, to investigate how well our attack
techniques can capture an author’s style in mul-
tiple languages, as well as in different domains,
such as source code attribution. Second, we aim
to test out additional LLMs, such as GPT-4 and
Claude, to compare newer foundational models

for these attacks, and compare our approach to a
few-shot learning approach. Additionally, we aim
to fuse more linguistic-based features, such as n-
gram distribution, with the LLM-based techniques.
Fourth, we believe implementing an agent-based
approach for impersonation could significantly im-
prove the ASR, such as Parameter-Efficient Fine-
Tuning (PEFT). Finally, to improve our techniques
further, we aim to incorporate additional evaluation
metrics, such as machine-generated text detection,
and the goal will be for the generated texts to pass
the Turing Test. Therefore, our attack method can
be used to evaluate the robustness of authorship
identification models, including authorship verifi-
cation and attribution, as well as Al-generated text
detectors.

11 Limitations

Our research focuses on the usage of LLMs in
fooling authorship verification models using non-
targeted (Obfuscation) and targeted (Imperson-
ation) approaches on short-and medium form docu-
ments and the results may not be universally appli-
cable to long form data. Additionally, our method-
ology may face limitations when dealing with mul-
tilingual data, which could potentially impact the
assessment of measuring impersonation or obfusca-
tion in these types of datasets. Lastly, we do not use
LORA or PEFT fine-tuning in either of our meth-
ods imitating in accurately assessing the extend of
our attack (impersonation / obfuscation) methods.

12 Ethical Statement

Since the advent of LLMs, it is no secret that its
abilities are unprecedented for both positive and
negative reasons. Thus, we aim to find the negative
ways in which LLMs can be leveraged in the con-
text of authorship identification. A famous saying
goes - with great power, comes great responsibil-
ity. This means that as we have the knowledge
and access to technology that can be used for great
good, and great evil, it is therefore our responsibil-
ity to utilize it for great good or at least not cause
harm. Therefore, while it may seem that we have
proposed new attack paradigms, our aim is not for
malicious use but to create awareness that building
an accurate authorship identifier is not enough; it
must be evaluated under strict constraints such as
adversarial perturbations to make sure malicious
actors are not evading detection. Moreover, we
achieve successful attacks in a realistic setting us-

110



ing open-source smaller LLMs (< 11B) which
suggests that anyone with means can recreate such
attacks, at little cost. Therefore, we believe that
we have fulfilled our responsibility and showcased
realistic attack scenarios that malicious actors may
already be using to evade detection. Finally, due to
the obvious security risk negative applications of
LLMs pose, we believe that benefits of this work,
outweighs the risks.
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A Methodology
A.1 Authorship Obfuscation

See Figure 7 for a flowchart that illustrates the pro-
cess of obfuscating the writing style of a pair_1
from two pairs of a document that have been accu-
rately verified as written by the same author. See
Table 9 for the prompts we used with Mistral to
construct our obfuscation attacks.
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Figure 7: Methodological framework for Authorship Obfuscation of the Authorship Verification model

[Obtain Style with Prompt] | Style Description

Prompt: Given the document in your database,
please analyze and identify its distinctive stylistic
elements in terms of tone, vocabulary, sentence
structure, rhetorical devices, and pacing. Then
provide a set of concise but complete instructions
that can be used in a prompt for ChatGPT to
mimic this particular writing style.

Mistral Reply:

Instructions:

1. Write in the first-person point of view.

2. Use a serious and contemplative tone.

3. Use formal and academic language.

4. Use complex sentence structures with multiple
clauses.

5. Use vivid imagery to describe the setting and
characters.

6. Do not use metaphors or similes.

7. There should be no dialogue in the text.

8. Express a sense of sadness and regret.

9. Ensure that the text flows smoothly from one
sentence to the next.

Prompt: Please re-write the Input Sentence, adhere to the following stylistic
guidelines:

Input Sentence: "Ah, | have to go to the extreme, then." Jack
muttered, just loudly enough so that Daniel could hear.

1. Write in the first-person point of view.

2. Use a serious and contemplative tone. . i . T

3. Use formal and academic language. Mlsl_traltrll?etplly. Pt\st Ikco(r;ten:_plate the gra\tllty orffmy situation, |

4. Use complex sentence structures with multiple clauses. ;ea 1ze d at mus T?\ € r_ash;c rfneas:re§ to ar:: |evehmy i

5. Use vivid imagery to describe the setting and characters. esired ou copﬁe. ‘;’;“ée'g ormy t?flsmr?t angs ?aw Y

6. Do not use metaphors or similes. upon me, casting a shadow over my thoughts and actions.

7. There should be no dialogue in the text.

8. Express a sense of sadness and regret.

ﬁl , Impersonate =— | Impersonated
- with Prompt —— Text
Source Author Vector Relevant
Search Info
)
Figure 8: RAG Pipeline with Mistral

A.2  Authorship Impersonation part of our multi-step RAG pipeline we col-

We perform impersonation attacks, with the follow-
ing methods:

lect a dataset containing the writings of the
target author, each piece of text is converted

into vector embeddings using a MPNET em-

* Mistral and RAG: Our multi-step RAG
pipeline is structured as follows: In the first
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bedding model. These embeddings represent




the semantic and stylistic properties of the
author’s writing in a high-dimensional space.
We then use the Mistral model to query the tar-
get author’s embedding to retrieve the style de-
scriptions of the target author. We use chain of
thought (COT) prompting to retrieve the stylis-
tic description of the target author. COT helps
in breaking down the prompt into step-by-step
instructions allowing the better search and re-
trieval. The output from the CoT-augmented
retrieval provides a structured summary of the
target author’s style, such as sentence struc-
ture, vocabulary, tone, and rhythm. In the next
part of our multi-step RAG pipeline, we use
the style summary generated from the first
step of our pipeline, to guide the Mistral-7B
v0.1 model to rewrite the source author’s con-
tent while maintaining its original meaning.
This implies that while the content of writing
of the source author remains the same, the
style, tone and structure reflect that of the tar-
get author. See Figure 8 for an illustration
of the RAG pipeline infused with Mistral for
authorship impersonation.

STRAP: We perform authorship imperson-
ation using the STRAP (Style Transfer via
Paraphrasing) framework introduced by (Kr-
ishna et al., 2020). The pipeline involves three
key phases: paraphrasing, fine-tuning, and
style imputation.

— Paraphrasing with STRAP: The first step
in our pipeline employs the STRAP
framework to generate paraphrased ver-
sions of both the source and target author
documents. STRAP reformulates unsu-
pervised style transfer as a paraphrase
generation task, where the style of a
given sentence is modified without signif-
icantly altering its meaning. This process
involves feeding the original sentences
through a diverse paraphrase model to
create pseudo-parallel datasets.

— Fine-tuning GPT-2 for Style Transfer:
Once the paraphrased documents are gen-
erated, we use them alongside their orig-
inal counterparts to fine-tune a GPT-2
model. This fine-tuning process allows
the model to learn the relationship be-
tween neutral, paraphrased text and its
corresponding author-specific style. The
GPT-2 model is fine-tuned to learn stylis-
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tic features that are characteristic of the
target author.

Style Imputation on Source Text: After
fine-tuning, the GPT-2 model is applied
to the paraphrased source documents.
This step, referred to as style imputation
or inferencing, involves passing the para-
phrased source author texts from Step 1
to the fine-tuned GPT-2 model allowing
it to adopt the stylistic features of the tar-
get author. This allows for the source
author text to adapt the style of the target
author without changing its semantics.



Attack Technique

Prompt

Mistral_vanilla

Can you paraphrase the text: {target_article}?

Please only provide the paraphrased text and provide no other explanation for
your answer.

Only respond with the text that has been paraphrased.

Mzistral_zeroshot

You are an expert hacker and linguist. The purpose of paraphrasing writing
style of a text while maintaining its semantics is to make language models more
robust to adversarial attacks. Your task is to generate a new sentence which must
satisfy the following conditions:

1. The new sentence should paraphrase 30% of the original sentence

2. Keeping the semantic meaning of the new sentence unchanged;

You can finish the task by modifying the sentence using the following
guidance:

1. Paraphrase at most 30% of the original sentence

2. Only output the new sentence without anything else.

Mistral_stepback

You are an expert writer and linguist.

Question: What is the purpose of obfuscating the writing style of a text while
maintaining its semantics to fool a classification model?

Answer: The purpose of obfuscating the writing style of a text while maintaining
its semantics is to make it more difficult for a classification model to accurately
predict the category or label of the text. This is often done in the context of
natural language processing (NLP) and machine learning, where the goal is to
train a model to accurately classify texts based on their content. Obfuscating the
writing style of a text can make it more difficult for the model to identify patterns
or features that are specific to a particular category or label. This can be done by
using techniques such as replacing common words with synonyms, using jargon
or technical terms, or using complex sentence structures. By making it more
difficult for the model to accurately classify the text, it can improve the model’s
overall performance and reduce the risk of overfitting, which occurs when the
model becomes too specialized to the training data and performs poorly on new,
unseen data. Overall, obfuscating the writing style of a text can help to improve
the accuracy and robustness of a classification model, making it better able to
handle a wider range of inputs and accurately predict their categories or labels.

</s> Question: Can you Obfuscate writing style of the text while keep-
ing semantics as similar as possible to fool a classification model so that it can
convert a true trial two texts written by same author identified correctly, into a
false trial two texts written by same author as incorrectly

Mistral_AP

{lexical_div} definition. You are an expert hacker and linguist. Your task is

1. Increase lexical diversity by 60% by utilizing the following stylistic elements
used to write -voice, tone, diction, sentence structure, metaphors & similes, pac-
ing, imagery, dialogue, age-related features, gender-related features, educational
background, psychological traits, cultural & geographic influences, and social &
occupational factors

2. Keep semantics the same and in the modern era

3. Paraphrase only at most 30% of the text

Make sure you only output the new diverse sentence and nothing else, no expla-
nation. Using the instructions paraphrase this text: {target_article}

Table 9: Authorship Obfuscation prompts
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Abstract

Songs are an integral part of human culture,
and they often resonate the most when we can
sing them in our native language. However,
translating song lyrics presents a unique chal-
lenge: maintaining singability, naturalness, and
semantic fidelity. In this work, we computa-
tionally interpret Low’s Pentathlon Principle
of singable translations to be able to properly
measure the quality of adapted lyrics, break-
ing it down into five measurable metrics that
reflect the key aspects of singable translations.
Building on this foundation, we introduce a
text-to-text song lyrics translation system based
on generative large language models, designed
to meet the Pentathlon Principle’s criteria, with-
out relying on melodies or bilingual training
data.

We experiment on the English-Czech language
pair: we collect a dataset of English-to-Czech
bilingual song lyrics and identify the desirable
values of the five Pentathlon Principle metrics
based on the values achieved by human transla-
tors. Through detailed human assessment of
automatically generated lyric translations, we
confirm the appropriateness of the proposed
metrics as well as the general validity of
the Pentathlon Principle, with some insights
into the variation in people’s individual
preferences. All code and data are available at
https://github.com/stepankovab/Computational-
Interpretation-of-the-Pentathlon-Principle.

1 Introduction

Songs are a prominent part of human culture, ev-
erywhere in the world. Since the old days, people
have been singing folk songs, and adapting them
to different situations. One of these adaptations is
translation. Rewriting a song’s lyrics into another
language while keeping the song singable, naturally
sounding and semantically close to the original is a
very complex task without a straightforward defi-
nition. Franzon (2008) defined five levels of song

adaptations, ranging from leaving the song as it is,
to making completely new lyrics with zero connec-
tion to the original meaning. In this paper, we are
going to focus on song lyrics adaptations, while
keeping both the singable aspect, as well as the
semantic aspect.

There have been many attempts to formalise
what makes a good song translation. Low (2003,
2005) proposed a set of rules, called the Pentathlon
Principle of Singable Translations. These guide-
lines are still accepted by song translators today
(Sardifia, 2021; Pidhrushna, 2021; Saragih and Nat-
sir, 2023). Kim et al. (2023) proposed metrics for
computationally evaluating song translation quality
for Japanese and Korean. However, to the best of
our knowledge, we are the first to try to computa-
tionally interpret and verify the Pentathlon Princi-
ple as a whole instead of using it as a given thing.

In this work, we computationally interpret Low
(2003) in terms of collecting and proposing metrics
for measuring the song translation quality. We ex-
periment on the Czech-English language pair: we
collect a dataset of bilingual song lyrics and eval-
uate the official human-translated songs by these
metrics, finding the desirable values of the metrics.

As mentioned above, song lyrics translation is
a difficult and complex task even for human trans-
lators. In recent years, many works try to simplify
and automatize this process by using computational
methods, to make translated songs more accessi-
ble. The first step of creating a singable adapta-
tion is generating text to a given melody. Many
studies in generating song lyrics used datasets of
melody-lyrics pairs (Watanabe et al., 2018; Sheng
et al., 2021; Zhang et al., 2024b). Recently, Chen
and Teufel (2024) used scansion as an intermediate
step between melody and lyrics and generated Chi-
nese texts. Tian et al. (2023) generated lyrics to a
melody without needing melody-lyrics aligned data
for training. Studies on automatic song translations
were done mainly on Chinese: Guo et al. (2022) fo-
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cused on translating lyrics for tonal languages, and
Ou et al. (2023) used prompted machine translation
with melody-based word boundaries for Chinese
lyrics translation.

In this work, we propose an approach which ex-
plores text-to-text song lyric translation without the
need for melody-aligned or bilingual training data,
using generative large language models (LLMs).
We evaluate various setups of our system using
the Pentathlon Principle metrics, comparing the
setups to the human-translated song lyrics, and
through a thorough human evaluation conclude the
importance of individual aspects of the Pentathlon
Principle, and their balance.

2 Pentathlon Principle Metrics

The Pentathlon Principle, as defined by Low (2003),
consists of five aspects of lyrics. It states that all
these aspects should be balanced, the same as an
athlete competing in a pentathlon has to have bal-
anced skills in all five activities to be successful.
The five aspects of singable translations are Singa-
bility, Sense, Naturalness, Rhyme and Rhythm. In
this Section, we discuss each aspect of the Pen-
tathlon Principle from the computational point of
view. We present five metrics, each measuring one
aspect of the Pentathlon Principle.!

First, let us introduce the notation used for the
metric descriptions. All proposed metrics are
section-wise, giving scores for each section (e.g.
verse or chorus) separately. The Pentathlon Princi-
ple was proposed in the context of singable trans-
lations, so most of the metrics have the source-
language lyrics and the targe-language lyrics as
inputs. We denote the source-language lyrics sec-
tion consisting of n lines as X = {z1,...,2,}
and the translated target-language lyrics section as
X ={Z1,...,Zn}

2.1 Singability

Low (2003) describes singability as the comfort of
the lyrics being sung to a certain melody. While
singability is closely tied with stress patterns and
line lengths, Low addresses these under the term
Rhythm, as do we. Singability encompasses the
adequateness of certain syllables being placed at
certain parts of the song. Low (2003) emphasises
consonant clusters and vowel openness as key parts

'Our implementation of the Pentathlon Principle met-
rics is at https://github.com/stepankovab/Computational-
Interpretation-of-the-Pentathlon-Principle

Pressure that’ll tip CCVO distance = 0.06
N VO N VO N OO N VO N VV N
pr ¢ ) 2 10 & t o 1t 1 p

Dal to na mé syp (Keep throwing it at me)
N OO N VO N OO N VO N VV N
d a It p) n a mp e S 1 P

Change the fates’ design CCVO distance = 0.56
N VO C€C VO N VO C VV N OO N
f e nkd o f el tsd 1 Z al n

Osud prevracej (Overturn fate)
N VO vV Vw C VO N OO N VO N
) S u tpr e vr a ts &

Table 1: Example of two lines with CCV Oy;s: = 0.06
signifying high mutual singability and of two lines with
CCVOgist = 0.56 signifying low mutual singability,
even though the number of syllables of the compared
lines is the same.

of singability, explaining that large consonant clus-
ters and tight syllables are awkaward to sing if the
melody is not adapted to it.

Proposed method We propose the Consonant
Cluster and Vowel Openness Distance (CCVO Dist)
metric. We define a consonant cluster as three or
more consecutive consonants in the phonetic tran-
scription of the line. We determine vowel openness
from the IPA chart®. For each pair of lyrics x; and
Z;, we extract the CCVO (see Table 1): a string
marking whether there is a consonant cluster be-
tween vowels of adjacent syllables (C for a cluster,
N for no cluster) and the openness of the most open
vowel from the syllable (OO for open, VO for mid
and VV for a closed vowel). The Levenshtein dis-
tance is then computed between these two CCVOs
and divided by the length of CCVO(z;), represent-
ing the original line.

X )': Levpis(CCVO(z;),CCVO(Z;4
CC‘/ODist( ) ) rlz ?:1 (len(CC(‘VO)(wq;)) ()

2.2 Sense

Sense is defined as the similarity in meaning, but
as Franzon (2008) emphasizes, there are different
levels of song translations, and one should not pri-
oritise meaning over other aspects of the pentathlon
if the final adaptation should be singable.

Preliminary experiments Preliminary experi-
ments with BLEU score (Papineni et al., 2002)

Zhttps://en.wikipedia.org/wiki/IPA_vowel_chart_with_audio
[Accessed 2025-02-14]
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showed that even human-translated lyrics reach
a near zero BLEU-2 score®. This might be be-
cause the translator usually can not choose the most
straightforward way of translating the lyrics due
to the melody constraints. Even though BLEU
is used in measuring song translation quality (Ou
et al., 2023; Guo et al., 2022), oftentimes BLEU de-
creases while meaning-unrelated metrics improve.

Proposed method To have more freedom in re-
formulating the same thought in different words,
we adopted the Semantic Similarity metric from
Kim et al. (2023). The metric measures the simi-
larity of individual song sections X and X based
on the cosine similarity of text embedding vectors
obtained using a pre-trained Sentence BERT model
(Reimers and Gurevych, 2019).

. o\ SBERT(X)-SBERT(X)
SemantSim(X, X) = repeercoiisserray 2

2.3 Naturalness

According to Low (2003), naturalness ‘involves
considerations of features such as register and
word order’. To quantify this, we propose using
the perplexity of a language model pre-trained on
the target language, measured on the X section.

Perplexity reflects how well a sequence aligns
with common linguistic patterns, with lower val-
ues indicating more natural phrasing. Since a well-
trained model captures typical syntax and idiomatic
usage, perplexity serves as a reasonable proxy for
naturalness: high perplexity suggests unnatural
word order or phrasing, while low perplexity in-
dicates fluency.

Naturalness = PPLyv(X) 3)

2.4 Rhyme

Low (2003) notes that fewer or differently placed
rhymes are often better than forcing a rhyme
scheme at the expense of other Pentathlon Prin-
ciple aspects.

Preliminary experiments We experimented
with metrics based on recall of rhymes rather than
accuracy. When considering accuracy, the trans-
lation is penalized more for changing the rhyme
scheme than for not rhyming at all. It is also penal-
ized for introducing new rhymes, thus making the
translation more artistic. The flip side shows that

*Measured on En-Cs parallel data introduced in Section
4.1.1

recall oriented metrics prefer song sections with n
same lines: when all the lines rhyme, the recall is
perfect, which is not what we desired. In the end,
we settled on using the Jaccard Index, as an average
song section has an imbalance between rhyming
pairs of lines and non-rhyming pairs of lines.

Proposed method Let the original rhyme scheme
be a graph R and the new scheme a graph R, both
with vertices {1, ...,n}, representing the indices
of lines in the song sections X and X respectively.
An edge between nodes ¢ and j in R means lines
x; and z; rhyme. Function Edges(R) returns the
set of (¢, j) tuples where the ¢ and j correspond to
the indices of rhyming lines in X.

The Rhyme Scheme Jaccard Index is computed
as follows, effectively computing the number of
common edges divided by the number of all edges.

|Edges(R) N Edges(R)|
R

RS;1(R,R) =
sl ) |Edges(R) U Edges(R)|

“

2.5 Rhythm

The main aspect of rhythm is whether the lyrics
can fit the melody. The key focus when measur-
ing rhythm computationally usually lies in syllable
counts (Guo et al., 2022; Ou et al., 2023), and al-
most never in stress patterns.

Preliminary experiments We conducted prelim-
inary experiments measuring stress pattern dis-
tance, similarly to how we measure CCVO distance
in Section 2.1. The results were partially promis-
ing, but we have not managed to devise a metric
that would capture all of the important rhythmic
aspects. We leave a better stress pattern distance
metric as a future work, and focus on the more
wide-spread syllable count based metrics. We ex-
perimented with syllable accuracy as used by Guo
et al. (2022); Ou et al. (2023), however we found
it too strict. When a 3-syllable line translates to
a 10 syllable line, it is much worse than when an
11-syllable line is missing one syllable.

Proposed method We use the Syllable distance
from Kim et al. (2023). With syl as a syllable
counter function, syllable distance can be com-
puted as:

SylDist(X, X) = &= S0, (\Syl(zz;l?;%l(iz)l 1 ‘Syl(ﬁﬁﬁﬂm‘”)
(5)
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3 Lyrics Generation System

While previous approaches to song lyrics adap-
tation were through machine translation, song
lyric adaptation using generative LL.Ms is under-
explored. In this Section, we propose a text-to-
text song lyrics generation system based on the
Pentathlon Principle. This system can be trained
using only the target language data, and when pro-
vided with lyrics in a source language, it produces
a singable adaptation of the lyrics in a target lan-
guage.

Our pipeline (see Figure 1) has several steps,
each described in more detail in the following Sub-
sections. The pipeline input is the lyrics of a song
section in the source language, divided into individ-
ual lines. The output is lyrics in the target language
that are singable to the same melody as the input
lyrics, while also retaining similar meaning, natu-
ralness, rhythm and rhyme.

First, defining features of the source lyrics are
extracted (Section 3.1). Then, a prompt for an
LLM is built based on the extracted features of the
source lyrics (Section 3.2). Based on this prompt,
a fine-tuned LLM generates the lyrics in the target
language. The training process of the model is
described in Section 3.3 and the inference process
is described in Section 3.4. Finally, the generated
lyrics are post-processed (Section 3.5).

3.1 Feature Extraction

The first step of our pipeline is the extraction of rel-
evant features from the input song section. During
inference, the input section is in the source lan-
guage and during the training phase, this section
is in the target language. Therefore, we need to be
able to do feature extraction in both the source and
the target languages.

We are extracting three things: syllable counts
for rhythm and singability, thyme scheme for
rhyme, and the maximum of five keywords for
sense.

3.2 Prompt Format

In this Subsection, we describe the various formats
of the LLM prompt created from the extracted fea-
tures. We tried two main approaches: first, gener-
ating the whole lyrics section at once and second,
generating each line separately. We also exper-
imented with which of the extracted features to
include in the prompt. For examples of prompts,
see Table 2.

English lyrics Melody Prompt Generated Czech
. 3373374 AABAAB # lyrics
let it go Syllabification dvefe vydrzet otoéit #

uZ to vim

Fine-tuned nevratim
Lang; > no tak dvefe zaviram

Model uz to vim

¥ nevratim

. Ze pry tohle nejsem ja
Postprocessing

P letit go
can't hold it back [

Rhyme Scheme
Detection

anymore

P letitgo p
> let it go ‘

Keyword
Extraction + MT

Figure 1: Inference pipeline visualisation. The gen-
erated Czech lyrics as translated by DeepL: I already
know, I'm not coming back, so I'm closing the door. 1
already know, I'm not coming back, they say this isn’t
me.

> turn away and
slam the door

syllables, rhyme scheme and keywords (Sections)

3 37 #AAA # najednou, hrou, skoncit #
3 # A # Najednou
3 # A # Najednou
7 # A # Chci skonit s tou hloupou hrou

syllables, endings and keywords (Lines)

7 # ou # hrou, skoncit # Chci skoncCit s tou hloupou hrou

Table 2: Training examples for fine-tuning LLMs to
generate song lyrics. The first example is for generating
whole sections at once, the second one for generating
an individual line with the E model (for the S model,
the ending parameter is missing in the format).

3.2.1 Prompt for Generating Sections

The prompt has two parts: the first line containing
all relevant information, and the annotated lines of
the song section lyrics.

The first line of the prompt contains syllable
counts for each line, the rhyme scheme and key-
words of the section, all separated by the # separa-
tor. This first line is the prompt during inference.
To enforce dependencies of lines on syllable counts
and the thyme scheme during training, the corre-
sponding syllable count and letter of the rhyme
scheme are added at the beginning of each line
of the song section as an annotation. The prompt
format is inspired by Chudoba and Rosa (2024).

3.2.2 Prompt for Generating Lines

When generating each line individually, the line is
generated as a continuation of the prompt without
a new line. There is the syllable count the same as
when generating a line in a section. Instead of a
letter of the thyme scheme, there is the desired line
ending. Then there are the line keywords.

3.3 Model Finetuning

As mentioned in Section 3.1, during training the
prompts are built from features extracted from tar-
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get song sections. These target song sections are
then showed as the ’correct answer’, teaching the
model to predict the target sections based on the
features extracted from them.

When generating full sections at once, we fine-
tuned one LLM using the prompt for sections fol-
lowed by the annotated lyrics.

When generating lines individually, we fine-
tuned two models, S and F, that take turns during
inference. The S model generates a line without a
pre-specified ending, while the E' model generates
a line to rhyme with an already generated line and
thus has the desired ending specified in its prompt.

3.4 Inference

During inference, the information needed for the
prompt creation is extracted from the source lan-
guage lyrics. The prompt is created and then based
on that, target lyrics are generated. When gener-
ating whole sections, the prompt consists only of
the first line, relying on the model to know which
annotations belong to which line.

Multiple outputs are sampled and ranked accord-
ing to each of the Pentathlon Principle metrics; we
choose the one with the lowest sum of the ranks.

3.5 Lyrics Post-Processing

As postprocessing, we correct the lengths of the
section lines where needed by removing or adding
stopwords in appropriate places. For removing,
we remove only words from a ’stopwords list’ of
the target language, and for adding, we suggest
making a list of neutral phrases in the target lan-
guage from one to three syllables, such as *Then’,
’So’ or ’And’, which can be easily inserted into
the line. For both postprocessing techniques, we
are minimising the syllable and CCVO distance
while keeping the rhyme intact and the naturalness
score of the section either the same or better, which
ensures that no unnatural insertion or deletion is
made.

4 Experimental Setup for EN—CS

We tested everything on an English-Czech lan-
guage pair, in the direction of English to Czech.
‘We describe the EN—CS data in Section 4.1, the
implementation details of the Pentathlon Principle
metrics and the Feature Extraction function spe-
cific for Czech and English in Section 4.2, and in
Section 4.3 we discuss the LLM selection, training
and inference.

Musical name # Songs | # Sections
Frozen 8 65
Frozen 2 8 62
Moana 8 64
Encanto 6 110
Tangled 7 53
The Jungle Book 3 24
The Lion King 6 44
The Little Mermaid 5 45
Grease 1 6
Les Miserables 17 176
69 649

Table 3: English-Czech aligned dataset distribution. The
first part shows Disney songs and the second part shows
songs from other musicals.

4.1 Data

In this Section, we will describe the data used for
both evaluating the metrics and training the lyric-
generating model.

4.1.1 Parallel Data

We collected 69 official English song lyrics and
their Czech translations made for commercial mu-
sical films translated by professionals. The fi-
nal dataset consists of 649 parallel song sections,
where a song section is usually a single verse or
a chorus, or, for example, a four-liner of a rap
part. After splitting the songs into song sections,
we cleaned them of metadata and meticulously
mapped them onto each other by hand line by line
to ensure correctness. In Table 3, we present a
closer analysis of the dataset.

4.1.2 Monolingual Data

Our training dataset consists of 77478 Czech song
sections obtained from the Velky zpévnik (trans-
lates to The Great Songbook) webpage*. The web
contains 17599 mainly Czech songs from 1381 in-
terprets, both recent and from the previous century.

We split the scraped data into sections and fil-
tered out those not in Czech. A comparison with
the parallel data can be seen in Table 4.

4.2 Pentathlon Principle Metrics and Feature
Extraction Implementation

There are multiple language-specific functions
throughout the Pentathlon Principle metrics and the
Feature Extraction function in the lyric-generating
system. In this Section, we describe which tools
we used for Czech and English.

*www.velkyzpevnik.cz [Online Accessed 2024-02-02]
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Parallel Data | Czech Data

# Sections 649 77478
Avg lines per section 4.7 5.2
Avg line length 6.88 syll. 7.58 syll.
Most common themes life love
sea night
day sleep
night morning
world life
dream singing
love wind
wind sun
time world

Table 4: Comparison of the Parallel and the monolingual
Czech dataset. The most common themes are obtained
by counting the most frequent keywords.

For singability and rhythm, syllabification of the
text is needed. First, we transcribe the text into
IPA>. Then we use rule-based syllabification of
the IPA inspired by a Czech syllabification script.
The complete list of our syllabification rules can
be found in our GitHub repository. We made our
syllabification function instead of using a premade
one to have control over the output, as well as have
the output in IPA directly.

For sense, we first translate the Czech sections
into English, then obtain the sentence embeddings
by all-MiniLM-L6-v2 (Wang et al., 2020). For nat-
uralness, we chose to measure the perplexity by
CsMPT7B (Fajcik et al., 2024), a Czech version
of MPT7b (MosaicML, 2023), rather than a mul-
tilingual model, as our concern is the naturalness
of the text in the target language, not the overall
commonness of the text. For a rhyme scheme ex-
traction, RhymeTagger (Plechac, 2018) is used for
both Czech and English. On top of that, we also
accept identical rhymes, as song lyrics often use
repetition to emphasise both meaning and rhythm.
For keyword extraction, we used KeyBERT (Khan
et al., 2022).

4.3 LLM Selection, Fine-Tuning and
Inference Parameters

We chose TinyLlama pre-trained on large amounts
of Czech text, CSTinyLlama-1.2B (Fajcik et al.,
2024), as a base model. We also experiment with
TinyLlama (Zhang et al., 2024a), which has 1.1
billion parameters and is not Czech-specific, and
with a GPT2-small pre-trained on Czech (Chaloup-

SFor English https://pypi.org/project/eng-to-ipa/, for Czech

https://github.com/lukyjanek/phonetic-transcription
®https://github.com/Gldkslfmsd/sekacek

sky, 2022) which has only 137M parameters. For
evaluation of these models, see Appendix A.

For fine-tuning the models, we used a batch size
of 64, a learning rate of 5 x 10~ and trained the
model for one epoch, as there was no change of the
loss function when continuing training.

For inference, we generate using sampling, with
the top_p of 0.9, temperature of 0.8 and repetition
penalty of 1 as lyrics often repeat. We tried ran-
domly sampling 1 to 50 outputs, ranking them in
each aspect of the pentathlon principle as described
in Section 3.4 and outputting the one with the low-
est sum of ranks. There was an improvement in
both the metrics and the subjective quality of the
output lyrics with more returned samples to choose
from. As a compromise between quality and speed,
we proceeded with 10 samples. A small experiment
on 30 inputs showed that the ranking selects the 1st
or 2nd best output according to human evaluation.

5 [Evaluation and Discussion

In this Section, we evaluate our experimental setup
on the test part of the parallel dataset introduced in
Section 4.1.1. We use the English song lyrics as
the source for all the following evaluations. As the
target language song sections, we are using the offi-
cial Czech translations from the parallel data in Sec-
tion 5.2, machine translations (MT) of the English
lyrics into Czech in Section 5.3 and data generated
by the Lyrics Generating System from Section 3 in
Section 5.4. We also evaluate a random baseline
in Section 5.1. All of the above-mentioned evalua-
tions are automatic, using the Pentathlon Principle
metrics. The results can be seen in Table 5. A
visualization of the metric values distribution for
individual setups can be seen in Figure 2.

In Section 5.5, we present a manual evaluation
of the various Czech song lyrics adaptations, paired
with statistics about human preference of individual
Pentathlon Principle metrics and the dependencies
of these preferences on choices in the evaluation.

5.1 Automatic Evaluation of Random Baseline

We create a baseline by randomly pairing up the
English sections and the Czech official translations,
truncating the longer of the pair, and evaluating
these by the Pentathlon Principle metrics. We can
see that the only well-performing metric is natural-
ness, as naturalness is measured independently of
the source lyrics.

"Translated using Lindat translator (Popel et al., 2020)
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Baseline | Official | MT | Lines | Sections
Singability = CCVO Distance Ny 0.70 0.27 0.39 | 0.23 0.25
Sense Semantic Similarity " 0.23 0.62 091 | 046 0.51
Naturalness Perplexity CsSMPT Y\ 131 131 97 748 92
Rhyme Rhyme Scheme JI a 0.20 0.60 | 0.27 | 0.73 0.38
Rhythm Syllable Distance N 0.65 0.02 |026 | 0.01 0.01

Table 5: Random baseline, official translations of musical songs, MT of English part, and our proposed system
generating by lines and sections, evaluated by the Pentathlon Principle metrics. For each metric, we show the
direction depending on whether we are aiming for higher or lower values in that metric.

1: Singability 2: Sense

—2 —2

(a) Random Baseline

3: Naturalness

2
\
\

(b) Official Translations (c) Machine Translation

4: Rhyme 5: Rhythm

_2

(e) Generated - Sections

(d) Generated - Lines

Figure 2: Visualisation of the balance between individual normalised aspects of the Pentathlon Principle on all setups.
CCVO Distance (Singability) and Syllable Distance (Rhythm) are normalised as ‘1 — metricValue’, Perplexity

(1000 —metricValue)

(Naturalness) is normalised as 1000

| EN— CS || EN -+ KO | EN — JP
0.62 055 0.54
0.02 0.11 0.17

Semantic Similarity /‘
Syllable Distance

Table 6: Comparison of EN—CS singable human trans-
lations (our) with EN—KO and EN—JP singable hu-
man translations (Kim et al., 2023).

5.2 Automatic Evaluation of Parallel Data

In this Subsection, we discuss the values of the Pen-
tathlon Principle metrics reached by professional
song lyrics translators. We hypothesise that these
values are the optimal balanced distribution of the
individual metrics. In table 5, we can see that all
of the metrics except naturalness® increased sig-
nificantly compared to the random baseline. The
rhyme scheme Jaccard Index is quite low at 0.6,
which shows that translators do not strictly stick
with the original thyme scheme. Also, sense is
mediocre with only 0.62 semantic similarity, sug-
gesting that translators change the meaning a bit to
accommodate the text to the melody.

5.2.1 Comparison with Japanese and Korean
Two of the Pentathlon Principle metrics are adapted
from Kim et al. (2023) who evaluated EN—JP and

8The sections of random baseline and official translations
are the same, just shuffled.

EN—KO human-translated singable lyrics. We
compare our results measured on the EN—CS hu-
man translated singable dataset with theirs in Table
6. We can see that Czech reaches both better sylla-
ble distance and semantic similarity. This suggests
that translating English lyrics into Japanese and Ko-
rean might be a more difficult task than translating
into Czech.

5.3 Automatic Evaluation of MT

Next, we evaluate the machine translations. The
MT outperforms both the random baseline and offi-
cial translations in naturalness and sense. It is not
surprising, as MT systems are crafted with these
two goals in mind, while a human translator has
to sacrifice both to abide by the constraints of the
song. On the other hand, the system performed
mediocrely in singability and rhythm and failed to
retain the correct rhyme scheme.

5.4 Automatic Evaluation of Generated Data

Lastly, we evaluate the quality of the generated
target-language adaptations. When generating each
line separately, the outputs perform very poorly
in the naturalness metric and mediocrely in sense.
This might be because we generate the section a
few words at a time. On the other hand, the gen-
erated outputs beat all other setups in singability,
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Figure 3: Percentages of times people chose a specific setup during manual evaluation. The first graph shows all
participants. The following graphs show the preferences of groups divided based on what they consider the three
most important aspects of the Pentathlon Principle. Number of people in each group is in brackets.

rhyme and rhythm.

The outputs generated as whole sections score
very well in the rhythm and singability metrics.
The naturalness of this setup is the best of all se-
tups. Both the base model and the model used
for measuring perplexity are pre-trained on Czech
texts, so there is a possible training data overlap,
which could make the perplexity (naturalness) bi-
ased. Both rhyme and sense are mediocre: rhyme
outperforms the baseline and MT, and sense out-
performs the baseline and ’Lines’ model, however
neither reaches the level of the official translations.

We can see that while the "Lines’ model focused
a lot on the structure and ignored the language side,
the ’Sections’ model tried to retain balance in all
metrics, coming out the weakest on rhyme.

5.5 Human Evaluation

We asked 26 people to participate in an A/B testing
survey, providing them with a melody, the source
English lyrics and two versions of the Czech target
lyrics (see Appendix B). The conditions for partici-
pating in the survey were to speak both Czech and
English and to be able to listen to the melody. No
musical background was required, as we wanted
to measure the preference of the general audience,
not of music performers. We randomly sampled
10% of song sections out of the test set, recorded
piano recordings of melodies of these sections and
further randomly sampled sections for each survey
separately, resulting in each survey being different.

The participants were to imagine that they were
to sing the song adaptation as a part of a musical
performance based on the original and choose the
“better’ of the two. After all of the comparisons,
they were asked to rank the 5 aspects of the Pen-
tathlon Principle based on perceived importance.
Results of the ranking are in Table 7. We can see
that the most important aspect is naturalness, and
the least important aspect by far is rhyme.

When looking at the percentages of the people

Ranked as #1 | Avg ranking
Singability 5x 2.85
Sense 6 x 2.85
Naturalness 8 x 2.12
Rhyme 0x 4.54
Rhythm 7 x 2.65

Table 7: Pentathlon Principle aspects ranked from the
most important (1) to the least important (5) by 26 sur-
vey participants.

who chose a given model when they had a choice,
we get that 79% of the time people chose the offi-
cial translation when given a choice. They chose
the lyrics generated by sections 59% of the time,
the MT 47% of the time and the lyrics generated
by lines only 14% of the time.

Next, we divided the people into groups based
on their choice of the Pentathlon Principle’s top
three most important aspects. The distribution of
group preferences based on their first and second
priority choices is provided in Appendix C. In Fig-
ure 3 we can see that 9 people who prefer sense,
naturalness and rhythm favour the MT, which has
high sense and naturalness scores, almost the same
as the official translations. They prefer it more
than the generated sections and do not give the gen-
erated lines a single vote. On the other hand, the
group of 8 people favouring singability, naturalness
and rhythm gave the most votes to the official trans-
lations, followed by the generated sections, where
both of these setups excel in these three aspects.
The generated lines which lack naturalness were
chosen almost as many times as the MT which
is mediocre in singability and rhythm. The other
groups yield similar distributions except for one
single person who prefers generated sections.

The human evaluation confirms that people gen-
erally prefer song translations with balanced as-
pects of the Pentathlon Principle, as well as that
our metrics capture individual aspects well. It also
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suggests that people’s preferences differ, highlight-
ing the necessity of producing balanced adaptations
to be liked by the majority.

6 Conclusion

In this work, we propose an automatic metric sys-
tem based on the pentathlon principle: metrics mea-
suring the singability, sense, naturalness, rhyme
and rhythm of translated song lyrics, and measure
the ideal values of the metrics on human-translated
official song lyrics. We propose a lyric translation
system based on the pentathlon principle and im-
plement it for the English-Czech language pair. We
use the proposed metrics and human evaluation
to compare the official translations, our generated
translations and machine translations. The evalua-
tion shows the validity of both our metrics and our
lyric translation approach, as well as some insight
into human preference when it comes to song trans-
lations, confirming Low’s Pentathlon Principle.

Limitations

Limitations of this work are verifying the pen-
tathlon principle for just one language, as well as
the training-inference mismatch, which is neces-
sary for training without bilingual data. Due to
copyright reasons, the data are released under the
Research Licence only. Lastly, due to our limited
resources, we were able to verify the validity of our
proposed lyrics generation system using only the
smaller models from the LLM family.

Ethics Statement

We believe that our research does not inflict any
harm on any group of people. We state that our
goal is not to replace human translators with au-
tomated translators but rather to ultimately pro-
vide tools that could aid both professional and non-
professional translators of human lyrics, and/or to
allow automatically translating lyrics which would
otherwise stay untranslated.

We believe that the way in which we use copy-
righted materials (Czech and English song lyrics)
does not violate any rules, as it falls under the copy-
right exception for scientific research (as defined
by the European DSM Directive,’ in Czechia im-
plemented by §39d of Act 121/2000 Coll.). Our
research is non-commercial and we do not further

9https ://www.europarl.europa.eu/doceo/
document/A-8-2018-0245-AM-271-271_EN. pdf

distribute the copyrighted materials except for fur-
ther non-commercial research.
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the paper, measured on the Pentathlon Principle
metrics. Using the TinyLlama as a base model
yields results that do not respect the rules of the
Czech language, it creates new words to comply
with the length and rhyme requirements. It is in-
teresting to see that using a small 137M parameter
LLM yields just slightly worse results than using a
1.2B parameter model.

Table 9 shows results of the metrics discussed as
preliminary experiments in Section 2 measured on
the setups described in the main body of the paper.
We can see that the BLEU score yields low results,
verifying that song translations are not simple trans-
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TinyLlama | CsTinyLlama | TinyLlama | CsTinyLlama | CsGPT2-small
Lines lines sections sections sections
CCVO Distance Ny 0.22 0.23 0.26 0.25 0.29
Semantic Similarity 0.44 0.46 0.45 0.51 0.48
Perplexity CsSMPT 938 748 212 92 99
Rhyme Scheme JI Va 0.81 0.73 0.44 0.38 0.33
Syllable Distance Ny 0.01 0.01 0.02 0.01 0.06

Table 8: Additional results of TinyLlama (Zhang et al., 2024a) and Czech TinyLlama (Faj¢ik et al., 2024) fine-tuned
to generate each line of the song section individually, and of the TinyLlama, Czech TinyLlama and Czech GPT2-
small (Chaloupsky, 2022) models fine-tuned to generate a whole section at once.

\ Baseline \ Official \ MT \ Lines \ Sections

Singability CCVO Distance N 0.70 0.27 0.39 | 0.23 0.25
Sense Semantic Similarity 0.23 0.62 091 | 0.46 0.51
BLEU2 N 0.00 0.04 - 0.01 0.01
Naturalness Perplexity CSMPT 131 131 97 748 92
Perplexity Mistral N 41 41 25 67 34
Rhyme Rhyme Scheme JI Ve 0.20 0.60 | 0.27 | 0.73 0.38
Recall-based thyme  ~ 0.55 0.77 0.32 | 0.74 0.64
Rhythm Syllable Distance AV 0.65 0.02 | 026 0.01 0.01
Syllable Accuracy Ve 0.10 0.83 0.20 | 0.99 0.98
Stress Distance AV 0.20 0.72 | 0.56 | 0.68 0.67

Table 9: Baseline, official translations of musical songs, MT and the lyrics generated by lines and by sections
evaluated by a portion of metrics we experimented with. For each metric, we show the direction depending on
whether we are aiming for higher or lower numbers in that metric.

favours MT and can not see the unnaturalness of
the lyrics generated by lines, as it can not generate
Czech well. The recall-based rhyme scheme metric
shows that even human translators do not strictly
keep the rhyme scheme.

B Human Evaluation Questionnaire

An example of one question from the human evalu-
ation questionnaire can be seen in Figure 4.

C Human Evaluation Results

In this Section, we present additional graphs show-
ing the results of the human evaluation. Preliminary
experiments revealed that identifying the single
most important aspect of the Pentathlon Principle
is very difficult. For this reason, in the main body of
the paper, we show the graph dividing people into
groups by their top three aspects of the Pentathlon
Principle. Nevertheless, as shown in Figure 5, in-
dividuals who prioritized rhythm favoured rhyth-
mic models, and similar patterns emerged for other
preferences. Figure 6 shows that 10 participants
prioritized naturalness and sense, while 6 favoured
rhythm and singability. The remaining participants

original:

flower gleam and glow

let your power shine

make the clock reverse

bring back what once was mine

1:

kvétinovy lesk a zare

nech svou silu zarit

zvratit cas

vrat mi to co bylo kdysi moje

2:

jak se mi 1ibis
svitis jako kvét
Ze je to tak rok
co jsem té uvidél

Figure 4: One question from the human evaluation ques-
tionnaire. The participants were provided with a match-
ing melody together with each question. The first song
section is the machine translation of the original, and
the second song section is a generated adaptation, that
translates to: How [ like you, you shine like a flower, it’s
been a year, since I saw you.

127



= Official  MT =Lines = Sections
100

75
50
25

naturalness (8) rhythm (7) sense (6) singability (5) rhyme (0)

Figure 5: Percentages of times people chose a specific setup during manual evaluation. The graphs show the
preferences of groups divided based on what they consider the most important aspect of the Pentathlon Principle.
Number of people in each group is in brackets.
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Figure 6: Percentages of times people chose a specific setup during manual evaluation. The graphs show the
preferences of groups divided based on what they consider the two most important aspects of the Pentathlon
Principle. Number of people in each group is in brackets.

showed more mixed preferences, leading to less
clear distinctions.
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Abstract

With the advent of large language models, ma-
chine translation (MT) has become a widely
used, but little understood, tool for accessing
historical and multilingual texts. While mod-
els like GPT, Claude, and Deepseek increas-
ingly enable translation of low-resource and
ancient languages, critical questions remain
about their evaluation, optimal model selec-
tion, and the value of domain-specific train-
ing and retrieval-augmented generation se-
tups. While AI models like GPT, Claude, and
Deepseek are improving translation capabili-
ties for low-resource and ancient languages,
researchers still face important questions about
how to evaluate their performance, which
models work best, and whether specialized
training approaches provide meaningful im-
provements in translation quality. This study
introduces a comprehensive evaluation dataset
for Buddhist Chinese to English translation,
comprising 2,662 bilingual data points from
32 texts that have been selected to represent
the full breadth of the Chinese Buddhist canon.
We evaluate various computational metrics of
translation quality (BLEU, chrF, BLEURT,
GEMBA) against expert annotations from five
domain specialists who rated 182 machine-
generated translations. Our analysis reveals
that LLM-based GEMBA scoring shows the
strongest correlation with human judgment,
significantly outperforming traditional met-
rics. We then benchmark commercial mod-
els (GPT-4 Turbo, Claude 3.5, Gemini), open-
source models (Gemma 2, Deepseek-rl), and
a domain-specialized model (Gemma 2 Mi-
tra) using GEMBA. Our results demonstrate
that domain-specific training enables open-
weights models to achieve competitive perfor-
mance with commercial systems, while also
showing that retrieval-augmented generation
(RAG) significantly improves translation qual-
ity for the best performing commercial mod-
els.

1 Introduction

Evaluating machine translation (MT) systems re-
mains a challenging endeavor, especially for liter-
ary contexts where a single “correct” translation
is often elusive, and interpretation plays a signifi-
cant role in determining quality. For many years,
evaluation relied on string-similarity metrics such
as BLEU and chrF, which are not well suited for
this scenario (Kocmi et al., 2024). However, the
recent advent of deep learning—based methods has
sparked a shift toward more sophisticated evalu-
ation techniques, creating what some have aptly
termed a “metrics maze” (Kocmi et al., 2024). Al-
though there are large-scale initiatives like the an-
nual WMT evaluation campaign for high-resource
languages, comparatively little attention has been
devoted to assessing translation quality in liter-
ary, premodern, and low-resource domains. In
this study, we address the unique challenges of
assessing machine translation quality for premod-
ern Buddhist Chinese into modern English, a task
that involves bridging considerable cultural and
temporal divides. For this, we introduce a novel
dataset comprising 2,662 bilingual data points,
carefully selected by domain experts to represent
the full breadth of the Chinese Buddhist canon.
Additionally, we translate a subset of 182 data
points using a range of machine translation sys-
tems and engage five domain experts to evaluate
the quality of these translations. This not only
allows us to measure inter-annotator agreement,
but also to benchmark various automatic evalua-
tion metrics against expert human judgment. Sub-
sequently, we assess both commercial and open-
weight machine translation systems on our dataset
to provide an overview of the current performance
landscape for this challenging language pair. Fi-
nally, we conduct an ablation study to demonstrate
how different data augmentation strategies can fur-
ther enhance the performance of large language
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models (LLMs) in this specialized domain. Our
contributions can be summarized as follows:

* A novel, comprehensive evaluation dataset
for machine translation of premodern Bud-
dhist Chinese, comprising 2,662 bilingual
data points.

* A detailed human evaluation of 182 machine-
generated translations conducted by domain
experts.

* A comparative assessment of automatic eval-
uation metrics against expert human ratings.

* A comprehensive performance analysis of
both commercial and open-weight LLM-
based machine translation systems.

* An ablation study highlighting the impact of
various data augmentation strategies on LLM
performance.

We make the datasets and evaluation pipeline used
for this study available at https://github.
com/dharmamitra/mitra-evaluation.

1.1 Premodern Buddhist Chinese

This paper focuses on the evaluation of machine
translations of premodern Buddhist Chinese texts.
Premodern Buddhist Chinese is the idiom in which
Buddhist texts were written between 150 and 1900
CE, and these texts are read and recited in China,
Korea, Japan, and Vietnam until today.

Several thousand of these texts were preserved
in canonical editions. Although the language
of canonical texts varies greatly depending on
time, ideolect, and genre, there are a few features
that distinguish Buddhist Chinese from premodern
Classical Chinese in general.

Buddhist Chinese has a sizable number of vo-
cabulary terms transliterated or translated from In-
dian sources. The transmission of this vocabulary
from Indian sources was never fully standardized
and a many-to-many relationship exists between
Indian terms and their Chinese equivalents. Sec-
ondly, in part as a result of the presence of these
Indian terms, but also because of the occasional
adoption of vernacular phrases, Buddhist Chinese
tends to have a higher proportion of multisyllabic
words than other forms of premodern Chinese,
where (ideally) one character equals one word.
Thirdly, the translated texts in the Chinese Bud-
dhist corpus often combine prose and verse. While

prosimetric literature was common in early India,
it is rare in non-Buddhist Chinese at least during
the first millennium.

2 Related Work

So far, Buddhist Chinese has received little dedi-
cated attention in NLP research. The first publica-
tion that trains and evaluates machine translation
for this domain is (Li et al., 2022), but they did not
publicly release either their models or their train-
ing or evaluation datasets.

Another recent publication discusses the train-
ing and evaluation of machine translation sys-
tems for Buddhist Chinese (Nehrdich et al., 2023).
They released an evaluation dataset consisting
of sections of a couple hundred sentence pairs
taken from seven different texts. One detailed
human-only evaluation compares the MT output
of three Buddhist texts from three LLMs (Chat-
GPT 4, ERNIE Bot 4, and Gemini Advanced)
(Wei, 2024).

In the context of Classical poetry, (Chen et al.,
2024) provides an evaluation benchmark for Clas-
sical Chinese poetical texts, which attempts to as-
sess the poetic “elegance” of machine translations.
More distantly related is (Song et al., 2024), which
examines how classical Chinese to modern Chi-
nese data influences the process of historical Ko-
rean document translation from Hanja to modern
Korean and English.

To summarize, in previous publications, the
evaluation of machine translation performance for
Buddhist Chinese has not played a main role. The
only study that provides an evaluation dataset,
(Nehrdich et al., 2023), has only used sections
from very few texts with very limited domain cov-
erage. So far, there is no study assessing the qual-
ity of automatic metrics for machine translation
evaluation for this idiom.

3 Dataset

The evaluation dataset we present from Buddhist
Chinese to English translation consists of 2,662
ZH-EN data points drawn from 32 Chinese Bud-
dhist texts and their corresponding human trans-
lations. The Chinese was taken from the CBETA
corpus.!

The translations were selected in a way such
that they were distributed evenly across the canon

"https://github.com/cbeta-org/xml-p5
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to prevent bias towards certain sections. Col-
lectors were instructed to move in steps of fifty
Taisho? numbers and identify a translation close
to either side of that number using the “Bibliogra-
phy of Translations (by human translators) from
the Chinese Buddhist Canon into Western Lan-
guages” (Bingenheimer Ver 2024-11).°> Priority
was given to translations that are not widely avail-
able online, e.g. the open-access translations pub-
lished by Bukkyo Dendo Kyokai ({\Zr1812>),
to mitigate the influence of data that is overrepre-
sented in web-scraped datasets.* For each text, we
collected the first 50-100 sentences after the pref-
aces and introductory paragraph. We cleaned line-
end hyphenations, line returns, and deleted notes
and note anchors. We use Bertalign for sentence-
level alignment of the document pairs (Liu and
Zhu, 2022). While the oldest of the English trans-
lations date back to 1951, the majority was pro-
duced within the last 30 years, ensuring relatively
consistent modern English usage across the refer-
ence translations

This is the first balanced comprehensive evalua-
tion dataset for Buddhist Chinese. Crucially, it al-
lows control for genre, i.e., it helps us understand
whether the output quality is or is not dependent
on the type of text that is translated.

4 Human Evaluation and Computed
Metrics

In our evaluation of different metrics for this
idiom, five human annotators independently as-
sessed 182 machine-generated translations. These
have been generated with machine translation sys-
tems of varying quality. We excluded any out-
put of Gemini 2 Flash here, since this LLM is
also used as the judge for the GEMBA scoring,
and evaluation of its own output could lead to
undesired bias. All annotators hold PhDs or are
doctoral candidates specializing in Buddhist Chi-
nese texts. The annotators rated each translation
on a scale from 1 (worst) to 5 (best), consider-
ing the source sentence, the machine translation

>The “Taishd” is the most widely used canonical edition
of the Chinese Buddhist canon. Based on earlier editions the
Taisho Shinshii Daizokyd K IEHT i KikAS was compiled in
Japan 1924-1934.

*https://mbingenheimer.net/tools/
bibls/transbibl.html

*The Bukkyd Dendd Kyokai (“Society for the Promotion
of Buddhism” https://www.bdk.or. jp/) has funded
a large number of translations from the Taisho canon into En-
glish
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output, and a reference translation. While we did
not conduct specific annotation training, all eval-
uators worked with identical sets of sentences, al-
lowing us to measure inter-annotator agreement.
Table 2 presents these results. The average pair-
wise Spearman correlation across annotators is
0.4, with considerable variation in agreement be-
tween individual pairs. These results suggest that
evaluating Buddhist Chinese to English transla-
tions is a complex task where applying objec-
tive criteria proves challenging. We recognize
that more comprehensive annotator training would
likely improve inter-annotator agreement.

We evaluated several metrics against the
human-annotated reference scores: BLEU, (Pap-
ineni et al., 2002), BLEURT (Sellam et al., 2020),
chrF (CHaRacter-level F-score) (Popovié, 2017),
and the LLM-based GEMBA (Kocmi and Feder-
mann, 2023). For GEMBA, we implemented as-
sessment using Gemini 2.0 flash prompting on a
scale of 0-100, and additionally tested a reference-
free configuration (denoted as GEMBA*). We cal-
culated both Pearson and Spearman correlations
against each annotator’s scores and present the av-
eraged correlations in Figure 1.

The results reveal weak average correlations for
both BLEU and chrF, supporting previous find-
ings (Kocmi et al., 2024) that these metrics are
inadequate for evaluating machine translation out-
put across different model types. While BLEURT
consistently outperforms BLEU and chrF, both
GEMBA variants demonstrate even stronger per-
formance. Notably, the reference-free GEMBA*
achieves comparable Spearman correlation to its
reference-based counterpart, with only slightly
lower Pearson correlation. We attribute this per-
formance pattern to potential issues in automatic
sentence alignment and variations in human refer-
ence translation quality.

Based on these findings, we recommend using
LLM-based metrics, such as GEMBA, for evalu-
ating Buddhist Chinese to English machine trans-
lation. Particularly, reference-free LLM-based
evaluation proves highly effective, significantly
outperforming traditional reference-based systems
without needing to rely on costly manual data col-
lection.

5 Model Evaluation

We compare the following different systems
against each other: The commercial LLMs Claude


https://mbingenheimer.net/tools/bibls/transbibl.html
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Identifier = Full Title Translation Datapoints

Year
TO1n0001  FEPIEE 2017 91
TO2n0099  HERT £ 4K 2013 63
TO2n0142  EH LK 1951 123
T04n0198  F B 1951 63
TO8n0246 - FREEIAT# I AEE L 4K 1998 19
TO9n0273 & =BRAL 1989 105
T11n0316  ARIEEFRER 1L 1976 62
T12n0374 KBRS 1975 89
T13n0417  fEFF =BRE 2011 91
T14n0450  ZERMTRIEE U1K A RH D AL 2009 102
T14n0515 WA REHEHE LK 2024 113
T17n0842 KT EEBBELETHELK 1997 110
T19n0959  TEEG T K S5 EETHED 2016 85
T19n1022B  —PJUNZR O35 4 5 & Al 2012 165
T20n1060 T HRER tH o= K Bl e KR D PR AR B &K 2017 331
T20n1077  CEALFHERO REFREFERE B 2012 76
T20n1136  —VIEE Q02K Ly BA hn e 35 B = o Ak i < M) B s P 2R R 4K 2021 46
T20n1166 NS RE A 0 M LB S m 2015 33
T21n1261 FAIFFEEFK 2019 96
T21n1277 PR ERBEAR & 2 K B & A 2016 56
T21n1305 b3t 2 &FHED 2000 23
T21n1394  HELEMEK 2023 55
T24n1492 & F| FHHFEL 2012 49
T30n1568  + M@ 1982 96
T32n1666  KIEH(FH 2019 62
T34n1725  JEHERE 2012 40
T37n1762  PS@FE AR B 1997 59
T42n1826 + _FiimEEFED 2015 57
T45n1857  Eiiim 2002 115
T45n1909  Z&IEEG A 2016 61
T47n1961 ¥+ 186w 1992 75
T48n2004  EAAE A\ FTRE K EE AN M 8H T (e A e Bk 2005 51
Total 2689

Table 1: Full title, year of translation, and number of datapoints for each of the evaluation documents. The total
number of datapoints across all documents is 2,662.
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1 2 3 4 5

1 - 0342 0456 0452 0.566
2 0342 - 0299 0373 0.384
3 0456 0.299 - 0310 0.489
4 0452 0373 0310 - 0332
5 0566 0384 0489 0.332 -

Table 2: Pairwise Spearman correlations between five
different annotators on the machine translation task.

Average Correlations for all metrics

- Pearson

Spearman
044 044
04
030 0.30

N
&

B
£

& &
& &

Figure 1: Comparison of evaluation scores for
machine-translated Buddhist Chinese texts. For each
metric, we give the average Pearson and Spearman cor-
relation with all five human annotators.

Haiku 3.5 and Claude Sonnet 3.5, ChatGPT 4
Turbo, Gemini 1.5 Pro, as well as Gemini 2
Flash. These models were prompted between
Jan 15 and Feb 10, 2025. We also evaluate
the openly available LLMs DeepSeek-R1-Distill-
Qwen-14B (DeepSeek-Al, 2025), Gemma 2 9B
IT (Team et al., 2024) as well as Gemma 2 Mi-
tra,> which is based on Gemma 2, but utilizes
the Buddhist Chinese to English dataset presented
in (Nehrdich et al., 2023) together with addi-
tional domain-specific monolingual data in a con-
tinuous pretraining/fine-tuning setup (publication
forthcoming). We further evaluate the two com-
mercial LLMs Gemini (Ver. 2 Flash and Ver. 1.5
Pro) as well as Claude (3.5 Sonnet) in a RAG
setup. With RAG setup we mean a setup where
the prompt of the LLM is enriched by additional
knowledge. In this case, this means retrieving rel-
evant source-target sentence pair examples from
bilingual data storage with a semantic embedding
model and nearest neighbor search. A recent im-
plementation of such a system that we take inspi-

Shttps://huggingface.co/buddhist-nlp/
gemma-2-mitra-it

Average Gemba Scores by LLM
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83.19
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X N o o ‘ NS
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Figure 2: Average GEMBA scores across all docu-
ments per model. We present commercial, closed mod-
els in blue and open models in orange.

ration from is (Wang et al., 2024). In our case,
we add n=10 k nearest neighbor examples to the
prompt from the previously mentioned Chinese-
English dataset. Our used prompt template is
given in appendix A. We also compare different
augmentation strategies for the RAG setup in the
ablation study.

The averaged results per model are presented in
Figure 2. The scores for each individual text are
given in Figure 3.

Among all models, Claude 3.5 Sonnet RAG
shows the best performance, followed by Gemini
2 Flash RAG. We acknowledge that since Gemini
2 Flash is also used as the judge in the GEMBA
scoring system, the score might show bias in fa-
vor of this system. All the other major commer-
cial LLMs Gemini 1.5 Pro, ChatGPT 4 Turbo, and
Claude 3.5 Haiku show very similar performance
across all texts with very similar overall trends.
The open-source models, except for Gemma 2
Mitra, show a noticeable drop in performance.
Among these, Deepseek qwen-14B is doing the
best, at times matching the performance of the
commercial LLMs. Gemma 2 9B IT is struggling
to provide useful quality. The contrast in perfor-
mance between this model and Gemma 2 Mitra
shows that fine-tuning open-source models on an
academic budget, even if their base performance is
inferior, can lead to competitive performance with
the right data selection.
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Gemba Scores Heatmap by Model and Document
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Figure 3: Heatmap of the model performance on the individual texts in GEMBA. Texts on the x-axis are sorted
according to their position in the Buddhist Chinese canon. Models are sorted on the y-axis from best performing
(top) to weakest (bottom). The breakpoint detected with the PELT method is indicated by the red dashed line.

The RAG setup improves the performance of
both Gemini 1.5 Pro and Claude, with the im-
provement being more pronounced in the case of
Gemini 1.5 Pro. For both LLMs, the improve-
ments are more pronounced for the earlier sections
of the corpus, which are also better represented in
the dataset.

To identify significant changes in GEMBA
Score trends across documents, we applied a
change point detection algorithm based on the
Pruned Exact Linear Time (PELT) method (Kil-
lick et al., 2012) with respect to the scores for all
models, treating the documents as a time series. In
our analysis, we set the penalty parameter (pen=1)
to ensure that additional change points would only
be introduced if they led to a substantial reduc-
tion in the overall cost. Notably, the single change
point detected with this penalty setting occurs after
T1725, between categories 32 and 34: categories
1-32 comprise material presented traditionally as
translated from Indic sources into Chinese. In con-
trast, categories 34 and onward consist of origi-
nal compositions and commentaries composed in
China that are not presented as direct translations
from Indian source texts. The BLEURT scores too
start to decline after T1725. The detected change
point, combined with the lower values observed
for categories 34 and higher, suggests that less
suitable data is available to the LLLMs for training
on this type of data. This hints at a generally re-
duced translation activity and scholarly attention
in texts not explicitly claimed to be based on In-

dian originals.

5.1 Qualitative Discussion

Some texts present particular challenges to all ad-
vanced models. All scores register a performance
drop for T31n1614 (Da sheng bai fa ming men lun
K3 H i4: B FI5f). Taisho 1614 is a short list of
hundred dharma, doctrinal concepts which Xuan-
zang translated in the 7th century. Here the ZH-
EN data points are not full sentences but items in
a group of numbered lists. The LLM-based met-
rics as well as the purely statistical chrF highlight
a stronger than usual difference between the LLM
MT output and the reference translation. This
is not due to an inherent textual difficulty, but
simply reflects the list-like nature of the original,
where single items without syntactic context can
be translated very differently. It proves, to a de-
gree, that the metrics work and indeed pick up a
larger than usual variance between MT output and
reference translation.

One text for which LLMs seem to produce com-
paratively less reliable results is T48n2004 (Wan
song lao ren ping chang tian tong jue he shang
song gu cong rong an lu BN E NFFERES
v BH T {€ 2% & $%).  This 13th-century Chan
Buddhist work, the recorded sayings of Xingxiu
1755 (1166-1246), presents unique linguistic chal-
lenges due to its intentionally poetic and obscure
nature. The text is characterized by antinomic ex-
pressions, vernacular language elements, and non-
sequential narrative structure. The text’s deliber-
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ate ambiguity poses challenges for LLMs, which
are optimized for generating coherent prose. This
limitation is evident e.g. in the translation of “—
Bx B JA L%, While the human translator ren-
dered it as “Do you see the true manner of the
primal stage?”, the models showed varying de-
grees of comprehension. Claude Sonnet 3.5 came
closest with “Is this a glimpse of true reality?”,
while other models struggled significantly. Claude
Haiku produced the incorrect “A paragraph of true
Kazami, indeed,” GPT-4 Turbo was unable to pro-
cess the text and flagged it as incorrect Chinese,
and Gemma 2 produced an incorrect literal trans-
lation: “A genuine gust of wind.”

A major problem with sentence-based evalua-
tion metrics becomes obvious in the low scores
for TO4n0198. As the machine translations are
produced sentence by sentence, the context is lost.
The human reference translation has an unfair ad-
vantage in that it usually gets the subject and nu-
merus right, which in Chinese is often omitted.
Also, Chinese characters arguably have a higher
semantic variance than most English words thus
context beyond the sentence level is even more im-
portant. Thus the MT output is often a possible,
correct rendering of the out-of-context sentence,
but at the same time quite wrong in-context, and
consequently the MT differs significantly from the
human reference translation and receives a low
score. Thus “& T-FEJ£” in T04n0198, which in
context means “Things that are bound to perish”,
is plausibly translated as “When the Dharma is
abandoned” (Claude 3.5 Sonnet) or “When aban-
doning the law” (GPT 4 Turbo). The low scores
of T04n198 are probably due to a larger than
usual number of such cases, where translations
that are correct on the sentence level, are flagged
as mistakes when compared to the human refer-
ence which was done with the paragraph in mind.
Such findings suggest that paragraph-based evalu-
ation might result in higher scores.

For all the slight differences in the evaluation
of individual texts by different metrics, all metrics
show superior performance for the commercial
models and Gemma 2 Mitra as compared to the
open-access models DeepSeek-R1-Distill-Qwen-
14B and Gemma 2 9B IT. As Gemma 2 Mitra is
based on Gemma, this shows that research com-
munities still can benefit significantly from devel-
oping their own, domain-specific machine transla-
tion systems.

Model BLEU chrF BLEURT GEMBA
Base 9.01 3349  0.558 82.8
+Dict 9.05 3385 0.555 81.3
+En 11.06 3541  0.583 83.7
+Ko 993 34.62 0.563 83.6
+Zh 9.38 3441  0.567 81.5
+En +Ko 10.72 3503  0.574 83.5
+En +Ko +Dict 10.28 34.70  0.566 82.9

Table 3: Translation performance of Gemini 1.5 Pro
with different additional data sources used for retrieval
augmentation.

6 Ablation Study

To investigate the impact of different data sources
on RAG translation performance for this evalua-
tion dataset, we conducted an ablation study with
the Gemini-pro model across multiple configura-
tions:

* A baseline without additional data (Base)

* Augmented with Buddhist dictionary entries
taken from the Digital Dictionary of Bud-
dhism® (+Dict)

* Enhanced with Buddhist Chinese-English
parallel data (Nehrdich et al., 2023) as k near-
est neighbor retrieval examples (+En)

* Supplemented with Buddhist Chinese-
Korean parallel data (Nehrdich et al., 2023)
(+Ko)

e Enriched with Classical-Modern Chinese
parallel data from the NiuTrans project’
(+Zh)

* Combination of Chinese-English and
Chinese-Korean parallel data (+En +Ko)

» Korean, English, as well as dictionary entries
combined (+En +Ko +Dict)

For all augmentation settings, we used seman-
tic embeddings and nearest neighbor search to re-
trieve a fixed number of 10 samples that are most
closely relevant to the translation query segment.
We show the results in Table 3. The findings re-
veal several key patterns. First, the addition of
dictionary entries (+Dict) yields minimal improve-
ment over the baseline. In contrast, incorporating

*http://www.buddhism-dict.net/
"https://github.com/NiuTrans/
Classical—-Modern
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Buddhist Chinese-English parallel data (+En) pro-
duces the most substantial gains across all met-
rics, establishing the best-performing configura-
tion. Both Buddhist Chinese-Korean (+Ko) and
Classical-Modern Chinese (+Zh) data contribute
slight improvements across all evaluation metrics.
This mirrors observations made in (Song et al.,
2024) where incorporating the Classical-Modern
Chinese dataset yields minimal or non-significant
improvements for Hanja document machine trans-
lation. Notably, combining Chinese-English and
Chinese-Korean parallel data (+En +Ko) slightly
degrades performance compared to using Chinese-
English data alone (+En). This performance dete-
rioration becomes more pronounced when dictio-
nary entries are added to this combination (+En
+Ko +Dict). In conclusion, we recommend the
augmentation of commercial LLMs with Buddhist
Chinese-English data for best performance, as this
yields significant improvements.

7 Conclusion and Future Work

We have presented a comprehensive and balanced
manually assembled dataset for the benchmarking
of machine translation of Buddhist Chinese ma-
terial into English. We further conducted a man-
ual evaluation of automatically generated transla-
tions against their reference data, which enabled
us to benchmark different evaluation scores, estab-
lishing GEMBA as the best-performing automatic
evalation method. Strikingly, we could show that
the reference-free GEMBA* performs almost as
good as reference-based GEMBA, which means
that reliable evaluation of Buddhist Chinese to En-
glish machine translation is possible even when no
dedicated reference data is collected. This is sig-
nificant, since collecting domain-specific evalua-
tion data is time-intensive and not many annota-
tion experts exist who can do this type of work.

We then conducted an evaluation of commer-
cial as well as open-source LLMs on this dataset,
mapping out the current performance landscape
for this task. Our results show that even high-
performing commercial LLMs significantly bene-
fit from data augmentation using curated domain-
specific datasets, highlighting that dedicated data
collection efforts are still crucial for optimal per-
formance.

The results also demonstrated that domain-
specific fine-tuned models such as Gemma 2 Mitra
vastly outperform other open-weight models and

show competitive performance with commercial
models, highlighting that fine-tuning such models
can be very worthwhile for research communities.
One research question was whether genre plays a
role in translation performance. Our experiments
show no clear difference regarding the type of text.
Although the evaluation dataset is a cross-section
of the canon, no genre stands out as particularly
easy or difficult for current MT systems. The no-
table exception here is the divide between cate-
gories 1-32, which all models handle better, and
34 onwards, which all models handle worse, indi-
cating that the autochthonous sections of the Bud-
dhist Chinese canon are likely less represented in
the training data of these models.

8 Limitations

This study has a number of important limitations
to consider. First, while 32 texts selected evenly
across the Buddhist Chinese canon is consider-
able, they only reflect a small portion of about
1.4% of the total 2,437 texts present in the digi-
tal CBETA collection. Also, the selected passages
are from the beginning of the texts, which might
not capture the full possible variation in content,
language, and style of the works.

The human evaluation, while conducted by 5
different domain experts, was limited to a rather
small sample size of 182 sentences. With a rel-
atively low inter-annotator agreement with an av-
erage 0.4 pairwise Spearman correlation, we have
to ask ourselves whether more structured annota-
tion guidelines and training or a larger number of
evaluators could lead to better agreement.

In the metric evaluation, we relied on GEMBA
with Gemini 2 Flash as the LLM judge. We
acknowledge that this might lead to bias in the
scoring, and repeated experiments with different
LLMs are necessary in order to evaluate the im-
pact of the LLM selection for this metric type.
This is especially relevant for the comparative
evaluation of the different LLMs presented in Fig-
ure 2 as well as Figure 3, wherein the current setup
Gemini 2 Flash RAG is judged by the Gemini 2
Flash based metric GEMBA.

In the ablation study, we focused on just one
LLM, Gemini 1.5 Pro. The impact of the data
augmentation strategies on different LLM types
might vary. More extensive testing across differ-
ent LLM types is therefore very desirable to see if
the observed patterns are consistent. Also, we only
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used one retrieval stategy here, nearest neighbor
retrieval based on semantic similarity embedding.
We acknowledge that further comparison of differ-
ent retrieval methods as well as other in-context-
learning strategies for few-shot machine transla-
tion is very desirable.
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A RAG Translation Prompt Template

You are an expert translator of classical Asian languages.
{dictionary_entries}

{example_sentencepairs}

Now translate the following text to English. Make use
of the provided examples. Provide only the translation,
without any explanation or additional information:



https://api.semanticscholar.org/CorpusID:271903743
https://api.semanticscholar.org/CorpusID:271903743
https://api.semanticscholar.org/CorpusID:271903743
http://arxiv.org/abs/2501.12948
http://arxiv.org/abs/2501.12948
https://doi.org/10.1080/01621459.2012.737745
https://doi.org/10.1080/01621459.2012.737745
https://api.semanticscholar.org/CorpusID:257232490
https://api.semanticscholar.org/CorpusID:257232490
https://api.semanticscholar.org/CorpusID:257232490
https://doi.org/10.18653/v1/2024.acl-long.110
https://doi.org/10.18653/v1/2024.acl-long.110
https://doi.org/10.1109/ICTAI56018.2022.00040
https://doi.org/10.1109/ICTAI56018.2022.00040
https://doi.org/10.1109/ICTAI56018.2022.00040
https://doi.org/10.1093/llc/fqac089
https://doi.org/10.1093/llc/fqac089
https://doi.org/10.1093/llc/fqac089
https://aclanthology.org/2023.nlp4dh-1.29/
https://aclanthology.org/2023.nlp4dh-1.29/
https://aclanthology.org/2023.nlp4dh-1.29/
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.18653/v1/W17-4770
https://doi.org/10.18653/v1/W17-4770
https://arxiv.org/abs/2004.04696
https://arxiv.org/abs/2004.04696
https://doi.org/10.48550/arXiv.2411.04822
https://doi.org/10.48550/arXiv.2411.04822
https://doi.org/10.48550/arXiv.2411.04822
http://arxiv.org/abs/2408.00118
http://arxiv.org/abs/2408.00118
https://api.semanticscholar.org/CorpusID:274515060
https://api.semanticscholar.org/CorpusID:274515060
https://doi.org/10.3390/rel15121559
https://doi.org/10.3390/rel15121559
https://doi.org/10.3390/rel15121559
https://doi.org/10.3390/rel15121559

Effects of Complexity and Publicity in Reader Polarization

Yuri Bizzoni
Center for Humanities Computing
Aarhus University
yuri.bizzoni@cc.au.dk

Kristoffer L. Nielbo
Center for Humanities Computing
Aarhus University
kln@cas.au.dk

Pascale Feldkamp
Center for Humanities Computing
Aarhus University
pascale. feldkamp@cas.au.dk

Abstract

We investigate how Goodreads rating distribu-
tions reflect variations in audience reception
across literary works. By examining a large-
scale dataset of novels, we analyze whether
metrics such as the entropy or standard devia-
tion of rating distributions correlate with textual
features — including perplexity, nominal ratio,
and syntactic complexity. These metrics re-
veal a disagreement continuum: more complex
texts —i.e., more cognitively demanding books,
with a more canon-like textual profile — gen-
erate polarized reader responses, while main-
stream works produce more uniform reactions.
We compare evaluation patterns across canoni-
cal and non-canonical works, bestsellers, and
prize-winners, finding that textual complexity
drives rating polarization even when control-
ling for publicity effects. Our findings demon-
strate that linguistically demanding texts, par-
ticularly those with higher nominal density and
dependency distance, generate divergent reader
evaluations. This challenges conventional lit-
erary success metrics and suggests that the
shape of rating distributions offers valuable in-
sights beyond average scores. We hope our ap-
proach establishes a productive framework for
understanding how literary features influence
reception and how disagreement metrics can en-
hance our understanding of public literary judg-
ment. Code & data for this paper is available
at: https://anonymous.4open.science/r/
publicity_complexity_goodreads-873D

1 Introduction

Several computational literary studies estimate lit-
erary success using quantitative proxies such as
reader evaluation (Koolen et al., 2020), sales data
(Wang et al., 2019; Archer and Jockers, 2017), or
number of prizes received (Bizzoni et al., 2023).
These studies often default to Goodreads’ within-

platform metrics — such as the number of ratings or
the average rating — since the Goodreads platform
aggregates opinions from millions of diverse, lay
readers, offering a democratic measure of literary
judgment (Nakamura, 2013). However, while these
metrics capture important aspects of popularity and
appreciation, they typically focus on central ten-
dencies. Our study proposes to advance knowledge
on reader appreciation by examining the full distri-
bution of ratings, rather than solely relying on the
average. Specifically, by analyzing the distribution
of ratings via rating entropy and standard devia-
tion, we aim to refine our understanding of literary
success, testing three interrelated hypotheses.

First, we hypothesize a positive relationship be-
tween rating count and rating distribution entropy
(H1), suggesting that books with a higher num-
ber of ratings tend to exhibit a broader spread of
opinions — a phenomenon we refer to as the “pub-
licity effect”, observed in other studies (Kovéacs
and Sharkey, 2014; Maity et al., 2018).

Second, we posit that as a book attracts a more
diverse or polarized audience, the relation between
average rating and rating count will decouple (H2),
resulting in little or no direct correlation between
these two metrics. This decoupling implies that
popularity (as measured by rating count) does not
necessarily equate to higher average appreciation.

Third, and central to our contribution, is our hy-
pothesis regarding textual complexity (H3). Prior
studies have observed that highly complex texts
tend to be less popular, attracting relatively fewer
readers due to their demanding nature (Bizzoni
et al., 2023). However, there are notable excep-
tions where complex texts, often deemed canonical,
incite particularly polarized responses among those
who do engage with them. This phenomenon may
be very similar to the “publicity effect” — where
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Kovécs and Sharkey (2014) suggest that the popu-
lar status of a book leads to more readers, including
those not predisposed to like them — in the sense
that canonical books, by their canonical status, will
find more readers not predisposed to like them —
especially if we consider reading assignments in
educational settings. We hypothesize that books
with more canonical, or more demanding, textual
profiles will not only have fewer ratings overall but
will also exhibit higher rating distribution entropy
or variance. In this sense, a strong textual effect
might emerge that runs counter to — or nuances —
the “publicity effect”. While the effect suggests
that increased exposure leads to a wider range of
opinions, the textual effect posits that inherent com-
plexity can independently drive polarization, even
in a smaller, more select readership.

Furthermore, we propose using rating distribu-
tion entropy as an alternative measure of literary
judgment. This metric captures not only popularity
or general preference but also the uncertainty or di-
vergence in readers’ evaluations. By investigating
how this measure correlates with a suite of textual
features connected to cognitively demanding tex-
tual profiles — such as perplexity, nominal ratio,
and dependency distance — we seek to determine
whether textual complexity itself plays a signifi-
cant role in shaping reader disagreement. In doing
so0, our study endeavors to bridge the gap between
traditional popularity metrics and nuanced literary
analysis, ultimately providing a richer understand-
ing of how textual characteristics influence reader
reception.

2 Previous works

Goodreads’ average rating has been employed in
various studies as a proxy for reader appreciation
(Maharjan et al., 2018b; Jannatus Saba et al., 2021;
Bizzoni et al., 2024a), while rating count is often
used to gauge the popularity of books (Veleski,
2020; Bizzoni et al., 2023). Prior research has
examined aspects such as Goodreads’ social func-
tion (Nakamura, 2013), its connection to offline
literary culture (Walsh and Antoniak, 2021), and
cross-platform metrics (Maity et al., 2018).
Several studies suggest that these within-
platform metrics capture different forms of appreci-
ation (Feldkamp et al., 2024; Kovécs and Sharkey,
2014). For example, Kovics and Sharkey (2014)
observed that winning a literary prize can lead to
an increase in rating count alongside a decrease

in average rating, possibly due to shifts in reader
expectations. As such, while avg. rating and rat-
ing count usually exhibit a positive relationship
(Feldkamp et al., 2024), increases in audience po-
larization may change the relationship between the
two metrics. Similarly, Maity et al. (2018) demon-
strated how Amazon bestsellers receive more rat-
ings on Goodreads and have a higher entropy in
their rating distributions, indicative of a more polar-
ized audience. Here, we refer to the phenomenon
where increased popularity coincides with height-
ened disagreement as the “publicity effect”.

In addition, research into the relationship be-
tween textual features and reader responses has
shown that books with more difficult or canonical
textual profiles tend to be received in a more polar-
ized manner (Bizzoni et al., 2023). Across different
forms of appreciation too, canonical books tend to
show a more diverse standing. For example, they
often secure more literary prizes yet score lower on
Goodreads and are less frequently held in libraries
(Feldkamp et al., 2024). As studies consistently
find that books associated with literary prestige dis-
play greater stylistic and syntactic complexity as
well as higher information density (Brottrager et al.,
2022; Algee-Hewitt et al., 2016; Wu et al., 2024),
greater audience disagreement may be an effect of
their textual complexity imposing a higher cogni-
tive demand on the reader. For example, Bizzoni
et al. (2023) indicates that more challenging novels
in terms of readability tend to garner less favorable
success on Goodreads.

3 Data

We used two datasets of literary novels for our
analysis: a larger dataset with only metadata and a
smaller curated one with access to full texts for the
examination of textual features. We restricted our
study to the novel (i.e., not considering poetry or
short stories) to maximize the comparability of our
datapoints.'

Goodreads Book Graph Dataset (n =
809, 297). This dataset indexes the Goodreads
data of approximately 2 million titles and was com-
piled in 2017.2 We used the metadata (not includ-
ing shelving and reader interaction) and reduced
the dataset significantly by removing anything not

'Different literary forms may elicit other reading strategies
(Blohm et al., 2022) and employ different communicative
strategies (Obermeier et al., 2013).

2https: //mengtingwan.github.io
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tagged as literary, a novel, and by removing titles
with less than 10 ratings.’

Curated Corpus (n = 7,939). To gauge the
relation of Goodreads data to textual features, we
used a corpus for which we had access to the full
texts of novels — a subset of what is known as
the Chicago Corpus. The corpus indexes 9,089
English-language novels of various genres, pub-
lished in the US between 1880 and 2000 and cov-
ers 3,150 authors (see Table 2, and Bizzoni et al.
(2024b) for details). It was compiled based on
the number of libraries holding each title, with a
preference for higher numbers.

Mean & SD Sum
Words 119,776 + 65,076 945,272,857
Rating count 13,174 £+ 108,959 104,585,264
Avg. rating 3.77+£0.34
Table 1: Mean/SD and total of wordcount and

Goodreads metrics in the curated corpus.

Subsets: To compare groups of novels, we cre-
ate a canon subset. Generally, the canon group
represents novels that appear in some canonicity
indicator: either a novel has received a prestigious
prize, is featured in the Norton anthology or Pen-
guin Classics series, or is often assigned on litera-
ture syllabi.*

Category Titles Authors Titles/Author
Full 7,939 2,909 2.73
Canon 591 223 2.65

Table 2: Overview of the curated corpus, including
the number of titles, unique authors, and the average
number of titles per author.

3We determined this number through sensitivity analysis
showing that below 10 ratings, individual outlier ratings skew
distribution metrics, with entropy calculations becoming un-
stable below this threshold.

*To tag the canon in our corpus, we follow Wu et al. (2024),
using: 1) the Norton Anthology of English and American
Literature, (Ragen, 1992), where, if the author was featured,
all their titles were tagged canon. 2) OpenSyllabus, a resource
collecting syllabi; where titles were tagged canon if their
author featured in the top 1000 entries for English Literature
syllabi; and 3) the Penguin Classics Series, where all titles
featured in the series were tagged canon and 4) prizes, i.e.,
titles that were longlisted (win or nomination) for The Pulitzer
Prize or the National Book Award were tagged canon.

3.1 Methods
3.2 Goodreads metrics

From our two datasets, we got the avg. rating and
rating count of the book listed on Goodreads, as
well as the rating distribution for each title (i.e.,
how many voted 5, how many voted 3, etc.).> We
computed the entropy and standard deviation (SD)
of the rating distribution for each title. These two
metrics reflect how diverse (i.e., entropic) and how
varied (around the mean) the ratings received were.

3.3 Textual features

Computational research into literary preferences
has indicated that reader appreciation or success
can be somewhat predicted by stylistic elements
(Koolen et al., 2020; van Cranenburgh and Bod,
2017; Maharjan et al., 2017), as well as by narra-
tive features such as plot (Bizzoni et al., 2024a),
emotional tone and flow (Maharjan et al., 2018a;
Reagan et al., 2016; Veleski, 2020), or the pre-
dictability of a novel’s sentiment arcs (Bizzoni
et al., 2022). Additionally, factors external to the
text, like genre, promotion, and the visibility or
gender of the author, may also play a role (Wang
et al., 2019; Koolen, 2018; Lassen et al., 2022).

For this condensed study, we chose to exam-
ine only intra-textual features that have been re-
cently studied and found related to reader appre-
ciation, canonicity, and cognitive load for readers
(see Wu et al. (2024)). Our selection prioritizes
features that previous research has demonstrated
to be robust indicators of both literary complex-
ity and reader engagement patterns. The features
span multiple dimensions of textual analysis, from
surface-level stylistic markers to deeper structural
and cognitive elements that influence the reading
experience. Specifically, we use: word length, sen-
tence length, lexical richness via an overall type-
token ratio (TTR), as well as the TTR of all verbs
and nouns in a text, compressibility, word- and bi-
gram entropy, readability, frequency of the word
“of”, the ratio of passive/active verbs, the nominal
ratio, perplexity, and dependency distance.®

These features collectively capture different di-
mensions of literary complexity. Word and sen-
tence length provide basic measures of textual den-

Note that the Goodreads data was obtained at different
times: we used the data contained in the large Goodreads Book
Graphs dataset (collected in 2017) and collected Goodreads
data for the Curated Corpus in 2024.

®We calculate normalized the mean and SD in dependency
length, following the method in Lei and Jockers (2020).
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sity, while TTR assesses vocabulary diversity.” The
compression ratio offers insight into a text’s infor-
mation redundancy, with less compressible texts
generally containing more varied and unpredictable
content.® Word and bigram entropy quantify lexical
unpredictability at the local level, measuring how
difficult it is to predict the next word or word pair
in a sequence. It has been shown to be connected
with canonicity (Algee-Hewitt et al., 2016).

The readability formula incorporates both syn-
tactic complexity (sentence length) and vocabulary
difficulty (percentage of uncommon words) to esti-
mate cognitive demand.” Our syntactic measures
extend beyond sentence length to examine spe-
cific structural characteristics: passive/active verb
ratios and dependency distance capture sentence-
level complexity (Bostian, 1983) — with higher lev-
els associated with more canonical literature (Wu
et al., 2024). The nominal ratio'® and frequency
of “of” represent aspects of nominal style — a writ-
ing approach associated with higher information
density and abstraction (Wu et al., 2024; McIntosh,
1975; Bostian, 1983). Perplexity represents per-
haps our most sophisticated complexity measure:
it uses a large language model to quantify how sur-
prising or unpredictable a text’s language patterns
are compared to general expectations (Wu et al.,
2024).!! Higher perplexity indicates prose that de-

"For the overall TTR we use the Mean Segmental Type-
Token Ratio (MSTTR) to gauge lexical richness. This splits
the text into sequential chunks, usually a fixed set where a
length of 100 words has been used as a standard (Torruella
and Capsada, 2013), of which the mean TTR is then taken.
For TTR within each of the two Parts-of-Speech categories,
we use the mean TTR of the first 1500 sentences for each text.

8We use bzip2, a standard file compressor, to get a com-
pression ratio (original bit-size/compressed bit-size) of texts.
The ratio is not sensitive to length as we take only the first 1500
sentences of each text. This measures how compressible, i.e.,
redundant, a text is: the more a text tends to repeat sequences
ad verbatim, the more compressible it will be (Benedetto et al.,
2002; van Cranenburgh and Bod, 2017).

"We chose the New Dale—Chall Readability Formula
among few different classic formulas that remain widely used
(Stajner et al., 2012) — also seeing these formulas have been
shown comparable for literary texts (Bizzoni et al., 2023).
The formula is based on the average sentence length and the
percentage of “difficult words”, defined as words that do not
appear on a list of words that 80% of fourth-graders would
know (Dale and Chall, 1948).

%We here use a ratio of nouns + adjectives over verbs to
gauge the nominality of the prose style, as in Wu et al. (2024).

UPerplexity is the predictability of the prose as indicated
by the perplexity output of a large language model. Higher
values indicate greater complexity or unpredictability. We use
the specific GPT2 model trained by Wu et al. (2024), namely
a model that has shown comparable results, but is exclusively
trained on data which excludes works of the corpus that we
use to apply it on.

o -
o ..

Rating Count
o \“q

Figure 1: Heatmap of correlations (Spearman’s p) of
Goodreads metrics in the large Goodreads Book Graph
Dataset. For all correlations >= 0.1, p < .01.
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Figure 2: Heatmap of correlations (Spearman’s p) of
Goodreads metrics in the curated corpus. For all corre-
lations >= 0.1, p < .01.

viates more significantly from common patterns,
requiring greater cognitive effort to process.

Collectively, these features allow us to examine
multiple facets of literary complexity—from sur-
face readability to deeper stylistic and structural
characteristics—and their relationship to reader
reception patterns. By analyzing correlations be-
tween these textual properties and Goodreads met-
rics, we can better understand how specific aspects
of literary craft influence audience engagement,
appreciation, and polarization.

4 Text-extrinsic relations

4.1 Relation between Goodreads metrics

We show the correlation between Goodreads met-
rics in the large dataset in Fig. 1. We do not find
a correlation between rating count and avg. rating,
suggesting that books that are popular in the sense
that they are rated more often do not also receive
a higher score. This supports H2, i.e., that the re-
lationship between avg. rating and rating count
decouples — perhaps as the audiences become more
polarized due to a “publicity effect”.
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Figure 3: Distribution of titles by rating distribution
metric — entropy & SD — per group (canon/non-canon).

In fact, we do see a moderate correlation be-
tween the entropy of the rating distribution of books
and the number of ratings (p .22). In other words,
books that are rated more often — i.e., are more dis-
seminated or popular — also have a higher diversity
in the rating they receive, suggesting a larger but
more uncertain audience, in support of H1. More
rated books also tend to have a more uncertain
reception, speaking for a “publicity effect”. More-
over, we see that avg. rating has a robust nega-
tive correlation with rating distribution entropy (p
—.77), suggesting that raters seem to agree more
on high values (for the distribution of both entropy
and avg. rating, see Appendix, Figs. 7-8).

For the curated corpus (Fig. 2), we see a simi-
lar correlation between rating distribution entropy
and avg. rating (p —.54). However, we do not see a
correlation — or a very weak one — between the en-
tropy of rating distribution and rating count (p .09).
This lack of correlation suggests that a “publicity
effect” may not be as visible in a highly curated
corpus, where all books may be above a certain
threshold of popularity already.

Moreover, we see another discrepancy observed
between the correlations of the large dataset and
the curated corpus, namely that we here do see a
correlation between rating count and avg. rating (p
.37), suggesting that the amount of ratings given is
often accompanied by higher scores.

4.2 Uncertainty & categories

When comparing different canon/non-canon
groups of novels, we observe notable variations
in rating distribution metrics. Canonical works
consistently exhibit the highest levels of rating

0.15

0.10

Density

0.05

0.00

Non-canon
Canon

Figure 4: Distribution of average rating and rating log
count across canon and non-canon groups. The rating
count is log-transformed to account for its heavy-tailed
distribution.

entropy and standard deviation, suggesting that
these texts elicit the most polarized reactions
(Fig. 3). Both a t-test and a Mann-Whitney Rank
Test showed a significant difference (p < 0.01)
between the groups in terms of rating distribution
entropy and SD.

The canon group also exhibits an overall higher
rating count, without this being followed by a
higher avg. rating (Fig. 7). This canonical status
effect bears similarity with the proposed “public-
ity effect” here, where higher ratings are connected
with higher audience uncertainty for the canon (sup-
porting H1) and where the relationship between
rating count and avg. rating decouples (in support
of H2). As such, while H1 — a positive relation-
ship between rating count and rating entropy — is
not confirmed in the curated corpus as a whole
(Fig. 2), we do find that the canonical type of book
is connected to this rating behavior.

Interestingly, within the curated corpus, canoni-
cal works also show a stronger correlation between
textual complexity and reader disagreement than
non-canonical works. This implies that the recep-
tion of complex texts is shaped not only by their
intrinsic features but also by their cultural position-
ing: canonical texts, often associated with pres-
tige and social endorsement, may invite readers
to approach them with heightened expectations or
preconceptions, which can amplify the strength of
their disappointment (see Fig. 6).
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Figure 5: Spearman correlations between textual features and Goodreads metrics in the curated corpus. On the
y-axis: the strength of the Spearman correlation between a Goodreads metric across features (x-axis). Note that the
features have been ordered by the strength of the correlation with rating distribution entropy (descending). It does
not reflect a linear development but aims to give a sense of how the distribution-based metrics — entropy and std
(red, yellow) — coalesce with the count-based Goodreads metrics — rating count and avg. rating (green, blue). For
the exact correlation strength of features with Goodreads metrics, see Appendix A, Figs. 10-11.

5 Text-intrinsic relations

Our analysis reveals a complex interplay between
intrinsic textual features and reader responses as
captured by Goodreads metrics. In particular, we
find that measures of stylistic and syntactic com-
plexity are strongly associated with the variability
of readers’ evaluations, thereby offering insight
into the underlying cognitive and interpretive pro-
cesses 2 involved in literary appreciation. We high-
light some of the relationships between text com-
plexity and varied reception observed in Figs. 5- 6.
Note that we might expect a diachronic change
here, i.e., older books could be more challenging
for modern readers and language models, poten-
tially affecting human scoring and perplexity com-
puted by LMs. We checked for a difference in
the correlations by comparing the full corpus to a
smaller set of the last 50 years of the corpus (1950-
2000, n = 5,591). The correlations between fea-
tures of textual complexity and Goodreads metrics
remain similar in both sets (full and recent set),
i.e., correlations observed in the full set either re-
main or increase in the set of more recent novels.
Perplexity even shows an increase in its correla-
tion with rating distribution entropy and SD, so
2In the rest of the paper, we use ‘interpretive effort’ or

‘interpretive strategies’ in the basic cognitive sense of mental
processing required to comprehend linguistic structures, not

in the literary-critical sense of subjective meaning-making.

This refers specifically to the cognitive load of unpacking
syntactic and semantic relationships rather than higher-order

interpretive activities.

we might assume that a recency bias of the model
does not significantly impact our results. Results
of the more recent subset of novels can be found in

Appendix A (Figure 12).

5.1 Role of perplexity

Among the features examined, perplexity stands
out as a particularly salient indicator. As a metric
derived from language models, perplexity quan-
tifies the unpredictability or complexity of a text
(Wu et al.,, 2024). Higher perplexity scores indi-
cate that a text is less predictable, often due to
richer vocabulary, more intricate syntax, or uncon-
ventional narrative structures. Our results show
that higher perplexity is correlated with increased
SD (p = .13) in rating distributions. This suggests
that when readers encounter texts that challenge
their expectations, they tend to form more diver-
gent opinions. In canonical works this correlation
is even more pronounced, with a correlation be-
tween perplexity and SD (p = .26), and perplexity
and entropy (p = .19), pointing to a potential cog-
nitive load effect where complex texts elicit a wider
range of interpretations and, consequently, more

polarized ratings.

5.2 Role of nominality

In addition to perplexity, other textual features also
contribute significantly to audience disagreement.
The nominal ratio — which reflects the prevalence
of nouns and adjectives relative to verbs — serves
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Figure 6: Spearman correlations between textual features and Goodreads metrics in the canon subset (n = 591). On
the y-axis: the strength of the Spearman correlation between a Goodreads metric across features (x-axis). Features
have been ordered by the strength of the correlation with rating distribution entropy (descending).

as a proxy for the degree of nominalization in a
text. A higher nominal ratio, often associated with
denser prose (MclIntosh, 1975; Wu et al., 2024),
appears to amplify rating variability: nominal ratio
correlates with SD (p = .1 overall, and p = .16 in
the canon set) and entropy of the rating distribution
(p = .1 overall, and p = .17 in the canon set). This
is likely because such texts demand greater inter-
pretive effort, causing some readers to appreciate
the prose while others may find the prose opaque
or overly challenging.

This is further supported by the observation
that the frequency of the function word “of”’,
also shows a correlation with increased polariza-
tion among readers, particularly in the canon sub-
set (p = .15/.15 for SD and entropy). The fre-
quency of the word “of” is tied to nominal con-
structions, creating dense informational structures
that compress multiple concepts into compact syn-
tactic units. As such, the cognitive challenge of
unpacking such compressed prose creates diver-
gent experiences.

5.3 Readability and dependency distance

Additionally, readability is a case in which met-
rics on either side — the standard Goodreads met-
rics, avg. rating and rating count, as well as our
derived SD and entropy — show the strongest corre-
lations (Fig. 5). While negatively correlated with
popularity (i.e., lower rating counts and average
ratings for more complex texts, p = —.2), readabil-
ity also shows a nuanced relationship with rating
distribution entropy: more complex texts attract a
smaller readership, yet the opinions of those who

do engage with them are increasingly uneven with

reading difficulty. Both SD and entropy correlate

with readability (p = .11/.11) — an effect that for
entropy becomes even stronger in the canon subset
(p = .18). Similarly, dependency distance shows
stronger correlations with rating variability within
the canon subset (p = .19). Longer dependency
distances suggest more complex sentence struc-
tures, which again might lead to divergent reader
responses depending on individual cognitive and
interpretive capacities.

5.4 Comparative insights from canonical vs
full corpus

When comparing the full curated corpus to the
canonical subset, we observe that the correlations
between textual features and rating distribution met-
rics tend to either remain or become stronger in the
canonical subset. For example, features such as
word length, readability, nominal ratio, and per-
plexity exhibit more robust associations with both
the entropy and SD of ratings among canonical
works. This suggests that while our so-called “pub-
licity effect” implies that broader exposure leads to
more varied opinions, the intrinsic qualities of the
text itself can independently drive polarization. In
canonical literature, where texts are generally at a
more challenging level (Wu et al., 2024), this effect
is even more salient, implying that a textual effect
might be at work — a counterpoint to the general
“publicity effect” observed across the bigger dataset

(Fig. 1).
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5.5 Implications for literary judgment

These findings underscore the idea that literary
complexity does not merely influence the volume
of ratings (i.e., popularity) but also shapes the na-
ture of reader responses. High-complexity texts,
as evidenced by higher perplexity and related met-
rics, seem to generate greater disagreement among
readers. This divergence in opinion may reflect
the varied interpretive strategies and differing cog-
nitive loads experienced by readers. In platforms
like Goodreads, where a heterogeneous audience
converges, such textual features help explain why
canonical works might be both less popular and
more polarizing — highlighting the dual effect of
text complexity to tend toward small or niche au-
diences as well as divided reception. Generally,
our study highlights that capturing the polarizing
effect of literary complexity requires moving be-
yond aggregate metrics like average ratings or raw
counts, instead considering measures that reflect
disagreement, dispersion, or interpretive diversity
in reception.

6 Discussion & conclusion

Evidence of the publicity effect and rating
patterns

Our analysis reveals important relationships be-
tween Goodreads metrics, audience reception pat-
terns, and textual features, showing how different
dimensions of literary appreciation interact. At
a large scale (Book Graph Dataset), we observe
the “publicity effect” suggested in previous stud-
ies (Kovacs and Sharkey, 2014; Maity et al., 2018),
confirming our hypothesis (H1): Books with higher
rating counts consistently demonstrate more di-
verse audience opinions, as measured by increased
entropy in their rating distributions (Fig. 1). In
other words, books with greater visibility encounter
more heterogeneous evaluation. The lack of cor-
relation between average rating and rating count
in the large dataset confirms our second hypothe-
sis (H2), indicating that books with higher visibil-
ity don’t necessarily receive higher average scores.
This decoupling suggests that popularity and ap-
preciation represent distinct dimensions of literary
reception. Still, this pattern shifts in the smaller,
curated corpus, where we observe a positive corre-
lation between rating count and avg. rating, as well
as a slighter correlation between rating count and
avg. rating, likely reflecting the already-established
status of works in this more curated corpus.

Canonicity and rating polarization

When comparing literary categories, canonical
works exhibit the highest rating distribution en-
tropy, receiving more ratings (Fig. 4) but generating
polarized responses (Fig. 3). This polarization re-
flects the dual nature of canonical reception: these
works are both cultural artifacts worthy of respect
(with a higher rating count) and personal reading
experiences subject to individual taste. This tension
contributes to the uneven distribution of ratings for
the canonical subset, akin to a “publicity effect”.
However, rather than being driven solely by visibil-
ity, this may also show a canonicity effect, which is
not only driven by the cultural status of these works
but also by their generally higher textual complex-
ity, as shown in previous works (Wu et al., 2024;
Bizzoni et al., 2024a; Brottrager et al., 2021).

Textual complexity and reader disagreement

Our analysis of textual features reveals relation-
ships with rating patterns, confirming, in part, our
third hypothesis (H3). Several markers of liter-
ary complexity show positive correlations with
rating distribution entropy, particularly within the
canon subset. Perplexity emerges as the strongest
predictor of rating polarization (for entropy/SD,
p = 0.5/.13 for the whole corpus, increasing to
p = .19/.26 in the canon subset). This suggests
that linguistic unpredictability contributes to varied
reader responses. Nominal writing style, associated
with perplexity (Wu et al., 2024), also correlates
with rating entropy. This kind of prose, character-
ized by an informationally dense style, appears to
divide reader opinions rather than diminish appre-
ciation uniformly. Similarly, complexity measured
by dependency distance and readability shows an
increased correlation with rating entropy, especially
in our canonical subset. More unreadable and com-
plex sentence structures appear to generate more
divergent responses among readers. Texts requiring
a higher cognitive effort don’t simply receive lower
ratings but provoke diverse evaluations.

Notably, some complexity markers, such as pas-
sive/active verb ratio (linked to lower reading speed
(Bostian, 1983)), impact average rating and pop-
ularity without increasing rating dispersion. This
suggests that certain textual features function as
bottlenecks, limiting general appreciation without
necessarily provoking more polarized reception.
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Theoretical and practical implications

Rather than viewing complexity as merely a bar-
rier to appreciation — which it is not only in most
cases (pace passive/active ratio) — our findings sug-
gest that complexity functions as a polarizing force,
widening the spectrum of reader responses. This
polarization may, in fact, constitute a form of suc-
cess in itself for certain literary works/authors that
aim to challenge readers or introduce innovative
techniques. The relationship between complex-
ity and polarization appears bidirectional: com-
plex texts may generate diverse experiences due to
their cognitive demands, while books positioned
as complex or canonical may attract readers with
varied motivations — from reading assignments to
aspirational reading — leading to divergent evalu-
ations. For publishers, authors, and literary plat-
forms, these findings carry practical implications:
rating distribution entropy provides valuable in-
sights beyond average scores, potentially indicating
a work’s capacity to generate meaningful engage-
ment and discussion. Highly complex works could
expect more polarized reception, which doesn’t
necessarily indicate failure, but rather a different
mode of success. Additionally, the relationship be-
tween textual features and reception patterns sug-
gests opportunities for more nuanced recommenda-
tion systems that consider not just predicted ratings,
but also the likelihood of polarized reception.

Future research directions

In the future, we intend to expand our analysis
to include metrics beyond Goodreads, as well as
datasets encompassing different literary genres and
linguistic traditions. Longitudinal analyses track-
ing how ratings evolve would also provide an im-
portant dimension of publicity effects and readers’
interaction with complexity. Additionally, incorpo-
rating reader demographic information could help
disentangle the multiple factors contributing to rat-
ing polarization.

7 Limitations

This study has several limitations. First, our anal-
ysis is constrained by the availability of full texts,
leading to a focus predominantly on anglophone lit-
erature, particularly by male authors, which is lim-
ited to novels. This bias may affect the generaliz-
ability of our findings, especially when considering
the relationship between reception polarization and
textual features in other genres like poetry, where

the level and effect of perceived reading complexity
may differ significantly.

Second, canonicity is inherently vague and open
to interpretation. Our canon definition and our
binary classification of canonical works may over-
simplify a concept that may be better represented
as a continuous variable (Brottrager et al., 2022).
With a more nuanced canonicity measure — such as
a 0-1 scale — we might be able to better understand
how canonicity related to publicity effects and how
feature levels of works above a certain threshold
of textual complexity (where we here considered
our canonical works to place) relates to audience
polarization.

Additionally, Goodreads, initially a platform pre-
dominantly of anglophone users, does not represent
the global reader base, further influencing the gen-
erality of our results.

Finally, while we focused on Goodreads met-
rics, other textual and extra-textual features likely
play significant roles in shaping reader appreciation
and should be explored in future work. Specif-
ically, extra-textual factors, such as author and
reviewer gender, are known to impact rating be-
havior (Lassen et al., 2022) and were not directly
addressed in our analysis.
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Figure 10: Spearman correlations between Goodreads metrics and textual features in the curated corpus (n = 7, 939).

Forall p > .1, p < .01.
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Figure 11: Spearman correlations between Goodreads metrics and textual features in the canon subset (n = 591)

Forall p > .1,p < .01.
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Figure 12: Spearman correlations between Goodreads metrics and textual features in the last 50 years of the corpus,
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Abstract

LLMs are increasingly applied for tasks requir-
ing deep interpretive abilities and psychologi-
cal insights, such as identity profiling, mental
health diagnostics, personalized content cura-
tion, and human resource management. How-
ever, their performance in these tasks remains
inconsistent, as these characteristics are not ex-
plicitly perceptible in the text. To address this
challenge, this paper introduces a novel proto-
col called the “Psychological Text Extraction
and Refinement Framework (PsyTEx)” that
uses LLMs to isolate and amplify psychologi-
cally informative segments and evaluate LLM
proficiency in interpreting complex psycholog-
ical constructs from text. Using personality
recognition as a case study, our extensive evalu-
ation of five SOTA LLMs across two personal-
ity models (Big Five and Dark Triad) and two
assessment levels (detection and prediction)
highlights significant limitations in LLM’s abil-
ity to accurately interpret psychological traits.
However, our findings show that LLMs, when
used within the PsyTEx protocol, can effec-
tively extract relevant information that closely
aligns with psychological expectations, offer-
ing a structured approach to support future ad-
vancements in modeling, taxonomy construc-
tion, and text-based psychological evaluations.

1 Introduction

Large Language Models (LLMs) are transform-
ing the field of natural language processing (NLP),
performing remarkably as linguistic tools skilled
in language manipulation, reasoning, explanation,
and information extraction. Equipped with billions
of parameters, these models excel at processing and
retaining vast amounts of information, reaching
state-of-the-art (SOTA) performance in a variety of
tasks including text summarization (Zhang et al.,
2024), Question Answering (OpenAl, 2023; Deep-
Mind, 2023; Al@Meta, 2024), and natural lan-
guage inference (NLI) (Zhong et al., 2023; Gubel-
mann et al., 2023; Wang et al., 2024), etc (Yang

@ Essay: for the most part there is actually quite a
bit of thoughts and emotions running through my head at
this moment....I’ve been granted the opportunity to study
with some of the most intelligent people across the
world, at a place that changes the world. So to answer
the question of how I feel now at the moment my answer
is amazing. UT not only changes the world in general, it
changed my world.

I’ N
@ ChatGPT evaluation:

Need for admiration - The author indirectly seeks
admiration by mentioning their association with highly
intelligent people and prestigious institutions,
suggesting that they are worthy of attention and respect
Arrogance and Haughtiness - The author’s tone when
mentioning their association with elite individuals and
institutions may hint towards an arrogant attitude
Self-perception and Uniqueness - The author considers
their style and achievements enough to set themselves
apart from others

Obsession with Appearance and Status - The mention of
studying at a prestigious institution and among
intelligent people indicates preoccupation with status

.

Figure 1: Narcissism Assessment from an Essay where
ChatGPT Eval - High and Human Eval - Low

et al., 2024). which are evaluated against standard
benchmarks designed to measure their zero-shot
and few-shot capabilities in language understand-
ing and information extraction (Laskar et al., 2023;
Qinetal., 2023; Wang et al., 2018; Hendrycks et al.,
2020; Rein et al., 2023; Zheng et al., 2024)

While near-perfect performance in these tasks
showcases LLMs’ ability to “understand” language,
incorporating both semantic and contextual knowl-
edge, standard benchmarks do not typically eval-
uate their “interpretive” capabilities. Assuming
that LLMs can handle psychological evaluations
and human categorization, preliminary studies us-
ing zero-shot prompting for tasks like authorship
verification, author attribution, and psychological
profiling, including the detection of implicit so-
cial signals such as sarcasm, personality, and im-
plicit sentiment, reveal that their performance fre-
quently borders on random chance (Hung et al.,
2023; Bhandarkar et al., 2024b; Amin et al., 2023;
Zhang et al., 2023). For example, consider a sce-
nario (Figure 1) where ChatGPT assessed the per-
sonality trait of Narcissism from a human-authored
essay. It incorrectly identified the highlighted sen-
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tence as indicative of Narcissism and assigned the
essay a high score, despite its actual low score.
While a human might see the sentence as an expres-
sion of gratitude, a behavior typically inconsistent
with Narcissism, ChatGPT misinterprets it, incor-
rectly identifying it as evidence of the trait.

These observations, alongside the findings from
preliminary studies, suggest that current LLMs may
not possess the required capabilities to effectively
interpret nuanced information from text. This short-
coming is particularly critical given the potential
of LLMs to revolutionize areas such as identity
profiling, personalized advertising, mental health
assessments, and human resources.

Highlighting the example of personality recog-
nition where LL.Ms have shown notably poor per-
formance, this work seeks to answer the question
“Can LLMs effectively interpret psychological char-
acteristics from text?”.

2 Related Works

Personality recognition has been a longstanding
area of research, with numerous studies aiming to
develop models capable of personality evaluation
from text (Mehta et al., 2020; Mushtaq and Kumar,
2022; Zhao et al., 2022). However, the effective-
ness of these efforts is limited by the complexity of
extracting subtle and often imperceptible cognitive
markers from the text (Bhandarkar et al., 2024a).
In recent years, there has been growing interest in
utilizing the LLMs for personality assessments.
Most advanced approaches using LLMs for this
purpose assume that LLMs can assess these cog-
nitive characteristics and that their effectiveness
can be enhanced by curating specialized prompts
(Amin et al., 2023; Ji et al., 2023; Hu et al., 2024,
Yang et al., 2023). Several techniques have been
proposed in recent literature, including zero-shot
prompting, chain-of-thought (CoT) prompting, and
many specialized prompting methods. However,
the findings remain inconsistent. While some
works indicate that LLMs are not yet suitable for
direct use as psychological evaluation tools, others
present contradictory results (Wen et al., 2024).
Key factors contributing to this disparity are
the reliance on lexical models for labeling that
exhibit weak correlations with actual personality
scores, synthetic datasets generated by LLMs, and
questionnaire-based evaluations, where LLMs are
artificially induced with personality traits and then
assessed on their responses to personality question-

naires (Vu et al., 2024; Li et al., 2024; Jiang et al.,
2024). While effective for evaluating Al agents
and chatbots, these methods lack ground truth hu-
man data, risking overestimation of LLM capabil-
ities and poor generalization to real-world popu-
lations. In contrast, our work evaluates LLMs on
human-authored text, ensuring assessments align
with natural language patterns and reinforcing both
the validity and applicability of our findings for
real-world psychological analysis.

More importantly, existing approaches do not
assess whether LLMs possess true “interpretive”
capabilities or merely rely on superficial linguistic
patterns for personality assessment. Several stud-
ies suggest that LLMs can enhance their outputs
through self-refinement, where models assess their
own responses or follow self-generated checklists
for structured reasoning (Madaan et al., 2024; Cook
et al., 2024). If LLMs can apply similar internal
evaluation mechanisms to psychological constructs,
they may be capable of more nuanced personality
assessment. However, this remains largely unex-
plored. Thus, it is crucial to deconstruct how LLMs
might analyze psychological constructs from text
to assess their interpretive capabilities.

To address this, we introduce a novel protocol
named Psychological Text Extraction and Refine-
ment Framework (PsyTEX) to simulate the process
by which an LLM evaluates psychological char-
acteristics. As depicted in Figure 2, this process
comprehensively probes the LLM’s domain knowl-
edge and its ability to extract application-specific
information and integrates evaluation capabilities
using the standard prompting protocol in a stan-
dalone yet explainable step-by-step fashion. Fur-
thermore, this framework is highly adaptable and
can be seamlessly extended to incorporate other
prompting techniques while maintaining the same
foundational framework. This work makes the fol-

lowing contributions':

* We introduce PsyTEx, a knowledge-guided
text refinement framework to extract and am-
plify psychologically relevant information
from text using LLMs, offering a structured
methodology for evaluating the interpretive
capabilities of LLMs in human categorization
tasks like personality recognition.

* We present the first comprehensive zero-
shot analysis of five SOTA LLMs (GPT-4o,

"Data and code can be accessed here.
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Psychological Text Extraction and Refinement Framework (PsyTEx)

@ Jﬁelevant Text

Knowledge
| Extraction Prompt |

Relevant Information
Extraction Prompt

‘g

Qualification Criteria

Standard Prompting
Protocol

Trivial-Z§ Eval
Score: 3
Decision: Low

Orig-ZS Eval

EC D

===>|Score: 5
Decision: High

‘* Knowledge Extraction — Relevant Information Extraction — Text Segmentaton — Evaluation‘

Figure 2: Overview of the PsyTEx experimental protocol. Steps are enumerated for clarity and ease of understanding.

Llama3, Mistral, OpenChat, Phi3) on two per-
sonality models (Big Five and Dark Triad)
across two settings (detection and prediction).

* Our findings reveal critical limitations of
LLM:s in achieving SOTA results for tasks that
necessitate deep textual interpretation, shed-
ding light on the inherent challenges.

* We demonstrate that PsyTEx-refined text
aligns closely with the psychological expec-
tations, as validated by LIWC, highlighting
its potential for psychological modeling, tax-
onomy creation, and text-based psychological
assessments.

3 Methodology

The methodology for PsyTex is structured in two
main steps: knowledge extraction and relevant in-
formation extraction, followed by a systematic pro-
tocol for assessing the interpretive ability of LLMs.

Knowledge Extraction Phase: The first step
involves presenting the LLM with an open-ended
question designed to elicit its knowledge of Person-
ality Psychology, using a prompt outlined in Fig-
ure 3. To ensure insightful and pertinent responses,
the LLM must also explain the relevance of its
responses and provide examples of trait manifes-
tations in the text. This phase assesses the LLM’s
foundational knowledge and its ability to retrieve
and apply relevant psychological concepts for per-
sonality assessment. For each LLM-trait pair, the
responses are cataloged as Qualification Criteria,
reflecting the LLM’s understanding of personality
traits. Qualification criteria generated by all LLMs
are presented in Tables 11 to 15 in Appendix A.
Five variations of knowledge extraction prompts
were tested, revealing that the generated qualifica-
tion criteria remained stable across different phras-
ings (see Appendix A.4.3, Figure 10).

Relevant Information Extraction Phase:
Next, we evaluate how LLMs utilize this knowl-

Knowledge Extraction Prompt ]
According to your knowledge, how is the personality trait {P} manifested
in text? Can you give me an exhaustive list of textual manifestations of
{P} in the order of importance and relevance to the Personality
Psychology literature?

Figure 3: Prompt for Knowledge Probing

Relevant Information Extraction Prompt]

Consider the following essay response carefully and evaluate each of the|
qualification criteria from the following list. Please refrain from making
assumptions about the relevance of these qualifications to any specific
personality trait(s) and disorder(s) and base your evaluations with utmost
objectivity purely on the essay. When encountered, provide all relevant
textual evidences of each criteria and how it manifests in the text. Finally
present summary of your overall findings.

Criteria: {List of qualification criteria}

Figure 4: Prompt for Personality-relevant Information
extraction

edge in practice. Recent studies suggest that LLMs
are adept at pinpointing relevant information within
texts (Yuan et al., 2024; Guo et al., 2024; Goel et al.,
2023). We harness this ability by using a prompt
(shown in Figure 4) to guide LLMs in identifying
text segments, referred to as Relevant text, that cor-
respond with predetermined qualification criteria,
thereby isolating text most indicative of personal-
ity traits. These tagged segments are assumed to
represent portions of the text that LLMs focus on
when assessing personality. To encourage deeper
reasoning, the LLLMs are prompted to explain their
tagging decisions and how text segments meet the
qualification criteria. This tagging exercise serves
a dual purpose: it showcases the LLMs’ ability to
recognize and highlight personality-relevant text
based on their knowledge and sets the stage for a
critical evaluation of their performance.

Assessing the Interpretive Ability of LLMs:
To assess whether LLMs effectively use their
knowledge to infer personality traits, we perform
Text Segmentation, where relevant text identified
in the previous stage is removed from the original
text, leaving behind Trivial Text, that is presumed
to be irrelevant to the personality trait.

The final step evaluates the impact of remov-
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Standard Prompt

You are an Al assistant specializing in text analysis. Your task is to assess
the personality traits of the author based on the provided essay. The
following personality traits should be evaluated: {List of Traits}.

For each trait, predict the author's personality trait score on a scale of 1 to
5, indicating the level of trait presence where 1 = very low, 5 = very high.
Additionally, determine whether the author is more likely to be A-Low or B-
High in each trait based on your evaluation. Provide a justification for
each assessment.

Figure 5: Standard Zero-Shot Probing Prompt

ing relevant text on personality assessments. Our
protocol employs the simplest and widely used
zero-shot personality evaluation approach known
as the Standard Prompting Protocol outlined by
Yang et al. (2023). The decision to use zero-shot
prompting is based on two key reasons: first, ex-
isting research indicates that zero-shot prompting
may outperform few-shot prompting, particularly
when advanced prompting techniques are applied
(Reynolds and McDonell, 2021); second, because
personality traits are inherently subtle and not di-
rectly observable in text, providing few-shot exam-
ples could introduce a mismatch between the input
text and the expected labels, potentially confusing
the LLM and leading to a decrease in performance.
Ultimately, we aim for the LLMs to rely on their
intrinsic knowledge to perform personality evalua-
tion.

We apply this evaluation separately to both the
original text (Orig-ZS) and the trivial text (Trivial-
ZS). This allows us to observe any changes in the
LLM’s performance and understand the importance
of the extracted text segments. If the LLMs truly
use their knowledge to assess personality, a decline
in performance is expected after removing relevant
text. Conversely, minimal change or improvement
in performance could suggest that despite possess-
ing relevant knowledge, LLMs are unable to ap-
ply this understanding in practice, supporting the
hypothesis that LLMs might struggle to interpret
complex and implicit psychological constructs like
personality traits.

3.1 Datasets

To rigorously test LLMs’ ability to interpret person-
ality traits, three criteria must be met: First, data
should be high-quality, scientifically robust, and
tailored to reflect personality in text. Second, it
should include both positive and negative traits to
ensure broad LLM applicability and an accurate
representation of traits found in the general popu-
lation. Lastly, since personality is often assessed
on a continuum (typically, a 5-point Likert scale),

datasets with trait scores are crucial for evaluating
LLMs’ nuanced zero-shot evaluation abilities.

Most publicly available datasets for personality
assessment fail to meet all three criteria. Therefore,
we sourced the Sample14 dataset, which provides
text samples from over 1,100 individuals across var-
ious test scenarios, featuring personality trait scores
from two models: the Big Five (Openness (O),
Conscientiousness (C), Extroversion (E), Agree-
ableness (A), Neuroticism (A)) and the Dark Triad
(Machiavellianism (Mach), Narcissism (Narc), Psy-
chopathy (Psyc)) (Carey et al., 2015). To align with
existing literature and establish a comparative base-
line, we also utilize the widely recognized gold-
standard dataset, Essays. This dataset contains over
2,400 text samples with binary labels (Low/High)
for the Big Five personality traits (Pennebaker and
King, 1999). Dataset and implementation details
in Appendices A.1 and A.2.

4 Results

In this section, we evaluate the performance of
LLMs for personality recognition under zero-shot
settings. The two datasets facilitate coarse person-
ality detection and fine-grained personality predic-
tion. Personality detection involves binary classifi-
cation to differentiate between “high” or “low” trait
categories, while personality prediction involves
regression analysis to estimate precise trait scores.

4.1 Performance on Original Text

The results under the Orig-ZS setting for both
paradigms are presented in Tables 1 and 2 where
performance for detection is measured with the
classification metric - accuracy, to enable compar-
ison to related studies. The performance for pre-
diction is measured with the regression metric -
Root Mean Squared Error (RMSE). Close to ran-
dom chance accuracy and high RMSE values for
both problems is observed. Given the complex na-
ture of zero-shot personality prediction—arguably
a more intricate task than detection—these elevated
RMSE values align with previous findings and are
not entirely unexpected (Ganesan et al., 2023).
Further, performance variability across three di-
mensions was analyzed: studies for personality
detection, LLMs, and personality traits. LLMs
that effectively assess personality should demon-
strate consistent performance across studies and
traits. However, some variability among LLMs is
expected due to their differing interpretative skills.
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Source paper LLM used Strategy (0] C E A N Average
Zero-shot 0.61 056 051 059 061 0.58
Zero-shot CoT 066 053 049 0.61 0.6 0.58
Ji et al. (2023) One-shot 0.58 0.54 059 059 061 058
LO — Zero — shotcor w 059 057 0.5 0.59 0.61 057
GPT3.5-Turbo  LO — Zero — shotcor s 062 055 052 059 0.59 0.57
LO — Zero — shotcor_ p 064 057 051 0.6 0.6 0.58
Zero-shot 0.56 0.57 0.6 0.59 0.61 0.59
Yang et al. (2023) Zero-shot CoT 059 055 058 059 057 0.58
PsyCoT 0.61 0.6 0.6 0.61 0.57 0.60
Orig-ZS 057 055 055 052 057 055
GPT3.5-Turbo ;21 75 0.54 054 052 053 055 054
Mistral Or.ig.-ZS 054 049 05 052 0.56 0.52
Trivial-ZS 0.55 053 055 054 051 054
Our Llama3 Or‘ig’—ZS 0.56 0.54 054 054 058 055
Trivial-ZS 0.54 053 053 054 055 054
OpenChat Orig-ZS 0.56 0.57 054 049 059 055
Trivial-ZS 0.52 051 049 049 053 051
Phi3 Orig-ZS 054 055 052 052 058 054
Trivial-ZS 0.54 056 054 056 058 0.56
GPT4-0 Orig-ZS 055 0.60 0.59 0.59 053 057
Trivial-ZS 0.60 0.54 0.55 057 057 057

Table 1: Comparison of accuracy for the Essays dataset with SOTA results.

Performance values from other

works employing variations of zero-shot prompting are reported from source papers. Values closely matching our
experimental setup are bolded, and LLMs with the highest performance in the Orig-ZS setting are underlined.

The analysis indicated variability across studies
and traits, while variability among LLMs was min-
imal. This points to a possible element of random-
ness in the LLM-generated outputs. For instance,
in detection using the same LLM (GPT-3.5%) and
identical standard prompting method on the same
dataset, accuracy showed a standard deviation rang-
ing from 1-5%. Between the two reported studies,
the absolute difference in accuracy when using sim-
ilar zero-shot CoT prompting varied between 2 and
9%. Additionally, performance also varied across
traits, with Neuroticism showing the highest av-
erage performance (0.57) and Agreeableness the
lowest (0.53) across all studies.

For prediction, substantial variability between
the two personality models was noted, with partic-
ularly high RMSE values for Dark Triad traits such
as Psychopathy, likely due to these traits being less
overtly manifested in text. For detection, the perfor-
mance of open-source LLMs closely mirrors that
of the most sophisticated LLM, ChatGPT (-3.5 and
-40), with a maximum difference of 5% between the
highest (open-source) and lowest (closed-source)
average accuracies. Similarly, despite some fluctu-
ations, the performance across all LLLMs remained
relatively uniform and close to random chance.

*Note that GPT-3.5 was only used for comparison with
existing methods, while all other experiments employ the more
recent GPT-40 model.

This suggests that there are no significant differ-
ences in the ability of LLMs to assess personality
traits under standard zero-shot conditions.

4.2 Effect of Relevant Text Removal

In the Trivial-ZS scenario, removing relevant text
is expected to decrease overall LLM performance
compared to Orig-ZS. For detection, this would
result in perfect performance for the ‘low’ class
and significantly lower for the ‘high’ class. In per-
sonality prediction, the RMSE is likely to rise sig-
nificantly due to the loss of crucial information.
We examine the differences (A) in class re-
call scores for detection and RMSE for prediction
across the two probing settings presented in Ta-
bles 2 and 3. Numerically, A represents the dif-
ference calculated as Orig-ZS performance minus
Trivial-ZS performance. LLMs adjusting their eval-
uations based on input text are likely to show a
significant negative A value for the “low” class
and a positive A for the ‘high’ class in detection.
For prediction, a high negative A is expected. Con-
versely, if LLM evaluations are random, minimal or
opposite-direction trends in A values are expected.
For detection, GPT-40 and OpenChat stand out
as the only models that meet the required criteria
for A for at least three out of five traits and show
the highest A, especially for Openness and Con-
scientiousness. However, it is important to note
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LLMused Strategy O C E A N Mach Narc  Psych
Mistral Orig-ZS 0.87 095 1.14 1.01 099 159 1.00 233
A -0.02 -0.07 -0.06 -0.10 0.12 041 -0.36  0.63
Llama3 Orig-ZS 077 1.19 133 096 1.13 1.8l 1.03 249
A -0.38 -0.12 -0.18 -0.23 0.07 0.16 -0.03 0.25
OpenChat Orig-ZS 0.75 097 1.1l 080 095 173 1.00  2.09
A -0.11 0.00 0.15 -0.05 008 052 0.03 036
Phi3 Orig-ZS 0.88 1.15 131 1.03 1.08 198 1.02 245
A 0.04 005 013 0.04 004 021 -0.03 0.22
GPT4-0 Orig-ZS 0.84 1.11 126 1.01 111 1.65 096 239
A -0.50 -0.39 -033 -0.10 0.00 -0.25 -0.09 0.05

Table 2: Personality Prediction results on Sample14 dataset reported as Root Mean Squared Error (RMSE). “A”

represents the difference between the two evaluation settings. Bold values confirm A expectations.

LLM Strategy (0] C E A N
Low High Low High Low High Low High Low High
. OrigZS 0.5 057 051 048 057 043 019 081 033 079
Mistral A 029 029 025 -031 0.6 -025 -0.07 003 029 -02
Llamg3  OrigZS 023 087 062 045 036 07 07 039 04 076
A 0.07 011 0.7 -0.16 -0.04 0.5 006 -0.06 009 -0.04
OpenChat  OfIEZS 048 063 076 037 079 03 091 01 053 064
A 035 041 -0.19 029 -007 0.14 -002 0 0.17 028
. OrigZS 027 079 048 063 052 053 034 068 047 0.69
Phi3 A 009 -0.09 -0.15 012 005 -008 -0.04 -003 01 00
OrigZS 020 089 049 071 05 067 041 075 012 094
GPT4-0 A 055 043 -044 056 -032 037 -024 025 -0.19 0.11

Table 3: Impact of Removing Relevant Text in the Essays Dataset: Recall values for ‘Low’ and ‘High’ classes are
reported, with “A” indicating the difference between the evaluation settings. Bold values confirm A expectations.

that even for these models/traits, the recall scores
for the “low” class are not perfect, suggesting sig-
nificant potential for improvement. In prediction,
three LLMs—M istral, Llama3, and GPT-4o, sat-
isfy the A criteria for at least four out of eight
traits. However, in most cases, the magnitude of A
is very low, and the overall RMSE is significantly
high. Further, correlation analysis of decisions and
scores by LLMs suggests that scoring is generally
arbitrary (see Appendix A.5). These findings in-
dicate that the LLMs may assign personality trait
scores to texts without substantial consideration of
the actual personality-relevant content.

4.3 Robustness of Evaluation

The above results suggest that perhaps LLMs show
promise in utilizing their knowledge for zero-shot
personality assessment, albeit for a select few
LLMs. While comparisons in the previous section
were based on the performance metrics (RMSE
and Recall), related studies have shown that LLMs
randomly change their decision at individual eval-
uation level (Yang et al., 2023; Shu et al., 2024).
Thus, the results in the previous section could stem
from this randomness. This variability could be

attributed to factors such as prompt phrasing, the
presentation order of traits/criteria, insufficient in-
formation, etc. Therefore, we investigated poten-
tial stability issues related to several such variables
in both Orig-ZS and Trivial-ZS settings (see Ap-
pendix A.4). Our findings indicate that while LLMs
modify their decisions nearly 20-40% of the time,
the subsequent modifications do not consistently
lead to improved performance.

This indicates that the presence or absence of rel-
evant text has little impact on the evaluations made
by the LLMs, corroborating the notion that LL.Ms
may find it challenging to effectively apply their
knowledge for zero-shot personality evaluation.

5 Discussions

Until now, we assumed that the text segments
tagged by LL.Ms are personality-relevant and con-
tain meaningful personality cues and that the pres-
ence or absence of these segments should impact
subsequent evaluations.

We now shift our focus to critically examining
whether the extracted text is genuinely distinct
from irrelevant text and truly reflects personality-
relevant content. This investigation is essential to
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(a) RoBERTa, Llama3, Extro- (b) RoBERTa, Mistral, Open-
version, Sample14 ness, Essays

Trivial
Relevant 60

.:M!-

ﬁi Sy

-100 -75 -5 -25 0 25 50 75 -100 -75 -5 -25 0 25 50

(c) BERT, GPT4, Narcissism, (d) BERT, OpenChat, Open-
Samplel4 ness, Essays

75 100

Figure 6: t-SNE visualization examples of fine-tuned
representations. The subfigure captions indicate Fine-
tuning Transformer, LLM, Trait, Dataset

validate the usability and applicability of PsyTEx
in effectively isolating and identifying personality-
relevant information. To this end, we explore two
key questions: Firstly, Are there significant linguis-
tic differences between relevant and trivial texts?
and, Secondly, Does the LLM-extracted (tagged)
text genuinely reflect personality-relevant content?
This section delves into these critical questions.

5.1 Evaluating the differences between
Relevant and Trivial text

To assess the linguistic differences between trivial
and relevant texts, we employ a straightforward
method by fine-tuning transformer models, which
have demonstrated SOTA performance across vari-
ous NLP tasks. Implementation details for discrim-
inating between trivial and relevant texts can be
found in Appendix A.2.1. The results are evalu-
ated using the Macro-F1 score, outlined in Table 6.

We observe average macro-F1 scores of 0.78
for BERT and 0.79 for RoBERTa, across all traits,
LLMs, and datasets. These scores suggest signif-
icant linguistic differences between the two text
groups. To further substantiate this finding, we per-
formed qualitative validation by embedding the test
sentences and visualizing the results using t-SNE
projections (Van der Maaten and Hinton, 2008). Ex-
amples of this visualization are shown in Figure 6.
The t-SNE projections demonstrate a notable sep-

aration between the two groups, confirming the
presence of linguistic differences. The PsyTEx
framework enables identification and tagging of
text segments exhibiting linguistic separability.

5.2 Determining Personality-relevance of
Relevant Text

We conduct a qualitative evaluation of the relevant
text using the Linguistic Inquiry and Word Count
(LIWC)? tool, a standard in psycholinguistics, to
examine the relationship between psychological
processes and language. Assessing the correlation
of LIWC-captured psychological processes with
GT trait score provides an opportunity to compare
and validate characteristics of extracted relevant
text with findings in Personality Psychology.

To alleviate any bias due to skew in score dis-
tribution within the dataset, we adopted a Monte
Carlo Simulation protocol that selects one sam-
ple (with uniform probability) from each score
(1-5) and calculates the Spearman Rank correla-
tion between every LIWC category value (sum-
normalized) and the trait scores. Each simula-
tion is supported by 100,000 iterations to suppress
potential instability in these correlations while
only retaining statistically significant correlations
(p<0.01). Finally, the average correlation across
these iterations for each LLM-trait pair is calcu-
lated as a representative correlation value. Since
this protocol necessitates trait scores, it was only
performed on the Sample14 dataset.

Given the variability in LLM performance for
the detection and prediction of specific traits, their
ability to tag relevant text likely varies as well (see
Appendix A.3). To evaluate whether LLMs gener-
ally identify personality-relevant text segments, we
look for consensus among all models. The LIWC
category correlation is valid if a minimum absolute
correlation threshold of 0.5 is met for at least three
LLMs. The median correlation from these LLMs
is taken as the final representative correlation. The
LIWC categories and their corresponding correla-
tion coefficients, derived using this protocol, are
presented in Tables 16 and 17 while the most infor-
mative LIWC categories sharing similarities with
Psychology literature are presented in Table 4.

A considerable difference in the number of sig-
nificant correlations between the Big Five and the
Dark Triad traits is observed, supporting the ear-
lier finding that LLMs struggle more with predict-

3https://www.liwc.app/
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Trait LIWC Categories Explanation

Extroversion P: socbehav, cogproc, comm, Tendencies for social behavior, interpersonal interactions, and
emo_pos positive emotional expressions

Agreeableness P: polite, comm, tone_pos, Affiliative social orientation and general positive inclinations
emo_pos

Neuroticism P: tentat, emo_anger, illness, con- Indecisiveness, excessive worry, hypersensitivity, and a propensity
flict for conflict

Machiavellianism P: swear; N: mental, home, need, Detachment from personality and emotional aspects of life and
family hostile demeanor

Narcissism P: power, allnone, discrep, sexual; Need for dominance, grandiosity, assertiveness and aggressive
N: emo_anx self-presentation

Psychopathy N: socbehav, tone_pos, insight Lack of positive social interaction and positivity, impulsiveness or

shallow thinking

Table 4: Significantly Correlated LIWC categories that share similarities with Psychology literature where. “P” and
“N” represent Positive and Negative Correlations respectively. The analysis is limited to 77 categories under the
broad categories “Psychological Processes” and “Expanded Dictionary” using LIWC-22

ing Dark Triad traits. However, the LIWC cate-
gories that correlate provide insights into specific
linguistic patterns that may indicate these traits.
The findings for both Dark Triad (Sumner et al.,
2012; Holtzman et al., 2019) and Big Five (Yarkoni,
2010; Koutsoumpis et al., 2022; van der Vegt et al.,
2022) are consistent with observations in existing
Personality Psychology literature on trait-relevant
language use. However, relying on aggregated
LIWC categories for analysis can be overly broad
and heavily dependent on the presence of specific
words in the text, potentially invalidating correla-
tions or preventing them from emerging if those
words are absent. However, despite this limitation,
the alignment with relevant literature affirms that
the relevant text effectively represents personality
traits, reinforcing PsyTEx as a valuable framework
for isolating and amplifying psychological charac-
teristics from the text.

6 Future Works

We plan to utilize the trait-relevant information
identified in the PsyTEx framework for down-
stream personality assessment in two primary ways.
Firstly, integrating attention mechanisms into ex-
isting personality detection models to focus on
PsyTEx-refined text segments. These models can
then be fine-tuned using existing personality detec-
tion datasets for effective assessment. However, a
key limitation of this approach is the potential lack
of representative data across various contexts, such
as different topics, genres, or domains.

A strategy to overcome this limitation involves
empowering LLMs to produce psychology-relevant
insights. Efforts in this direction have included the
development of taxonomies through expert-LLM

teaming, categorizing information identified by
LLMs into actionable insights (Shah et al., 2023).
This method uses the precision of taxonomies with
the LLM’s ability to detect trait-relevant text in-
stances, refined by expert analysis. We aim to re-
fine and expand these ideas in our future work.

7 Conclusion

In this paper, we explore the question: Can LLMs
effectively “interpret” psychological characteris-
tics from text? To this end, we introduce a novel
evaluation protocol called “Psychological Text Ex-
traction and Refinement Framework™ (PsyTEx),
designed to assess the interpretive capabilities of
LLMs for human categorization tasks, specifically
for text-based personality recognition.

Using the simplest and most widely used LLM-
based zero-shot personality evaluation, we first ex-
amine whether LLMs possess deep interpretive
abilities. Our analysis of five SOTA LLMs and
two personality models - Big Five and Dark Triad,
revealed that LLMs frequently produce random
and inconsistent outcomes regardless of the pres-
ence or absence of personality-relevant text, sug-
gesting a lack of deep interpretive abilities. This
was particularly evident in their struggle with more
complex task of personality prediction and traits
such as Dark Triad that require a nuanced under-
standing that goes beyond basic semantic process-
ing. These results indicate that specifically tailored
benchmarks are needed to evaluate LLM’s interpre-
tive abilities effectively. These benchmarks could
significantly boost the efficacy of LLMs in areas
such as mental health diagnosis, where a precise
grasp of human psychology is essential.

While LLMs cannot be directly used to eval-
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uate personality traits from the human-authored
text in a zero-shot setting, our proposed framework
enables them to extract personality-relevant infor-
mation segments from the text. Our findings show
that PsyTEx-refined text segments exhibit linguis-
tic separability and capture meaningful patterns
that align with personality psychology literature,
validating its potential for enhancing personality
assessment methodologies. Moreover, PsyTEx pro-
vides a foundation for downstream applications
such as psychological modeling and taxonomy de-
velopment, making it a valuable framework for
text-based psychological analysis.

8 Limitations

We acknowledge three potential limitations in our
study. Our protocol presumes that the SOTA LLMs
used in this study and known for their competi-
tive performance on standard benchmarks possess
both relevant knowledge of Personality Psychology
and the ability to effectively identify entailment be-
tween qualification criteria and text. However, man-
ual review occasionally reveals instances where the
text identified by the LLM as aligning with a quali-
fication criterion actually contradicts it. Two such
examples are provided below. Nonetheless, since
either entailment or contradiction to certain criteria
could indicate the presence or absence of a trait
(for instance, the presence of empathy might sug-
gest the absence of Psychopathy), we accept the
textual evidence as valid even when the polarity of
the entailment might be inverted.

( ChatGPT Incorrectly Tagging Opposite Polarity

Qualification Criteria: Lack of Empathy

Text Evidence: “...I could tell it was taking a toll on my
dad. He was hurting really bad and i wanted to help...i felt
deeply for my dads pain... i wish he was still here in my
life...”

Justification: The author exhibits empathy towards her
father’s feelings and mental state, indicating an awareness
and understanding of his suffering.

ChatGPT’s Failure to Gauge Intensity of Entailment

Qualification Criteria: Grandiosity

Text Evidence: “This is my calling, to help prevent girls
and young boys from developing eating disorders.... I know
the early signs and behaviors that developed mine and I
can now relate and apply that to helping others.”
Justification: The author has an elevated sense of their
calling and believes they possess rare knowledge essential
for helping others.

Additionally, in simulating the LLM’s zero-shot
evaluation process, we treat text tagged under all

1 2 3 4 5
Personality trait score

Figure 7: Proportion of tokens from original tagged as
personality-relevant for Sample14 dataset

qualification criteria equally. It is possible, how-
ever, that LLMs may not weigh all criteria equally
in their evaluations. Given the sub-optimal perfor-
mance in detection and prediction under the origi-
nal zero-shot (Orig-ZS) setting and observing little
to no improvement before and after relevant text
removal, we consider the importance of specific
qualification criteria out of scope for this study.

Moreover, our findings indicate that personality
is not uniformly represented across a text sample,
as evidenced by a minimal correlation between trait
scores and the proportion of personality-relevant
text, as shown in Figure 7. Although this is a signif-
icant insight, our study does not account for other
factors, such as the type of task that elicited the
text. It is possible that certain prompts, like “Write
about who you are”, may evoke more personality-
relevant responses than the Thematic Apperception
Task. We plan to explore these dynamics in future
research.

9 [Ethics Statement

The primary objective of this study was to explore
the limitations of LLLMs in assessing personality
traits from text data, aiming to encourage the de-
velopment of applications that ethically and with
proper permissions, evaluate human personality
traits. However, we realize that the evaluation pro-
tocol introduced in this paper can be extended to
assess the LLMs’ capabilities for any psycholog-
ical characteristics. To that end, we strongly dis-
courage the application of our methodologies to
develop LLMs that intend to covertly assess the
psychological characteristics of humans without
prior permission.

We secured the necessary permissions to use the
Essays and Sample14 datasets, ensuring all user in-
formation was anonymized before being provided
to us. We have been informed that appropriate
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permissions were obtained from the participants
contributing to these datasets for the use of text
data explicitly for research purposes. We have rig-
orously adhered to the data usage policies specified
for these datasets.
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A Appendix

Standard Prompt. $$$ListOfTraits$$$ is replaced with the Tist of traits to assess and $$$InsertAuthorText$$$ is replaced
with the Author’s text.
<Task Description>

You are an Al assistant specializing in text analysis. Your task is to assess the personality traits of the author based on the provided
essay. The following personality traits should be evaluated: $$$ListOfTraits$$$

<Instructions>

For each trait, predict the author’s personality trait score on a scale of 1 to 5, indicating the level of trait presence where 1 = very
low, 5 = very high. Additionally, determine whether the author is more likely to be A-Low or B-High in each trait based on your
evaluation. Provide a justification for each assessment.

Before beginning your reponse, add the marker "$$-Start of Response—-$$". Please adhere to the exemplary python dictionary
(JSON) format below for generating output. Ensure that formatting of the output is strictly followed without adding any additional
text.

<Output Format>
"<trait]>":
"score":<score>,
"decision":"<A or B>",

non

"explanation":"<justification>"

"<trait2>":
"score":<score>,
"decision":"<A or B>",

"explanation":"<justification>"

<Input>
Author’s Text: $$$InsertAuthorText$$$

Relevant Information Extraction Prompt. $$$InsertCriterias$$$ is replaced with the list of criteria specific to LLM/trait and
$$$InsertAuthorText$$$ is replaced with the Author’s text

<Task Description>

Consider the following essay response carefully and evaluate each of the qualification criteria from the following list. Please refrain
from making assumptions about the relevance of these qualifications to any specific personality trait(s) and disorder(s) and base your
evaluations with utmost objectivity purely on the essay. When encountered, provide all relevant textual evidence of each criteria and
how it manifests in the text. Finally present a summary of your overall findings.

Criteria:
$$S$InsertCriteria$$$

<Instructions>

Before beginning your response, add the marker "$$—Start of Response—-$$". Please adhere to the exemplary python dictionary
(JSON) format below for generating output. Ensure that formatting of the output is strictly followed without adding any additional
text.

<Output format>

"<criteria-A>": {
"text evidence": ["<text evidencel>","<text evidence2>",...,"<text_evidenceN>"],

"description":"<explanation of manifestation>"

"<criteria-B>": {
"text evidence": ["<text evidencel>","<text evidence2>",...,"<text_evidenceN>"],

"description":"<explanation of manifestation>"
o

,
"summary":"<summary>",

<Input>
Essay: $$$InsertAuthorText$$$

Knowledge Extraction Prompt

According to your knowledge, how is the personality trait P manifested in text? Can you give me an exhaustive list of textual
manifestations of P in the order of importance and relevance to the Personality Psychology literature?

<Instructions>
For each instance, please provide a short explanation in a line-separated field under the title "Description:" along with a few examples
of the textual manifestation in the form of phrases or sentences in a line-separated field under the title "Examples".

A.1 Dataset Details

Samplel4

This dataset includes data from 1,126 subjects and provides scores for two personality models: the
Big Five (Openness, Conscientiousness, Extraversion, Agreeableness, Neuroticism) and the Dark Triad
(Machiavellianism, Narcissism, Psychopathy), encompassing a total of eight traits and over 3,400
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text samples. Subjects participated in three different tests: writing a stream-of-consciousness essay,
responding to “Write about who you are” and completing a Thematic Apperception Test (Carey et al.,
2015). On average, the text samples contained 3,773 characters, 829 words, and 48 sentences each.

Essays

The Essays dataset is considered the gold-standard corpus with Big Five binary labels (Low/High).
The dataset includes over 2,400 text samples from subjects who were required to write a stream-of-
consciousness (SOC) essay for 10 consecutive days and 20 minutes each day (Pennebaker and King,
1999). On average, the text samples contained 3,296 characters, 743 words, and 46 sentences each.

A.2 Implementation Details

While most research in zero-shot personality evaluation primarily focuses on the latest iterations of
ChatGPT, the landscape of LLMs has expanded significantly, introducing a variety of models that often
surpass ChatGPT in performance across numerous tasks and benchmarks. To broadly assess whether
LLMs can interpret personality, our study incorporates a diverse set of both proprietary and open-source
LLMs. Specifically, we utilize five models: Mistral-7B (Mistral-7B-Instruct-v@.3), OpenChat-
7B (openchat/openchat_3.5), Phi3-14B (microsoft/Phi-3-medium-128k-instruct), Llama3-8B
(meta-1lama/Meta-Llama-3-8B-Instruct), and the latest from OpenAl, GPT-40 (gpt-40) (Jiang et al.,
2023; Wang et al., 2023; Abdin et al., 2024; Al@Meta, 2024; OpenAl, 2023). This selection aims to
provide a comprehensive overview of the current capabilities and limitations of LLMs in interpreting
personality from text.

The HuggingFace model repository* was used to access all open-source models, while the openAl API®
was used for accessing the GPT-40 model. We have accepted and complied with all the usage policies
for these LLMs. NVIDIA A100 Tensor Core GPUs were used for generating data from the open-source
LLMs approximating 504 GPU hours.

For consistency in text generation across LLMs, top-K and top-p (nucleus) sampling with K=50 and
p=0.95 is used as a decoding strategy wherever applicable. No preprocessing was performed on the author
texts before being used as input to the LLMs. The detailed task descriptions, instructions, as well as
output formatting requirements for each phase are outlined in the above text boxes.

The LLMs are instructed to generate output in Python JSON format. However, deviations from this
format occasionally occur, leading to the addition or removal of content. To address these inconsistencies,
a text-JSON extractor® was used to extract structured data from outputs generated by LLMs.

We used NLTK’ to perform sentence tokenization wherever required. For generating the t-SNE
projections, the scikit-learn® package was used while setting the perplexity to 30. For the LIWC-22°
software, we have obtained an academic non-commercial license for research purposes.

A.2.1 Finetuning Implementation

As the relevant text typically consists of sentence-like chunks, we begin by sentence tokenizing the
trivial text. Following a 70:30 training to testing split, we fine-tune two transformer models, BERT
and RoBERTa, on an equal number of randomly sampled sentences from both groups. The number of
max_tokens and the number of epochs are set to 64 and 5, respectively.

A.3 Stability of Relevant Information

Building on the qualitative analysis suggesting that LLM-tagged “relevant” text chunks are crucial for
personality assessment, it is vital to examine the information density of the original texts identified as
relevant by different LLMs. This assessment will help determine the consistency with which LLMs

*https://huggingface.co/models
Shttps://platform.openai.com/docs/models
®https://github.com/mangiucugna/json_repair
"https://www.nltk.org/
8https:/scikit-learn.org/stable/
9 . .

https://www.liwc.app/
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Figure 8: Variation in ROUGE Score Between Original and Relevant (LLM-tagged) Text with Incremental Inclusion
of LLMs

identify similar text segments as trait-relevant, thereby evaluating the stability of relevance tagging
across models. Ideally, if all LLMs are equally proficient at tagging relevant information, the density of
information in the tagged segments should reach a saturation point.

To conduct this analysis, we measure the textual overlap between the segments tagged as relevant by
the LLMs compared to the original text for each text sample using the ROUGE score with 4-grams. We
start with a single LLM and incrementally one LLM at a time. As each new LLM is added, we combine
the text chunks they have tagged, ensuring that no text chunks are repeated and just unique segments
are retained. After each addition, we calculate the ROUGE score between the aggregated common text
chunks tagged by the LLMs and the original text. As the order of adding LL.Ms influences the ROUGE
scores, we evaluate all 120 permutations of the 5 LLMs and plot the average ROUGE score from all
permutations in Figure 8.

If LLMs randomly tag different text chunks from the original texts regardless of the provided quali-
fication criteria, we would expect the ROUGE score to increase linearly (as marked by a dashed line).
However, we observe that the ROUGE score tends to saturate below a score of 0.6 for both datasets. This
observation indicates two key points: First, there is a significant overlap in the texts commonly tagged
by all LLMs, demonstrating their ability to identify personality-relevant text. Second, not all LLMs
tag the same segments, suggesting that multiple LLMs may be necessary to ensure reliable tagging of
personality-relevant information. However, the relevance of the combined information from multiple
LLMs remains to be evaluated independently and is beyond the scope of this paper.

A.4 Prompt Stability Analysis

A well-known limitation of LLMs is their sensitivity to minor variations in prompts (Shu et al., 2024).
In our study, we utilize LLMs for personality assessments using two approaches: standard zero-shot
prompting (Orig-ZS) and zero-shot prompting following our PsyTEx framework (Trivial-ZS). Given this,
it is crucial to evaluate the impact of prompt variations on both pipelines.

For our stability analysis, we randomly selected 100 text samples from each dataset. We then performed
evaluations using both Orig-ZS and Trivial-ZS, applying the same prompts as outlined in the paper to
establish a baseline for comparison. For each prompt variation considered, we assess its effect through
two metrics: performance difference and unchanged rate. The performance difference measures changes
at the overall performance level, while the unchanged rate examines changes at the individual decision
level. These metrics are crucial for determining whether the variations in LLM evaluations and decisions
are responses to changes in the prompts.

Given the resource-intensive nature of the stability analysis experiments and the high cost of using
closed-source models, coupled with the observation that closed-source models performed similarly to
open-source models, we opted to conduct these experiments exclusively with open-source models for
efficiency.
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A.4.1 Evaluation Metrics

Performance Difference

To maintain consistency with the paper and facilitate comparison, we measure performance difference
by calculating the difference between the default setup to the prompt variation experiment. For Essays,
this is represented by AF1-score and for Sample14 by ARMSE.

In the Orig-ZS setting, where accurate personality assessment is the goal, a positive effect of prompt
variation is indicated by A < 0 for Essays and A > 0 for Sample14. Conversely, in the Trivial-ZS setting,
which tests the LLM’s performance in response to the removal of relevant information, a positive effect is
shown by A > 0 for Essays and A < 0 for Sample14.

It is important to highlight that interpreting ARMSE is different from AF1-score. F1 scores are
bounded between 0 and 1, so a AF1-score of 0.25 would represent a significant 25% shift in performance.
However, RMSE values are unbounded, and in our case, where RMSE can range from O to 4, a difference
of 0.25 in RMSE does not necessarily reflect a significant change in performance.

Unchanged Rate

Following and extending the re-test protocol by Yang et al. (2023), we quantify the impact of prompt
variation on personality assessment by calculating the unchanged rate, 4, across the 100 samples. In
the case of the Essays dataset (binary classification task), the unchanged rate refers to the number of
predictions that remain the same.

There is no standard method for calculating the unchanged rate from continuous values like trait scores.
Therefore, for Sample14, we slightly modify the problem to enable the calculation of the unchanged rate.
First, we convert the trait scores into three broad categories: “low” for scores below 3, “high” for scores
above 3, and “neutral” for scores equal to 3. We then check whether the predicted scores from the prompt
variation experiment fall within the same category as those from the default baseline. If the predicted
score remains in the same category, we consider the decision unchanged. Finally, similar to the Essays
dataset, we calculate the proportion of samples that remain unchanged.

A low unchanged rate suggests that the prompt variation has significantly altered the predictions made
by the LLM.

A.4.2 Standard Prompting Pipeline

In the standard prompting protocol, personality prediction relies entirely on the default prompt. To
investigate potential factors that could cause LLMs to produce varying outcomes, we explore two
specific scenarios. First, our protocol assumes that LLMs inherently understand personality traits and
their definitions. However, when humans are tasked with annotating personality-related data, they are
typically provided with definitions for each trait to guide the annotation process. Thus, incorporating
these personality definitions into the prompt could potentially provide LLMs with additional context
and improve their personality prediction or detection capabilities. For this first prompt variation, we add
the trait definitions directly into the prompt. The definitions are borrowed and constructed from various
Psychology literature as well as with the help of expert knowledge. These definitions are presented in
Table 10.

Second, we examine whether the order in which personality traits are presented affects the model’s
predictions. Specifically, we shuffle the sequence of traits (represented by the variable $$ListOfTraits$$
in the standard prompt) to assess any impact on performance. The effects of these prompt variations are
then compared to the baseline Orig-ZS performance. The detailed results are presented in Table 7 and
depicted in Figure 9.

Varying the Trait Order:

From Figures 9a and 9b, it is evident that the A remains close to 0, with an unchanged rate around 0.6
for Essays and 0.75 for Sample14. Largely, the LLMs do not exhibit the expected positive trend. The
detailed tables show only a few cases where A is high and in a desirable direction, such as Agreeableness
for OpenChat on Essays, and Openness or Extraversion for Mistral on Sample14. Additionally, while
there is some performance variation between the two runs of trait order shuffling, this variability does not
consistently lead to positive outcomes and varies across LL.Ms and traits. Overall, altering the order in
which traits are presented appears to have minimal impact on personality recognition performance.
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Figure 9: Impact of Prompt Variation on the Standard Prompting Pipeline (Orig-ZS). For positive influence of
prompt variation, the following is desired: Unchanged rate<0.5, AF1-score<0, and ARMSE>0

Adding Trait Definition:

It was anticipated that adding definitions to the prompt would improve personality recognition perfor-
mance, but the overall trend observed in Figures 9c and 9d suggests otherwise. While there is a greater
spread in values compared to the earlier trait shuffling results, it does not imply better performance. The
trend for the Essays dataset moves in the opposite direction of expectations, although Sample14 shows
some promise, albeit low in magnitude. The average unchanged rate for Essays remains at 0.62, with an
average AF1 of -0.01, while for Sample14, the unchanged rate is 0.73, with an average ARMSE of -0.05.
Desirable outcomes were observed in a few instances, such as Openness for Sample14 and Agreeableness
for OpenChat, but similar to previous results, the performance changes are not significant enough to justify
further investigation.

A4.3 PsyTEx Framework

In the PsyTEx framework, multiple factors can influence personality prediction performance, beginning
with the knowledge extraction phase. We introduce prompt variations at each stage of this process to assess
their impact. The effects of these prompt variations are then compared against the baseline Trivial-ZS
performance. Detailed results for various prompt modifications are presented in Table 8
Effect of Knowledge Extraction Prompt Phrasing

Since the qualification criteria generated during the knowledge extraction phase influence the final
Trivial-ZS performance, we begin by exploring several variations in the knowledge extraction prompt.
Specifically, we create four different versions of the prompt and evaluate the pairwise semantic similarity
of the resulting qualification criteria against the default prompt used in our main experiments. The
variations of the Knowledge Extraction Prompt are presented in Table 9.

For this analysis, we employed the multi-ga-mpnet-base-dot-v1 model from the SentenceTrans-
formers'? library, which is optimized for semantic search. We began by conducting a semantic search
on the criteria generated from the default prompt to establish a baseline. For each criterion, we recorded

https://sbert.net/
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Figure 10: Semantic Similarity between Default and Knowledge Extraction Prompt variants

the similarity scores for the top three semantically similar criteria. This process was conducted for all
criteria, ensuring that the criterion being analyzed was excluded from the comparison set to avoid biasing
the results.

Following this baseline establishment, we compared the criteria from the default prompt to those
from each prompt variant using the same methodology. The collective semantic similarities for all traits
associated with a specific LLM were compiled and illustrated in Figure 10. Analysis of this data reveals
that the spread of semantic similarities is consistent across different prompt variations, suggesting that the
variation in prompt phrasing has minimal impact on the criteria generated by the LLMs.

Varying the Criteria Order

Similar to the trait order shuffling experiment, here we shuffle the order of the criteria that are presented
to the LLM to tag relevant information. The criteria are shuffled twice, and the results from both runs
are shown in Figures 11a and 11b. The A for both experiments remains close to 0, indicating little to
no change in performance compared to the default Trivial-ZS setting. Additionally, the unchanged rate
consistently stays above 0.5, suggesting that the order in which the criteria are presented has minimal
impact on LLM evaluations and Trivial-ZS performance.

Adding Trait Definition

As with the Standard prompting pipeline, we incorporate trait definitions during the Trivial-ZS evalu-
ation, with the key difference being that each trait is assessed individually. Observing the Figures 11c
and 11d indicates that adding definitions leads to marginal performance improvements for some LL.Ms
on the Sample14 dataset, while the Essays dataset shows an opposite trend to expectations. For instance,
OpenChat shows the desired trend (ARMSE<Q0) for 7 out of 8 traits, although the magnitude of A varies
across traits. However, it’s important to remind readers that ARMSE cannot be interpreted in the same
way as AF1-score. While the observed performance variation in the expected direction suggests that
incorporating personality definitions into standard prompts may aid in personality recognition, the lack
of a similar trend in the Essays dataset, combined with the fact that ARMSE is relative to the default
value, complicates this interpretation. If the default performance is poor, even small changes can appear
as improvements. Therefore, based on these results, a strong case cannot be made for using personality
definitions in the prompts.

Providing Static Qualification Criteria

In the PsyTEx framework, we advocate using qualification criteria extracted independently from each
LLM through the relevant information extraction prompts. This approach is driven by two key reasons.
First, the process is designed to be generalizable, ensuring that even without prior knowledge of the
psychological characteristic being assessed, the framework remains effective. While personality traits are
well-studied in psycholinguistics, and we have predefined qualification criteria for them, this may not be
the case for less established concepts, such as intent. In such instances, we may lack predefined criteria to
guide LLMs in text segmentation.

Second, by relying on qualification criteria generated by the LLM itself, we assume that the model
possesses both the relevant knowledge of the criteria and the ability to recognize it in text. However, it is
worth considering what would happen if the qualification criteria were standardized across all LLMs. To
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Figure 11: Impact of Prompt Variation on the Trivial-ZS performance. For positive influence of prompt variation,
the following is desired: Unchanged rate<0.5, AF1-score>0, and ARMSE<0

explore this, we combined the qualification criteria generated by each LLM for a specific trait, creating an
all-inclusive list of criteria. We then removed any redundant phrasing and applied Trivial-ZS to assess the
impact.

The hypothesis is that using a complete set of criteria will not only influence Trivial-ZS performance
but also affect the text tagged as relevant by the LLMs. Ideally, this more extensive list should capture all
relevant personality-related information, increasing the density of information captured from the original
text samples. Thus, in addition to evaluating the impact on Trivial-ZS performance, a secondary goal is to
examine changes in tagged information density. This is measured by comparing the ratio of tokens tagged
by the LLM using the default setting to those tagged using the comprehensive criteria list.

If the comprehensive list increases information density, the ratio will be less than 1, indicating that more
personality-relevant information was identified. However, a notable reduction in Trivial-ZS performance
should also be observed indicating that the removal of information tagged using the comprehensive criteria
list affects LLM personality evaluation performance. The results of this experiment aggregated for all
traits for an LLM are presented Figure 12. To facilitate interpretation, the y-axis has been capped at 5.

From the information density analysis, we observe that while the median density ratio hovers around
1, indicating that both the default and comprehensive prompts produce similar token counts, the upper
whiskers and outliers (>1) suggest that, in general, the default prompt tags more words. This reinforces
two key points: first, the LLM-generated qualification criteria extracted using the Knowledge Extraction
Prompt are valid, and second, introducing unfamiliar criteria can reduce the LLM’s ability to identify
relevant information, likely leading to confusion.

Moreover, the results show minimal to no change in Trivial-ZS evaluation depicted in Figures 11e
and 11f, indicating that providing a static, all-inclusive list of qualifications does not improve the models’
ability to tag personality-relevant information and, consequently, does not affect the LLM’s performance
in Trivial-ZS evaluations.
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Figure 12: Comparison of Information Density: Proportion of tokens tagged using the default criteria versus those
tagged by the static comprehensive criteria list. Values less than 1 indicate more personality-relevant information
identified using static criteria list.

A.5 Performance variation between detection and prediction

In Section 4.1, we observed that LLMs performed relatively better for binary classification (detection)
tasks than in the fine-grained task of assigning personality scores (prediction). This disparity may stem
from the LLMs’ insufficient nuanced understanding of personality traits, which could lead to seemingly
arbitrary assignments of trait scores. Consequently, it is crucial to evaluate whether LLMs accurately
understand and respond to both the tasks - labeling of traits (high or low) and the assignment of numerical
trait scores.

To evaluate the consistency of LLM outputs, we conducted statistical tests assessing the stability
between binary decisions (labels) and assigned scores (ranging from 1 to 5) from the Orig-ZS evaluations.
Following Yang et al. (2023), we computed the Spearman Rank correlation coefficient between the
decision labels and scores. For additional validation, we also calculated the point-biserial correlation
coefficient to examine the relationship between these binary and continuous outputs. The results of these
tests are presented in Table 5 which will illuminate the extent to which LLMs comprehend the task and
follow instructions.

LLM o C E A N Mach Narc Psyc

PB' SR> PB SR PB SR PB SR PB SR PB SR PB SR PB SR

Essays

Mistral 0.36 034 0.1 0.1 036 038 -0.07 -004 058 06
Llama3 0.61 063 082 08 089 09 054 055 083 0.83
OChat® 0.57 056 045 047 041 043 014 015 075 0.73
Phi3 042 042 049 048 059 058 0.18 0.19 0.68 0.67
GPT4 058 06 086 081 087 082 076 0.76 0.53 0.65

Avg 051 051 054 053 062 062 031 032 0.67 0.70

Samplel4
Mistral 047 044 031 03 036 038 0.12 012 071 071 049 055 0.6 058 052 0.62
Llama3 0.67 0.67 0.8 078 087 087 069 069 087 08 039 0.65 071 072 078 094
OChat 0.63 061 0.69 0.66 05 051 041 04 079 076 023 031 036 04 022 03
Phi3 038 039 045 046 055 054 02 023 068 0.67 044 06 052 052 048 0.62
GPT4 041 046 062 068 087 081 073 077 067 073 06 076 086 0.82 0.6 0.82
Avg 051 051 057 058 063 062 043 044 074 074 043 057 061 061 052 0.66
! Point Biserial Correlation; 2 Spearman Rank Correlation;  * OpenChat

Table 5: Decision to Label Correlation obtained from Orig-ZS evaluations. All the correlations are significant at

p-value<0.01.
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LLM (0] A Mach Narc Psyc
BT' RoB? BT RoB BT RoB BT RoB BT RoB BT RoB BT RoB BT RoB
Essays
Mistral 0.79 080 0.81 0.82 0.78 0.80 078 0.79 0.8 0.82
Llama3 0.83 0.84 0.83 0.84 092 093 081 082 081 0.82
OChat® 0.75 0.77 0.76 0.78 0.76 0.78 0.75 0.77 0.77 0.79
Phi3 073 0.74 075 077 076 078 0.75 076 0.76 0.78
GPT4 0.79 081 076 0.79 0.77 079 082 083 0.79 0.81
Avg 078 079 078 080 080 0.82 078 079 0.79 0.80
Samplel4
Mistral 0.78 0.79 0.8 081 0.79 081 077 079 08 08 077 079 075 077 076 0.78
Llama3 0.8 082 081 0.82 092 093 08 08 081 08 078 079 08l 08 08 0.82
OChat 0.74 0.74 0.74 0.75 0.75 077 074 075 077 078 0.73 074 076 076 0.74 0.75
Phi3 072 074 075 0.77 0.75 077 074 076 077 078 074 075 075 077 073 0.74
GPT4 078 08 078 08 077 08 081 08 081 08 076 077 08 081 077 0.79
Avg 076 078 078 079 079 081 077 079 079 080 076 0.77 0.77 0.79 076 0.78
' BERT-Finetuned; > RoBERTa-Finetuned;  * OpenChat

Table 6: Macro-F1 scores from Transformers finetuned to discriminate between relevant and trivial text

The results indicate that while most LLM-trait pairs exhibit a significant positive correlation, the degree
of correlation varies significantly both within and across different LLMs. On average, the correlation
across LLMs and traits is approximately 0.5, indicating considerable inconsistency in how LLMs assign
scores and make decisions. This variability suggests that the range of scores the LLMs use to label a
text sample as ‘high” and “low” for a certain trait may change significantly or that these models simply
assign random trait scores or labels. Notably, the variation in decision-to-score stability also differs
among models; for instance, Mistral exhibits the lowest overall stability, whereas Llama3 and GPT-40
demonstrate the highest. These observations suggest that certain LLMs may be more adept at adhering to
instructions, a capability that could potentially extend to their effectiveness in recognizing personality
traits. Future studies should investigate this hypothesis- exploring whether some LLMs are inherently
better suited to identify particular traits than others.
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Essays

LLM Trait Default Definition Trait-Shuffle1 Trait-Shuffle2
F1 F1 UC AFI F1 ucC AFI F1 UC AFI
(0] 0.42 041 0.83 001 039 082 003 053 077 -0.11
C 0.47 05 065 -003 055 057 -008 054 061 -0.07
Llama3 E 0.48 0.52 078 -0.04 0.61 063 -0.13 057 0.66 -0.09
A 0.55 0.56 052 -0.01 058 052 -003 056 052 -001
N 0.56 0.61 079 -0.05 049 082 007 058 076 -0.02

(0]
C 0.54 045 0.6 0.09 058 064 -0.04 053 066 0.01
Phi3 E 0.61 0.53 057 008 055 05 006 053 06 0.08
A 0.58 0.58 0.66 0 0.61 058 -0.03 052 0.6 0.06
N 0.53 056 0.67 -0.03 058 053 -0.05 057 066 -0.04
Avg. 0.52 053 0.62 -0.01 054 061 -0.02 053 061 -001
Samplel4
LLM Trait Default Definition Trait-Shufflel Trait-Shuffle2
R R ucC AR R ucC AR R ucC AR
(0] 0.82 075 0.69 007 073 0.75 0.09 075 0.81 0.07
C 1.04 1.09 058 -0.05 127 05 -0.23  1.31 053 -0.27
E 1.41 1.37 075 0.04 145 051 -004 133 053 0.08
Llama3 A 0.94 1.03 041 -0.09 106 0.62 -0.12 09 053 0.04
N 1.18 1.27 07 -0.09 1.12 0.66 0.06 1.18 0.62 0
Mach 1.85 211 096 -026 195 097 -0.1 203 097 -0.18
Narc 0.97 0.87 0.68 0.1 099 0.64 -002 095 0.66 0.02
Psyc 2.4 238 098 0.02 24 0.99 0 2.4 1 0
(0] 0.92 0.82 0.54 0.1 0.84 0.59 0.08 0.81 0.6 0.11
C 0.91 099 0.61 -0.08 1.1 066 -0.19 0.87 074 0.04
E 1.19 .11 0.67 0.08 092 0.6 0.27 1.11  0.59 0.08
Mistral A 0.99 096 0.66 0.03 1 0.69 -0.01 1 0.54 -0.01
N 0.95 1.1 0.7 -0.15 093 076 002 099 0.69 -0.04
Mach 1.63 1.83 096 -0.2 1.47 092 0.16 1.68 094 -0.05
Narc 1.03 098 0.65 0.05 1 0.66 0.03 1.02 0.67 0.01
Psyc 2.2 2.24 1 -0.04 216 099 0.04 2.3 1 -0.1
(0] 0.72 079 0.65 -0.07 07 0.73 0.02 075 071 -0.03
C 0.88 095 0.66 -0.07 079 069 0.09 093 048 -0.05
E 1.11 1.13 073 -0.02 1.11 0.78 0 1.37 0.62 -0.26
OpenChat A 0.66 0.85 0.57 -0.19 0.86 0.68 -0.2 0.89 0.71 -0.23
N 1.07 1.17 059 -0.1 1.11 068 -0.04 1.12 0.7 -0.05
Mach 1.64 1.92 095 -028 143 0091 0.21 1.64 0.96 0
Narc 0.94 09 071 004 087 074 0.07 096 0.69 -0.02
Psyc 1.95 221 099 -026 222 099 -027 198 0.99 -0.03
(0] 0.99 0.86 0.61 0.13 09 068 0.09 088 071 0.11
C 1.04 1.18 062 -0.14 109 0.65 -0.05 1.12 057 -0.08
E 1.24 1.23 062 0.01 1.16 0.61 0.08 1.19 0.56 0.05
Phi3 A 1.01 096 057 005 098 059 0.03 099 063 0.02
N 1.2 1.13 069 0.07 106 0.63 0.14 1.13 0.66 0.07
Mach 1.94 2.02 098 -0.08 198 096 -004 197 097 -0.03
Narc 1 1.12 076 -0.12 105 0.75 -005 122 0.73 -0.22
Psyc 2.31 2.36 1 -0.05 236 099 -005 238 0.99 -0.07
Avg. 1.25 1.30 073 -0.05 125 0.76 0.00 1.29 0.73 -0.03

Table 7: Effect of Prompt Variation on Standard Prompting Pipeline. Most desirable outcomes are bolded. UC
stands for Unchanged rate and R stands for RMSE.
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Essays

LLM Trait Default Definition Static Criteria Criteria-Shuffle1 Criteria-Shuffle2
F1 F1 UC AF1 F1 UC AF1 F1 UucC AF1 F1 UucC AF1
(0] 0.45 0.52 061 -0.07 052 053 -007 058 056 -0.13 054 0.58 -0.09
C 0.51 047 0.63 004 054 057 -003 06 058 -0.09 052 0.62 -0.01
Llama3 E 0.54 0.51 053  0.03 05 058 004 055 053 -001 055 056 -0.01
A 0.5 0.5 0.6 0 0.51 0.64 -0.01 057 058 -007 056 065 -0.06
o ____N ___05__05__08 -006 05_ 075 0 045 078 0.05_ 048 077 0.02
(0] 0.5 0.44 0.81 0.06 05 073 0 052 082 -0.02 057 074 -0.07
C 0.45 044 0.82 001 051 073 -006 049 077 -0.04 046 0.69 -0.01
Mistral E 0.52 048 0.74 0.04 053 0.67 -001 056 074 -0.04 056 0.64 -0.04
A 0.48 057 068 -0.09 06 064 -0.12 054 064 -0.06 048 0.64 0
N 0.3 0.3 1 0 034 098 -0.04 03 1 0 034 095 -0.04

C 0.54 0.54 0.74 0 0.56 0.66 -0.02 0.54 0.68 0 0.58 0.71 -0.04
Phi3 E 0.55 0.59 062 -0.04 064 065 -009 06 059 -005 061 056 -0.06
A 0.57 0.64 075 -0.07 07 061 -0.13 064 067 -007 054 063 0.03
N 0.47 0.56 071 -0.09 0.51 058 -0.04 047 0.68 0 0.49 0.62 -0.02
Avg. 0.47 0.51 071 -0.04 051 069 -0.04 050 072 -003 049 070 -0.02
Samplel4
LLM Trait Default Definition Static Criteria Criteria-Shuffle1 Criteria-Shuffle2
R R ucC AR R ucC AR R UucC AR R ucC AR
(0] 1.12 1.07 066 005 106 0.65 006 1.16 071 -0.04 1.17 0.66 -0.05
C 1.31 147 067 -0.16 124 0.78 0.07 1.3 068 001 125 067 0.06
E 1.47 1.63 081 -0.16 153 0.83 -006 147 0.87 0 1.51 0.78 -0.04
Llama3 A 1.18 121 07 -003 123 08 -005 119 08 -0.01 121 0.79 -0.03
N 1.16 1.13 078 003 1.14 072 002 113 0.8 0.03 1.1 0.73  0.06
Mach 1.64 193 095 -029 171 097 -0.07 1.64 0098 0 1.73 097 -0.09
Narc 1.01 1.12 073 -0.11 1.05 0.69 -0.04 1 0.73 001 097 0.69 0.04
Psyc 2.2 233 098 -0.13 219 098 001 215 097 0.05 218 097 0.02
(0] 0.81 091 0.7 -0.1 088 0.75 -0.07 082 0.74 -001 0.84 0.69 -0.03
C 1.04 0.88 0.7 0.16 1.03 071 0.01 094 0.75 0.1 093 075 0.11
E 1.11 1.04 0.61 007 121 061 -0.1 1.09 0.7 0.02 1.2 0.67 -0.09
Mistral A 1.08 092 058 016 1.12 063 -0.04 101 068 0.07 109 0.6 -0.01
N 0.87 096 077 -0.09 09 077 -0.03 083 074 004 092 0.8 -0.05
Mach 1.11 145 062 -034 12 059 -0.09 127 059 -016 12 0.61 -0.09
Narc 1.31 123 0.61 008 125 058 0.06 139 064 -0.08 1.2 058 0.11
Psyc 1.66 1.7 075 -0.04 1.63 0.69 0.03 1.6 0.72 006 1.65 0.75 0.01
(0] 0.8 0.87 0.67 -0.07 0.82 081 -0.02 084 081 -004 082 0.8 -0.02
C 0.94 1.01 0.68 -0.07 092 075 002 094 038 0 1.0o1 08 -0.07
E 0.97 1.09 0.61 -0.12 096 075 0.01 1.02 081 -005 099 0.77 -0.02
OpenChat A 0.86 0.85 0.67 0.01 0.8 0.8 006 084 075 0.02 095 0.66 -0.09
N 0.97 1.08 063 -0.11 092 073 005 102 075 -005 1.01 076 -0.04
Mach 1.15 1.6 074 -045 121 075 -006 122 074 -007 128 0.77 -0.13
Narc 0.94 095 0.67 -0.01 094 0.69 0 1.02 067 -0.08 1.03 0.65 -0.09
Psyc 1.63 205 092 -042 168 093 -0.05 166 092 -0.03 163 091 0
(0] 0.85 0.87 067 -002 08 091 005 08 066 -001 084 0.7 0.01
C 1.12 1.09 058 003 108 0.78 004 1.08 052 004 1.06 058 0.06
E 1.24 1.15 046 0.09 1.2 067 004 122 0.6 0.02 124 0.56 0
Phi3 A 0.83 095 066 -0.12 094 088 -0.11 091 074 -0.08 098 0.58 -0.15
N 1.11 1.2 066 -0.09 1.14 079 -003 1.17 061 -0.06 1.13 0.6 -0.02
Mach 1.82 2 0.93 -0.18 1.8 093 002 176 093 006 177 09 0.05
Narc 1.05 1.09 0.79 -0.04 101 073 004 1.06 077 -0.01 102 0.77 0.03
Psyc 2.21 229 099 -0.08 223 096 -0.02 224 098 -0.03 217 098 0.04
Avg. 1.21 129 0.72 -008 121 077 -001 121 076 -0.01 122 0.73 -0.02

Table 8: Effect of Prompt Variation on Trivial-ZS evaluation. Most desirable outcomes are bolded. UC stands for
Unchanged rate and R stands for RMSE.
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Prompt Variant ~ Prompt Text

Default

According to your knowledge, how is the personality trait P manifested in the text? Can you give me an
exhaustive list of textual manifestations of P in the order of importance and relevance to the Personality
Psychology literature? For each instance, please provide a short explanation in a line-separated field under the
title “Description” along with a few examples of the textual manifestation in the form of phrases or sentences
in a line-separated field under the title “Examples”.

Variant 1 How is the personality trait P represented in written text according to current research? Please offer a detailed

list of textual indicators or features of P, ordered by their significance and relevance in Personality Psychology.
For each indicator, provide a concise description under “Description” and include a few examples of the
indicator in text under “Examples”

Variant 2 How is the personality trait P exhibited in written communication based on existing literature? Provide a

thorough list of textual signs or traits associated with P. For each sign, include a short description under
“Description” and several sample phrases or sentences under “Examples”.

Variant 3 How does the personality trait P typically appear in the text according to Personality Psychology studies?

Provide a detailed and prioritized list of textual characteristics or indicators of P. For each characteristic,
include a succinct description under “Description” and a set of examples under “Examples”.

Variant 4 If I ask you to conduct personality trait evaluation from text, what are the key characteristics that you would

assess to evaluate P from text? For each characteristic, include a description under “Description” and a set of
examples under “Examples”.

Table 9: Variations of Knowledge Extraction Prompt. In each prompt P is replaced with a specific personality trait
and a subsequent criteria list for each trait is obtained.

Trait

Definition

Mach

Narc

Psyc

Openness denotes receptivity to new ideas and new experiences. People with high levels of openness are more likely to
seek out a variety of experiences, be comfortable with the unfamiliar, and pay attention to their inner feelings more than
those who are less open to novelty. They tend to exhibit high levels of curiosity and often enjoy being surprised.
Conscientiousness reflects the tendency to be responsible, organized, hard-working, goal-directed, and to adhere to
norms and rules. People with high levels of conscientiousness are good at setting and keeping long-range goals,
self-regulation and impulse control and take obligations to others seriously.

Extraversion is typically characterized by outgoingness, high energy, and/or talkativeness. People with high levels of
extraversion tend to thrive in social situations, enjoy engaging with others, and often seek out stimulating environments.
Agreeableness can be described as cooperative, polite, kind, and friendly. People high in agreeableness are more
trusting, affectionate, altruistic, and generally displaying more prosocial behaviors than others.

Neuroticism is defined as a tendency toward anxiety, depression, self-doubt, and other negative feelings. Highly neurotic
individuals tend to be labile (that is, subject to frequently changing emotions), anxious, tense, and withdrawn.
Machiavellisnism is characterized by manipulativeness, deceitfulness, high levels of self-interest, and a tendency to
see other people as means to an end. People with high levels of Machiavellianism lack empathy and take a cynical,
unemotional view of the world; their primary interests center on power and status, and they’ll do whatever is necessary
to achieve their goals.

Narcissism is characterized by a grandiose sense of self-importance, a lack of empathy for others, a need for excessive
admiration, and the belief that one is unique and deserving of special treatment. People with high levels of narcissism
exhibit an inflated sense of self-importance, a deep need for excessive admiration, a lack of empathy, an exaggerated
sense of entitlement, and a tendency to exploit others to maintain their self-image.

Psychopathy is a condition characterized by the absence of empathy and the blunting of other affective states. People
with high levels of psychopathy exhibit a pervasive pattern of antisocial behavior, a lack of empathy and remorse,
shallow emotions, manipulativeness, impulsivity, and a tendency toward reckless and often criminal behavior without
regard for the consequences or the harm inflicted on others.

Table 10: Definition of Personality Traits
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Trait  Qualification Criteria

O Imagination and Creativity, Intellectual Curiosity, Preference for Novelty and Variety, Appreciation for Arts and
Aesthetics, Open-mindedness and Tolerance, Innovation and Inventiveness, Complexity

C Organization and Planning, Dependability, Perfectionism, Self-Discipline, Adherence to Rules and Norms, Cautiousness,
Efficiency, Punctuality

E Sociability (Interacting with others), Talkativeness (Verbal communication), Assertiveness (Confident expression of
ideas and feelings), Excitement-seeking (Desire for thrilling experiences), Positive emotionality (Experience and
expression of positive emotions), Activity (Energetic engagement), Optimism (Expecting good outcomes), Impulsivity
(Acting on whims

A Empathy and Compassion, Trust and Altruism, Cooperativeness and teamwork, Politeness and consideration, Forgive-
ness and tolerance, Modesty and humility

N Expressions of Negative Emotions, Avoidance of Emotional Topics, Fear and Anxiety, Impulsiveness, Self-
Consciousness, Mood Swings, Sensitivity to Criticism, Perceived Lack of Control, Insecurity, Emotional Volatility

Mach Cunning and Deceit, Self-Interest, Manipulation and Influence, Grandiosity, Amoral/Antisocial Tendencies, Cynicism,
Calculation and Strategic Thinking, Lack of Empathy

Narc  Grandiosity, Self-centeredness, Manipulative behavior, Lack of empathy, Arrogance, Envy, Lack of intimacy, Superfi-
ciality

Psyc  Grandiosity and Self-Centeredness, Lack of Remorse or Guilt, Callousness and Lack of Empathy, Manipulation and
Deceit, Shallow Emotions, Parasitic Lifestyle, Impulsivity and Irresponsibility, Criminal or Antisocial Behavior

Table 11: Manifestations of Personality Traits Identified by Mistral

Trait  Qualification Criteria

O Intellectual curiosity, Artistic and creative expression, Appreciation for beauty and aesthetics, Open-mindedness and
tolerance, Love of learning and exploration, Imagination and fantasy, Love of nature and the outdoors, Appreciation for
complexity and nuance, Love of travel and exploration, Appreciation for tradition and heritage

C Perfectionism, Planning and Organization, Self-Discipline, Responsibility, Punctuality, Attention to Detail, Goal-
Oriented, Proactivity, Reliability, Self-Monitoring

E Assertive language, Social references, Active verbs, Emotional expressions, Storytelling, Conversational tone, Humor,
Self-promotion, Enthusiasm, Word choice

A Cooperation, Empathy, Altruism, Compassion, Tolerance, Politeness, Avoidance of Conflict, Social Harmony

N Anxiety and Worry, Emotional Instability, Self-Consciousness, Irritability, Hypervigilance, Self-Pity, Rumination,
Social Withdrawal, Perfectionism, Emotional Reactivity

Mach Manipulative language, Exploitative language, Dishonest language, Superficial language, Aggressive language, Passive-
aggressive language, Self-promotional language, Flattery language, Blame-shifting language, Gaslighting language

Narc  Grandiosity, Self-Aggrandizement, Self-Celebration, Lack of Empathy, Entitlement, Exploitation, Grandiose Fantasies,
Envy, Self-Promotion, Defensiveness, Lack of Accountability, Manipulation

Psyc  Lack of empathy and remorse, Superficial charm and wit, Manipulation, and exploitation, Impulsivity and recklessness,
Grandiosity and entitlement, Lack of intimacy and emotional connection, Antisocial behavior and disregard for authority,
Callousness and lack of emotional depth

Table 12: Manifestations of Personality Traits Identified by Llama3

Trait  Qualification Criteria

O willingness to explore new ideas, experiences, and perspectives., preference for variety and novelty, as well as a curiosity
about the world., higher tolerance for ambiguity and uncertainty, leading to a more flexible mindset., preference for
creativity and artistic expression., willingness to question and challenge established norms and beliefs

C Attention to detail and accuracy, Dependability and reliability, Adherence to rules and regulations, Perfectionism and
high standards, Future-oriented thinking, Self-discipline and self-control, Punctuality and time management, Neatness
and cleanliness, Responsibility, and accountability

E Sociability, Assertiveness, Enthusiasm, Energized by social situations, Talkativeness, Outgoing nature, Expressiveness,
Dominance, Activity level, Positive affect

A Cooperation and Harmony, Empathy and Compassion, Altruism and Generosity, Trust and Forgiveness, Politeness and
Consideration, Adaptability and Flexibility, Positive and Optimistic, Warmth and Affection, Conscientiousness and
Responsibility, Modesty and Humility

N Anxiety, Emotional instability, Depression, Irritability, Impulsivity, Vulnerability to stress, Low self-esteem, Social
anxiety, Substance abuse, Health problems

Mach Manipulation and Deception, Self-Interest, Cynicism, Emotional Detachment, Sense of Humor

Narc  Grandiose self-esteem, Need for admiration, Lack of empathy, Arrogance, Exploitative behavior, Envy, Entitlement

Psyc  Callousness, Grandiose self-worth, Need for stimulation, Manipulation and deceit, Antisocial behavior, Lack of

responsibility, Shallow affect

Table 13: Manifestations of Personality Traits Identified by OpenChat
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Trait

Qualification Criteria

Mach
Narc

Psyc

Curiosity, Imagination, Creativity, Originality, Open-mindedness, Intellectualism, Aesthetics, Diversity, Adventure-
seeking, Nonconformity, Intellectual humility

Organization and planning, Responsibility, and dependability, Goal-directed behavior, Attention to detail, Punctuality
and time management, Proactivity and initiative, Diligence and hard work, Honesty and integrity, Responsibility towards
others, Environmental consciousness, Health and self-care, Financial responsibility

Direct and Assertive Communication, Use of first-person singular pronouns, Emphasis on Social Interactions, Emphasis
on Positive Emotions, Use of Expressive Language, Desire for Novelty

Empathy, Altruism, Cooperativeness, Friendliness, Trustworthiness, Conciliation, Forgiveness, Helpfulness, Generosity,
Positivity

Self-doubt, Negative Emotions, Mood Instability, Pessimism, Overreaction to Stress, Hypersensitivity to Criticism,
Emotional Exhaustion, Ruminating, Insecurity, Social Anxiety, Intensified Emotional Responses

Manipulative behavior, Emotional detachment, Deceitfulness, Use of flattery, Lack of remorse, Cunningness, Use of
fear, Selfishness, Grandiose sense of self, Charisma

Self-enhancement and grandiosity, Lack of empathy, Manipulative behavior, Need for admiration, Inflated sense of
self-importance, Lack of accountability, Sensitivity to criticism, Entitlement, Jealousy, Lack of authenticity

Lack of empathy, Shallow affect, Superficial charm, Grandiose self-worth, Pathological lying, Manipulativeness,
Impulsivity, Lack of remorse or guilt, Failure to accept responsibility, Parasitic lifestyle, Poor behavioral controls, Early
behavioral problems

Table 14: Manifestations of Personality Traits Identified by Phi3

Trait

Qualification Criteria

Mach

Narc

Psyc

Use of Imaginative and Creative Language, Preference for Variety and New Experiences, Intellectual Curiosity and
Inclination Towards Learning, Open-Mindedness and Tolerance for Unconventional Ideas, Aesthetic Sensitivity and
Appreciation for Art and Beauty, Expressiveness and Richness in Emotional Descriptions, Philosophical and Reflective
Thinking, Use of Figurative and Metaphorical Language, Interest in Diverse Topics and Cross-Disciplinary Thinking,
Use of Descriptive and Detail-Rich Narratives

Organization and Orderliness, Dependability and Reliability, Persistence and Perseverance, Attention to Detail, Self-
Discipline and Control, Goal-Setting and Achievement Orientation, Responsibility and Accountability, Punctuality,
Hard-Working and Industrious, Planning and Foresight, Achievement-Striving

Sociability and Social Interaction, Talkativeness and Expressiveness, Enthusiasm and Positivity, Assertiveness and
Leadership, Preference for Stimulation and Activity, Friendliness and Approachability, Outgoing Nature and Willingness
to Meet New People, High Activity Levels and Liveliness, Preference for Group Work, Risk-Taking and Adventurousness
Compassion and Empathy, Politeness and Manners, Cooperation and Willingness to Help, Positive and Encouraging
Language, Conflict Avoidance, Trust and Faith in Others, Supportive and Reassuring Statements, Compliments and
Praise, Consideration of Others’ Opinions, Expressions of Gratitude

Expressions of Anxiety, Expressions of Emotional Instability, Expressions of Negative Affect, Expressions of Self-
Consciousness, Expressions of Vulnerability, Expressions of Guilt, Expressions of Pessimism, Expressions of Hyper-
sensitivity, Expressions of Indecisiveness, Expressions of Excessive Self-Concern

Manipulation and Exploitation, Strategic Planning and Cunning, Lack of Morality and Ethics, Cynicism and Distrust,
Manipulative Charm, Emotional Detachment, Focus on Self-interest, Deceptiveness and Lying, Noncompliance with
Social Norms, Control over Others

Self-Aggrandizement, Lack of Empathy, Need for Admiration, Sense of Entitlement, Exploitativeness, Enviousness,
Arrogance and Haughtiness, Preoccupation with Fantasies, Interpersonal Manipulation, Self-Perception of Uniqueness,
Defensive Reactions to Criticism, Obsession with Appearance and Status

Lack of Empathy, Superficial Charm, Manipulativeness, Grandiosity, Pathological Lying, Impulsivity, Irresponsibility,
Lack of Remorse or Guilt, Shallow Emotions, Parasitic Lifestyle, Callousness, Poor Behavioral Controls, Criminal
Versatility, Promiscuous Sexual Behavior, Early Behavioral Problems

Table 15: Manifestations of Personality Traits Identified by GPT4
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LIWC Categories O C E A N Mach Narc  Psyc

Drives - 0.76 - - -0.97 | - - -
affiliation - - - - - - - -
achieve - - -0.74  -0.69 -0.89 | - - -
power 0.97 092 - 1.00 -098 | - 091 -
Cognition - - 0.99 - 096 | - 0.84 -
allnone -092 -0.88 -095 -1.00 -0.96 | - 097 -
cogproc - - 1.00 - 097 | - - -
insight - - - - - - -0.65 -0.58
cause - - - - - - - -
discrep -1.00 -0.89 -092 -099 - - 0.95 -
tentat - - 0.86 -0.86 1.00 | - - -
certitude 0.82 098 - - 0.99 | - -0.78 -
differ - - 0.82 0.90 - - - -
memory 0.97 1.00 - 1.00 - - 0.73 0098
Affect 0.89 - - 0.88 -1.00 | - - -
tone_pos 0.98 0.94 097 0.86 - - - -0.70
tone_neg - - - 0.54 -1.00 | - 0.78 -
emotion 0.877 - 0.662 0920 - - - -
€mo_pos 0.733 - 0989 0.895 - - - -
emo_neg - - - 0.88 -0.79 | - - -
emo_anx 0.98 - -0.89  1.00 -0.98 | - -091 -
emo_anger - 1.00 0.98 1.00 0.98 - -0.52 -
emo_sad 0.98 1.00  0.97 -1.00  -0.98 | - 072 -
swear 0.97 - - -1.00 - 0.72 094 -
Social 0.81 0.64 - - 1.00 | - - -
socbehav 0.95 0.83 1.00 - 1.00 - - -0.72
prosocial - - -092 - -0.97 | - - -
polite 0.97 1.00 - 1.00 - - -098 -
conflict 0.98 1.00  0.98 1.00 097 | - - -
moral - - - - -0.92 | - -0.79 -
comm - - 0.98 1.00 0.98 - - -
socrefs - - -0.89 - 1.00 - -0.69 -
family 0.83 - -0.80 - -0.79 | -0.55 -095 -
friend -093 1.00 - - -098 | - - 0.85
female 098 -097 -098 -1.00 - - -095 -
male 0.98 0.98 0.98 1.00 - - - -
Culture - 1.00 -0.79 -0.85 - - -098 0.93
politic 0.97 1.00 - - - - -0.97 097
ethnicity -0.66 - - - -097 | - -0.97 0.97
tech 0.98 1.00 - 1.00 - - -0.97 0.88
Lifestyle 0.99 - 0.93 - 0.95 - - -
leisure -094 -0.86 -0.83 - -098 | - 0.57 -
home - - 0.98 0.96 096 | -0.80 -098 -
work 0.90 0.83 0.96 - 0.99 | - -0.70 -
money 0.98 - - 1.00 - - - -
relig 0.98 1.00 0.98 1.00 - - 0.59 -
Physical -0.81 -096 -0.87 - -0.99 | - - -

Table 16: Median resultant LIWC Correlations across valid LLMs from Monte Carlo Simulation (Part 1/2)
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LIWC Categories O C E A N Mach Narc  Psyc

health - -0.85 -097 1.00 -094 | - - -
illness 097 1.00 098 1.00 098 | - -0.98 -
wellness - - - - - - -0.97 097
mental 097 - - - -097 | -097 0.80 -
substances 0.97 1.00 - - - - - -
sexual 0.97 1.00 - - 097 | - 0.91 -
food -0.90 - -096 1.00 -098 | - -0.84 0.80
death 097 1.00 - 1.00 - 0.62 0.86 091
need -0.79 - 0.89 - 093 | -0.65 -0.69 -
want -0.96 -0.76 -0.99 - -0.99 | - - -
acquire - - - 0.84 -099 | - - -
lack 098 1.00 097 100 - - -0.89 -
fulfill -090 0.72 - 1.00 -0.89 | - -098 -
fatigue 098 - -0.88 - -0.97 | - -097 -
reward 0.97 1.00 - 1.00 - - - -
risk 0.98 1.00 - - - - - -
curiosity -090 - 098 - - - - -
allure -098 -0.75 -1.00 -0.80 -1.00 | - - -
Perception - -091 - - -1.00 | - - -
attention - - 0.76 1.00 098 | - - -
motion - -0.77 -0.82 - -1.00 | - - -
space - - 1.00 - -0.96 | - - -
visual - -0.89 - -0.99 - - - -
auditory - - - 099 -0.86 | - 0.68 -
feeling -0.80 - -095 - -0.99 | - - -
time - -0.83 -0.81 -093 -090 | - - -
focuspast - -0.60 -1.00 -0.72 -1.00 | - - -
focuspresent - - - -094 1.00 | - - -0.57
focusfuture -0.72  -0.66 - - - - - -
Conversation -093 -0.63 -098 -093 - - - -

Table 17: Median resultant LIWC Correlations across valid LLMs from Monte Carlo Simulation (Part 2/2)
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Abstract

Literary scholars commonly refer to the inter-
preted literary work using various types of quo-
tations. Two main categories are direct and
indirect quotations. In this work we focus on
the automatic identification of two subtypes
of indirect quotations: paraphrases and sum-
maries. Our contributions are twofold. First,
we present a dataset of scholarly works with
annotations of text spans which summarize or
paraphrase the interpreted drama and the source
of the quotation. Second, we present a two-step
approach to solve the task at hand. We found
the process of annotating large training corpora
very time consuming and therefore leverage
GPT-generated summaries to generate training
data for our approach.

1 Introduction

Literary scholars reproduce literary works in different
ways and have to decide how precise their reference to
the interpreted text should be. Direct quotation, using
direct speech and quotation marks, is considered the
closest, the verbatim rendition of a source. No infor-
mation is omitted (except the surrounding context and,
sometimes, marked or unmarked omissions in the quo-
tation) or added. To a certain degree, direct quotations
preserve the poetic form of a text. Retaining the liter-
ality of the source and their precise wording is one of
the canonical features of the concept quotation (Helm-
stetter, 2003). Recent literary theory has categorized
various types of references to literary texts that are used
in scholarly interpretative articles (Winko, 2022).

In our research project Key passages in literary
works,! we use methods of Computational Literary Stud-
ies to find intensively interpreted passages. We identify
these key passages by accumulating direct quotations
of a literary text in scholarly texts, which led us to
detailed insights into the scholars’ quotation practices
(Arnold and Jaschke, 2021, 2023). We consider the
heavily quoted passages in academic texts as key for
the particular exegesis. We recognize that not only di-
rect quotations play an important role in interpretive
practices but also indirect quotations. Therefore, in this
work, we develop and analyze methods to automatically

"https://hu. berlin/keypassages

identify indirect quotations in scholarly texts and literary
works.

We follow the definition from Winko (2022): An
indirect quotation translates object language into meta-
language without adding essential information that does
not stem from the textual source itself. Paraphrases
and summaries are subcategories of indirect quotation.
A paraphrase is more or less a recurrence of the con-
tent with a change of the wording (de Beaugrande and
Dressler, 1981), whereas a summary abbreviates the
content, with a change of the wording, too.

Indirect quotation is only one of several types of refer-
ences scholarly interpretations use. In interpretive texts,
scholars also apply classification, illustration, explana-
tion, explication, and exegesis (Winko, 2022). All these
types of interpretive practices need extrinsic context
information whereas types of direct and indirect cita-
tion — generally speaking — only use intrinsic features
of the literary text. Additionally, they vary significantly
from quotations because they include information that
comes from the interpreting scholar who writes the in-
terpretative article. These references and quotations are
often mixed and distinguishing occurrences of indirect
quotations from the surrounding text and differentiating
between the distinct types is a hard task, even for human
experts.

Direct quotations are easier to identify as they are
syntactically marked, for example, by quotations marks,
and can be identified and linked using existing tools,
such as Quid and ProQuo (Arnold and Jaschke, 2021,
2023). Indirect quotations, on the other hand, are much
more challenging. Often they are not accompanied
by any surface indicator and therefore we do not have
prior knowledge of the location of candidates in a schol-
arly work. Sometimes, scholars mention the source of
an indirect quotation in the running text or in a foot-
note. However, these references are applied rather non-
systematically and cannot reliably be utilized. Addition-
ally, the length of indirect quotations can vary from very
short — only a couple of words — to full, or even multiple,
sentences.

Another big challenge is the non-existence of anno-
tated training data and we found that annotating this
phenomenon is a very time-consuming process and an
arduous task for human annotators.

Considering these challenges, we made the following
decisions. First, we want to avoid manually creating
large corpora for training machine learning models. Sec-
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ond, we focus on dramas which are available in cleaned
and annotated form from DraCor (Fischer et al., 2019).
This allows us to use the predetermined act and scene
structure for linking a quotation from the scholarly work
to its source in the literary work. Lastly, we limit the task
to the identification of quotations which re-narrate part
of the drama either as a summary or a paraphrase.> An-
other unrelated challenge is the acquisition of scholarly
works. As opposed to classical dramas, many schol-
arly works are not readily available online and need to
be manually collected, digitized, and cleaned in a very
time-intensive process which we outline in Section 4.1.

Our contributions are twofold. Firstly, we present
a two-step approach for the identification of indirect
quotations, more precisely, summaries and paraphrases,
in scholarly works and the source of the quotation in the
literary work.? In the first step, we identify sentences in
the scholarly work that are candidates for containing an
indirect quotation. In the second step, we identify the
scene of the associated drama which is most likely the
source of the quotation. To acquire training data without
manual annotation, we use GPT-generated (OpenAl,
2023) summaries as a basis to generate training data
for candidate identification and scene prediction. This
two-step approach is necessary due the nature of how
we generate the training data without manual annotation.
Our second contribution is a first dataset of annotated
scholarly works with annotations of text spans which
summarize or paraphrase the interpreted drama and the
source of the quotation.*

The paper is organized as follows: The next section
gives an overview on related work. In Section 3, we
present our method followed by a description of our
data acquisition process, the experiments, and results
in Sections 4, 5, and 6, respectively. We conclude this
work with a discussion in Section 7.

2 Related Work

The task of identifying speech, thought, and writing in
fiction and non-fiction texts, referred to as quotation de-
tection, is related to the first step of our approach, that is,
the identification of summaries or paraphrases in schol-
arly works. There are different types of speech, thought,
and writing, for example, direct, indirect, or reported
speech (Semino and Short, 2004; Brunner, 2015). The
last type is closest to the scholarly citations in our texts.
Quotation detection is often focused on English newspa-
per articles (Pareti et al. (2013); Scheible et al. (2016)),
though there is a corpus-agnostic approach (Papay and
Padé, 2019) and an annotated dataset of Finish news ar-
ticles (Janicki et al., 2023). Corpora for German include
(Krug et al., 2018; Brunner et al., 2020a; Petersen-Frey

2For the sake of brevity, we use guotation to refer to indi-
rect quotations in the form of summaries and paraphrases.

3The source code is licensed under the Apache License 2.0
and available at https://hu.berlin/indiquo.

“The data is available at https://doi.org/10.5281/
zenodo. 15013794 with restricted access due to copyright law.

and Biemann, 2024). As part of the Redewiedergabe
project,’ Brunner et al. (2020b) published a number of
models for tagging different types of speech in German
texts, including one for reported speech. A related task
is quotation attribution, that is, identifying the source of
a quotation, for instance, the speaker (Elson and McKe-
own, 2010; Almeida et al., 2014; He et al., 2013; Muzny
et al., 2017).

Although our phenomenon of interest is similar, it
is still not easily transferable. Scholarly texts can be
quite different in style compared to fictional works or
newspaper articles.

The second part of our task is to link quotations to
their source. Multiple efforts have been made to under-
stand how attention values of transformer models could
be used to identify the source of a summary. Bibal et al.
(2022) give an extensive overview on the ongoing debate
whether or not attention values can be used to explain
black box transformer models. For abstractive summa-
rization specifically, Baan et al. (2019) find that attention
values cannot be reliably used to explain summaries.
One explanation for these findings could be shortcut
learning (Du et al., 2023). Suhara and Alikaniotis (2024)
present an approach based on perplexity gain to identify
the source of a quotation. They found this method to
outperform the second best approach, similarity-based
methods, on the XSum dataset (Narayan et al., 2018),
while similarity-based methods perform better on the
CNN/Daily Mail dataset (Hermann et al., 2015).

Given that our texts are quite different, these results
cannot easily be applied to our task. Due to its ver-
satility and availability through SentenceTransformers
(Reimers and Gurevych, 2019), semantic textual simi-
larity emerged to be the most promising path. Although
there are models which outperform SentenceTranform-
ers (Peng et al., 2022), we decided to use a pre-trained
SentenceTransformer (PST) due to the need for German
models, which are readily available, and the relative
ease of further training due to good documentation and
support of a multitude of different use cases.

3 Methods

We first define the task, then describe our approach for
generating training data and the training procedure, and
then present our tool for inference.

3.1 Task

Our goal is to identify indirect quotations, more pre-
cisely, summaries and paraphrases, in scholarly works
and link those to the act and scene of the drama which
contain the source of the quotation. We divide this into
two steps: candidate identification and scene prediction.
In the first step, the scholarly work is split into sentences
and each sentence is classified as a candidate for (not)
containing an indirect quotation. In the second step, for
each candidate the most likely source scene in the drama
the scholarly work is interpreting is predicted.

5ht’cp: //www.redewiedergabe.de/
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Figure 1: Method Overview

3.2 Training Data Generation

Figure 1 gives an overview of our data collection and
training procedure. We assume the dramas to be avail-
able as TEI/XML (TEI Consortium, eds., 2022) files
in DraCor format and the scholarly works in plain text.
The general idea is to use scholarly works, split into sen-
tences ( ), and drama summaries generated
by GPT (blue box) as a starting point to generate train-
ing data for two models, one for binary classification for
candidate identification (green box) and one for scene
prediction (red box). The summarization generation is
described in detail in Section 3.2.1.

The dataset for candidate identification contains sen-
tences from scholarly works which are classified as
positive, negative, or unclassified based on their simi-
larity to any summary determined by a pre-trained Sen-
tenceTransformer (PST) for paraphrase identification
( ). The resulting dataset is used to fine-tune
a German BERT model (Devlin et al., 2019) for binary
classification (green box).

We found that using a PST directly does not clearly
outperform a binary classification model on filtered ex-
amples (cf. Section 6.3) and has the disadvantage that
summaries for every drama are required. We also ex-
plored whether summaries could be used directly to
fine-tune a PST to improve candidate identification, but
found that this would only degrade performance (details
in Appendix F).

The dataset for scene prediction consists of pairs of
blocks of text from a drama and corresponding sum-
maries (pink box). This data is then used to fine-tune a
PST for scene prediction (red box).

In Sections 3.2.2 and 3.2.3 we describe the training
data generation. The resulting models for candidate
identification and scene prediction are used at inference
time as described in Section 3.4.

3.2.1 Summary Generation

We use the OpenAl API and gpt-4-1106-preview with
the following system prompt to generate summaries:®

You are a system for summarizing drama texts.
You receive a text and create a short summary
of 2-3 sentences. [1]

We left other parameters at their defaults: temperature
of 1, top_p of 1 and frequency and presence penalty of
0. The maximum number of returned tokens is limited
to 200 which should be enough for 2-3 sentences. The
user prompt is the text block from the drama without
any additional text.

The drama is processed scene by scene. For each
scene, speaker turns are concatenated to create text
blocks of a maximum length of 128 tokens. For sin-
gle turns, which are longer than the maximum length,
multiple blocks of up to 128 tokens are created. If
the last block is shorter than 10 tokens, it is discarded.
Stage directions in and between dialogue are included
but not scene descriptions. We discuss these decisions
in Appendix E.

3.2.2 Candidate Identification Datasets

To generate training data for the candidate identification
models, the scholarly texts are split into sentences using
Pysbd (Sadvilkar and Neumann, 2020) after footnotes
are removed.” The sentences are then further processed
to make sure that text blocks have a length between 10
and 64 tokens, if possible.® This is done by concatenat-
ing neighboring sentences until the minimum length is
reached without going over the maximum length. If a
single sentence is longer than the maximum length, it

®Prompt translated from German. All translated texts are
followed by a number in brackets which identifies the original
text in Appendix A.

"We here always only use the running text because foot-
notes add noise and pose their own challenges.

5We use white space tokenization.
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is split into parts of the maximum length.® With this
approach, there are cases where we can end up with
sentences which are shorter than the minimum length.
As there is no simple solution, we allow such cases for
this work. This procedure is necessary as our texts are
digitized using OCR with only little manual cleaning.
Without merging we end up with too many short partial
sentences due to OCR errors or parentheses. Every sen-
tence is then compared to every GPT summary using
a German PST for paraphrase identification'? and the
examples are determined as follows:

positive example  if max, ;sim(s,t) > 0.7
negative example if max, ;sim(s,t) < 0.3
unclassified otherwise
where sim(s, ) represents the cosine similarity score
between summary s and text block ¢ from the schol-
arly work. The thresholds were determined using our
validation texts (see Section 5.1).

From this data, we create four training datasets. The
first contains the positive and negative examples without
any modification. The second and third contain exam-
ples embedded into their context from the scholarly
work. The maximum length of an example is limited
to 128 and 256 tokens, respectively. For a fourth, we
extend our second dataset with a subset of the data from
the Redewiedergabe corpus (Brunner et al., 2020a). We
use all instances of type reported from texts of type
report or review. This is done to test whether data, that
is somewhat similar to our training instances, could help
improve the model without additional annotation.

All datasets are balanced between positive and nega-
tive instances. Using all available instances would result
in an imbalance of about one positive to five negative
instances. To get balanced datasets, we randomly down-
sample the negative examples. Testing different ratios
of imbalance did not bring clear improvements to the
results.

3.2.3 Scene Prediction Datasets

The foundation for the training data for the scene pre-
diction model is the data collected in Section 3.2.1, that
is, pairs of text blocks from the drama and the corre-
sponding GPT summaries. From this data, we create
three training datasets.

The first dataset is the collected data without any mod-
ification, that is, drama excerpts and the corresponding
GPT summaries. For the second dataset, either the orig-
inal data, that is, drama excerpt and summary, is used
as the example, or the GPT summary is split into sen-
tences and the drama excerpt is paired with individual
sentences of the summary in order to simulate shorter
summaries. For summaries with two sentences, each

°For simplicity, we will still refer to blocks of text as
sentences. Also, for the remainder of this work, sentence
splitting always refers to this approach.

10https://huggingw“ace.co/deutsche—telekom/
gbert-large-paraphrase-cosine

sentence is paired with the drama excerpt, resulting in
two training examples. For summaries of three sen-
tences, also two training examples are created. Either
the first two or the last two sente