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Abstract

We describe AppTek’s submission to the subti-
tling track of the IWSLT 2025 evaluation. We
enhance our cascaded speech translation ap-
proach by adapting the ASR and the MT mod-
els on in-domain data. All components, includ-
ing intermediate steps such as subtitle source
language template creation and line segmenta-
tion, are optimized to ensure that the resulting
target language subtitles respect the subtitling
constraints not only on the number of charac-
ters per line and the number of lines in each
subtitle block, but also with respect to the de-
sired reading speed. AppTek’s machine trans-
lation with length control plays the key role in
this process, effectively condensing subtitles to
these constraints. Our experiments show that
this condensation results in high-quality trans-
lations that convey the most important informa-
tion, as measured by metrics such as BLEU or
BLEURT, as well as the primary metric subtitle
edit rate (SubER).

1 Introduction

Subtitle translation is a complex task that includes
much more than recognizing what was uttered in
an audio/video recording and translating it into
the target language. Accurate timing of the sub-
titles, segmentation into syntactically and/or se-
mantically coherent units, and comfortable reading
speed are important aspects affecting the viewing
experience, in addition to mere translation quality
(Gerber-Mor6n et al., 2018; Liao et al., 2021).

In this paper, we describe how AppTek ap-
proaches the task with our in-house automatic
speech recognition (ASR) and neural machine
translation (NMT) systems, which we couple with
our intelligent subtitle line segmentation algo-
rithm (Matusov et al., 2019). In addition to al-
gorithmic and modeling improvements, our uncon-
strained submissions benefit from in-domain data
that was either available to us or was automatically
extracted from public (parallel) data.

The paper is structured as follows. In the fol-
lowing Section, we describe the three main compo-
nents of our subtitle translation approach: speech
recognition in Section 2.1, machine translation
in 2.2 and subtitle segmentation in 2.3. Section 3
gives details of our domain adaptation strategy for
adapting to the entertainment and financial news
domains which includes the usage of domain tags
and fine-tuning on in-domain data. The effective-
ness of domain adaptation is supported with exper-
imental results at the end of the section. Next, we
focus on the newest enhancements of our system
with regard to subtitling constraints - the restric-
tions on the maximum number of characters per
line (CPL), lines per subtitle block (LPB), and the
desired maximum reading speed measured in char-
acters per second (CPS). Section 4 explains in de-
tail our approach of space-constrained MT, which
includes elaborate MT length control combined
with targeted re-translation and line segmentation
optimizations. The trade-off between translation
quality and compliance with the constraints such
as the reading speed is explained at the end of the
section, with experimental results showing how
AppTek’s NMT produces condensed translations
that fulfill subtitling constraints just like subtitles
from a professional subtitle translator, yet without
a significant drop of the core MT quality. Finally,
we summarize our findings in Section 5.

2 Subtitle Translation

We follow a cascaded speech translation approach -
first, the speech signal is automatically transcribed
into an English subtitle file, which is then automati-
cally translated into the target language. Additional
challenges related to subtitles are handled between
these two components and after one or more trans-
lations of an utterance are obtained.
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2.1 Speech Recognition

AppTek’s automatic speech recognition component
is implemented as a hybrid conformer/HMM sys-
tem. The acoustic model is trained on approxi-
mately 30K hours of transcribed, mixed-bandwidth
English speech data including broadcast news, tele-
phony, and publicly available open-source datasets.
The training corpus includes a broad distribution of
English dialects and accents. The acoustic model
operates on 80-dimensional log Mel filterbank fea-
tures and estimates posterior probabilities over
OK tied triphone states. The model architecture
is based on a deep Conformer network using ap-
proximately 1 billion parameters. This conformer
model was trained for 20 epochs using an OCLR-
inspired learning rate schedule (Smith and Topin,
2018). Frame-level alignments and state tying were
obtained from our previous best conformer-based
acoustic model with 350M parameters. This model
serves as the general-purpose English ASR system.

For adaptation to the entertainment domain, the
general-purpose English ASR model is fine-tuned
for approximately 1.5 epochs on 100K hours of
in-domain audio, supplemented with 40 hours of
music-only data. In both general and domain-
specific systems, the language model (LM) is based
on the LSTM architecture with over 300M param-
eters, combined with a count-based n-gram LM
used for look-ahead pruning within the hybrid ASR
framework. The vocabulary used across both LMs
consists of approximately 250K words.

Punctuation marks and word casing are predicted
on the raw ASR output with a separate LSTM se-
quence labeling model. The predicted sentence-
final punctuation (period, question mark, exclama-
tion mark) is then used to define sentence-like units
for translation.

Optionally, we also apply inverse text normal-
ization (ITN) to convert spoken numbers, dates,
monetary amounts, and other entities involving
numbers to their well-formatted text form that
uses digits. This is done with an attention-based
RNN sequence-to-sequence model trained to re-
cover the original English written text from a syn-
thetic spoken form, which we create by applying
hand-crafted text normalization rules. For the sub-
mission, we make use of this ITN system for the
Asharg-Bloomberg task, as the number of numeric
entities in financial news is high and it is beneficial
to have them correctly represented already in the
source language. For ITV, we skip this step and

instead rely on the MT system’s ability to do the
conversion to written form as part of the translation
process (see Section 2.2).

2.2 Text Translation

AppTek’s NMT system is a variant of the Trans-
former Big architecture (Vaswani et al., 2017) that
uses a factored embedding representation on the
source and target side for encoding word case,
subword segmentation and glossary transfer infor-
mation (Wilken and Matusov, 2019; Dinu et al.,
2019). The system is trained to support additional
input signals, represented with special tokens on
the source or target side (Ha et al., 2016).

Part of the training data for which document
labels are available is processed to include the con-
text of the previous sentence with a separator, fol-
lowing the approach of Tiedemann and Scherrer
(2017), with the difference that also sentences with-
out context are used in training, so that the ability
to benefit from the extra context can be turned on
or off during inference.

As mentioned in the previous section, the MT
system supports “spoken” input, i.e. without punc-
tuation and casing, and with numbers and other
numeric entities represented with words. For this,
a part of the MT parallel training data is duplicated,
and then the source language side of the copy is
processed using our rule-based text normalization
to create this spoken form.

Our MT systems support genre tags for approx-
imately 20 genres, including a genre “news” for
news-like content and “dialogs” for movie-like dia-
log or subtitle content. We use tags for these two
genres in the experiments below. The training data
is partitioned into genres using a sentence-level
classifier trained on monolingual English training
data, for which genre information is known.

All AppTek’s MT systems support a length
control mechanism which we applied in previous
IWSLT submissions (Bahar et al., 2023). It is based
on prefix tokens added to the target-side training
data which represent length classes according to the
target-to-source character count ratio. The bound-
aries of the length classes are chosen so that an
equal number of training examples falls into each
class (most extreme classes are chosen to be half
the size). We use five length bins for the English to
German and seven for the English to Arabic system.
For training data that originates from subtitles in
particular, our assumption is that it naturally con-
sists of a mix of verbatim as well as differently
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condensed translation examples, and via the length
token one can select between these condensation
levels at inference time.

For certain language pairs, AppTek’s MT
systems also support style and speaker gender
tags (Matusov et al., 2020). For English-to-
German, the style tag controls the formality level
of the output. The default tag value is “undefined”
- this means that the system decides what formality
level to use (e.g. formal second-person German pro-
noun “Sie” or informal “du”) based solely on the
context of the sentence. When the formality con-
trol is set, the system chooses the desired formality
level. In the experiments below, we set the for-
mality level to “formal” for the Asharq-Bloomberg
financial news translation, where a formal transla-
tion style is expected.

It is worth mentioning that all of the above con-
trols are implemented in AppTek’s MT API as
parameters! which a user can set based on prior
knowledge or information derived from the up-
stream components (such as speaker gender).

2.3 Subtitle Segmentation

To combine ASR, MT and additional components
into a subtitling pipeline, we follow the source tem-
plate approach described in a previous edition’s
submission (Bahar et al., 2023). It consists of two
steps: creation of captions in the original language
of the video (here, English) and translation of these
captions while keeping the subtitle blocks includ-
ing their timings fixed. In both steps, a neural
segmentation model is used to place line and block
boundaries at semantically meaningful positions
in the text, while additional hard constraints make
sure the predicted segmentation adheres to the sub-
titling constraints (42 characters per line, 2 lines
per block; while creating source language blocks
also minimum and maximum block duration of
0.83 and 7 seconds, respectively). Automatically
predicted punctuation and pauses of 3 seconds or
longer are used to separate sentences, which are
processed independently by the line segmentation
algorithm (Matusov et al., 2019). Block timings
are created from ASR word timings of the first and
last word in a block - these are extremely accurate
in a hybrid ASR system. For translation, the sen-
tences as defined above - which may span several
subtitle blocks - are sent to the MT component and
are re-inserted into the source template using an

1https ://docs. apptek.com/reference/
machine-translation

additional hard constraint that enforces translations
to be segmented into the existing blocks in terms
of number and approximate relative sizes. More
details on the subtitling pipeline can be found in
Bahar et al. (2023).

In this year’s submission we improve this sub-
titling pipeline in particular by focusing on read-
ing speed compliance. This is achieved by tightly
integrating MT length control with the space con-
straints of subtitling. The method will be described
in Section 4.1.

3 Domain Adaptation

In the following we describe how we adapt our
system to the specific domains of the subtitling
tasks of this year.

3.1 Domain and Style Tags

As described in Section 2.2, AppTek’s MT system
supports domain and style control at inference time.
This allows it to adapt to a specific domain without
retraining the model.

For the ITV data we set the domain tag ‘dialogs’,
but enforce no style control as it varies throughout
each movie. For Bloomberg, we set the domain to
‘news’ and the style to ‘formal’.

3.2 Fine-tuning with Parallel Data

While domain and style parameters optimize the
controllability of a single model, stronger domain
adaptation can be achieved by creating specialized
models via fine-tuning on in-domain data.

For the ITV domain, we fine-tune both the ASR
and the MT systems on movie subtitling data pro-
vided by one of AppTek’s major media and enter-
tainment customers. The ASR system adapted for
the task is described in Section 2.1. To adapt the
MT system, we extract sentences from English and
German subtitles and obtain their sentence align-
ment using Vecalign (Thompson and Koehn, 2019).
After filtering, a total of 12.6M sentence pairs with
130M running words on the English side is ob-
tained. Using this parallel corpus, we fine-tune our
general domain English-to-German MT system for
approximately one epoch with a reduced learning
rate.

For Bloomberg, we only adapt the MT sys-
tem. In case of the Bloomberg English-to-Arabic
task, we have access to a parallel corpus provided
by Asharq Business with Bloomberg as part of
AppTek’s partnership with this company. It con-
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tains human-curated English captions and their hu-
man translations into Arabic, with a total of 240K
sentence pairs with 7.3M running words counted
on the English side. The source of the data are
Bloomberg news programs similar to the ones used
as development and test data at the IWSLT evalua-
tion. We made sure that only historical data exclud-
ing the IWSLT dev/test data was used for training.
The segmentation of this in-domain training data
is mostly based on speaker turns and pauses and in
most cases includes full sentences or speaker turns,
so that an additional sentence alignment step is
not necessary. Fine-tuning of our general-domain
English-to-Arabic MT model is then performed for
approximately one epoch.

3.3 Data Filtering Based on Development Set

For some domains and languages, it is challenging
to find parallel in-domain datasets. This is, for ex-
ample, the case for translating Bloomberg content
into German. We use a simple filtering approach
to collect parallel sentences that are similar to spe-
cific seed data, here, the German references of the
Bloomberg development set.

Our filtering approach maps the sentences of the
development set and the target-side of the general-
domain parallel data into a shared embedding space.
Sentence embeddings are obtained by averaging
GloVe embeddings (Pennington et al., 2014) of
each word in the sentence, as described in Arora
et al. (2017). We embed the entire seed data into
a single vector vgeeq by averaging the embeddings
of its target sentences. To filter a given corpus C
down to size n, we choose the n sentences e € C
with the highest dot product v(e)? vgeeq against the
sentence embedding v(e).

In our submission, we create German Bloomberg
adaptation data from these corpora: a) ECB, Eu-
roparl, JRC-Acquis, NewsCommentary and DGT
corpora from OPUS (Tiedemann, 2009) which all
are closely related to the financial news domain,
b) CCMatrix (Schwenk et al., 2021) as a large
crawled corpus, as well as ¢) OpenSubtitles (Lison
and Tiedemann, 2016) and TED2020 from OPUS
to better match the translation style to the subtitling
domain. We use pre-trained German word embed-
dings provided by Ferreira et al. (2016) to calculate
the sentence embeddings. From each corpus, we
select n = 30K sentences using the method above,
ending up with a total of 157K deduplicated sen-
tence pairs for fine-tuning.

The data obtained from our filtering is sentence-

ASR MT SUBER BLEU
ITV German
General General 73.4 18.8
General  + domain tag 72.5 19.3
General  Fine-tuning 69.6 20.8
Adapted General 71.4 19.5
Adapted  + domain tag 71.3 20.1
Adapted Fine-tuning 67.2 21.7

Table 1: Domain-adaptation of ASR and MT models
on the ITV task, metrics measured on the 2025 devel-
opment set. No subtitle condensation is applied (Sec-
tion 4).

MT System SUBER BLEU
Bloomberg German

General 61.8 26.6

+ domain & formality tag 61.4 26.6

Finetuned (filter via dev set) 59.6 27.1
Bloomberg Arabic

General 62.5 20.6

+ domain tag 61.8 20.9

Finetuned (in-domain data) 61.3 21.3

Table 2: Domain-adaptation for the German and Arabic
Bloomberg tasks, on the 2025 development set. No
subtitle condensation is applied (Section 4).

level. During fine-tuning, we mix it with TED 2020
samples with document-level context in a 1:1 ratio
and otherwise follow the same recipe as described
above for fine-tuning on parallel data.

3.4 Results

The results for adapting the ASR and MT models
for the ITV German task are shown in Table 1. For
Bloomberg, we only adapt the MT model and show
the results in Table 2.

We report case- and punctuation-sensitive subti-
tle edit rate SubER (Wilken et al., 2022) and BLEU
(Papineni et al., 2002; Post, 2018) scores. Both are
calculated with the SubER tool® using the final MT
hypothesis in subtitle format. For BLEU calcula-
tion, the reference subtitles are converted into plain
text sentences based on sentence final-punctuation.
The hypothesis is aligned to the reference with an
edit distance based algorithm, similar to the one
implemented in mwerSegmenter (Matusov et al.,
2005).

Comparing the upper and lower half of Table 1,
one can see a clear positive effect of ASR domain

2 https://github.com/apptek/SubER
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Source sentence (available lines indicated):
1035
01:46:17,100 --> 01:46:19,767
As president, I will be laser focused

1036

01:46:19,850 --> 01:46:23,647
on creating opportunities

for the middle class

1037

01:46:23,730 --> 01:46:28,540

that advance their economic security,
stability and dignity.

Available space for MT (character counts):

2.667s * 21 chars/s = 56 chars

42 |
‘ 14 <= reading speed limit (42+14=56)
3.797s * 21 chars/s = 79 chars
42 |
37

4.810s * 21 chars/s = 101 chars

42
42

Figure 1: Calculation of MT space constraint. Translation of a sentence from the source subtitle template (left)
has to fit into the same blocks it is extracted from. Blocks are limited to 2 lines of 42 characters. In addition, the
reading speed limit defines a maximum character count per block (block duration multiplied by CPS value) to
which we truncate the available lines. The list of character counts (here: 42,14,42,37,42,42) is passed to the MT
component to request a translation that fits into this space. Notes: source blocks with only one line allow for an
additional line to be added during translation; last block in the example has long enough duration so that reading
speed limit is fulfilled as a consequence of line and character limit; the calculated space does not limit the length
of individual lines in the final subtitle file, e.g. the second line can be longer than 14 characters if the first line is

shortened accordingly.

adaptation on the end-to-end ITV task performance.
Presumably, improved robustness to difficult audio
conditions such as background sounds and music,
as well as adaptation to a wide range of forms of
speech (mumbling, shouting, laughter, etc.) are
some of the key factors. We refrain from calculat-
ing word error rates (WER) using the English de-
velopment set subtitles as reference, as they are not
exact verbatim transcriptions. However, for a man-
ually annotated in-house test set of similar enter-
tainment content, we measure a WER improvement
from 13.1% to 12.0% as the result of fine-tuning.

Regarding machine translation, both adaptation
methods — setting domain tags and fine-tuning —
improve SubER and BLEU over the unadapted
system; yet fine-tuning is consistently more effec-
tive. The biggest gains are observed on the ITV
task, where the fine-tuning corpus is the largest and
already in subtitle form. In particular, the MT sys-
tem learns to produce shorter translations that bet-
ter match the space constraints of subtitling, even
without the explicit length control that will be intro-
duced in the next section. On the Bloomberg task,
fine-tuning is less effective. For English-to-Arabic,
this may be partially explained by the fact that a
portion of the fine-tuning data was already included
in the training data of the general domain MT sys-
tem. When comparing the effect of fine-tuning for
English-to-German vs. English-to-Arabic, the auto-
matically constructed English-German in-domain
data set seems to achieve a similar positive effect to

the real in-domain customer data used for Arabic
as the target language.

While combining fine-tuning with the domain
and formality tags is possible, we do not observe
any significant improvements over the fine-tuned
system, as it already learned domain and formality
from the training data.

4 Subtitle Condensation

Subtitles do not only need to provide accurate trans-
lations, they also need to follow readability con-
straints to not hinder an immersive viewing ex-
perience. In last year’s edition of the subtitling
track, only one out of eight submitted systems for
the English-to-German task achieved a compliance
with the desired maximum reading speed of 21
characters per second (CPS) for more than 80% of
the subtitles. We therefore focus on the reading
speed constraint this year while at the same time
aim to keep translation quality at a high level.

4.1 Space-constrained MT

We have made use of MT length control, as de-
scribed in Section 2.2, for automatic subtitling in
past IWSLT editions (Bahar et al., 2023; Ahmad
et al., 2024; Wilken and Matusov, 2022). Here,
we improve our approach by making the length
constraints more exact and by basing them on the
reading speed limit, not only the line limit. To do
this, we make the following changes to the subtitle
translation pipeline described in Section 2.3:
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1. When extracting sentences from the source
subtitle template, we calculate the available space
the translation has to fit into, see Figure 1. Because
line breaks cannot occur at arbitrary character posi-
tions, only at word boundaries, calculating a single
character count value as the length limit for the
translation would be imprecise. This problem is il-
lustrated in Figure 2. Instead, we express the space
constraint in terms of a list of character count val-
ues per line. Usually we have 2 lines of 42 charac-
ters available for each block, but this gets truncated
by the character limit per individual block, which
is block duration multiplied by the reading speed
limit.

2. We implement an iterative process in the MT
component. In the first iteration, translation is done
without a length constraint by letting the model
predict the length token itself. In the second itera-
tion, the optimal length token is guessed based on
the length ratio between total available space and
the source character count and is then forced in the
first decoding step. In each subsequent iteration the
next shorter length class is selected. This process
stops as soon as all words of the translation can
be put into the space calculated in step 1 without
overflow, or if the shortest length class is reached.’

3. Additional logic is added to the line segmen-
tation algorithm (Section 2.3) to guarantee that a
translation which can fulfill all space constraints
indeed does fulfill all constraints after segmenta-
tion. This involves look-ahead pruning of partial
hypotheses for which the remaining words do not
fit into the remaining available blocks/lines.

4. Before translation, we decrease the source-
side reading speed by shifting block end times be-
yond the duration of the actual speech onto the start
of the next block or until a targeted CPS value is
met. This way, space constraints for MT are re-
laxed and more content can be preserved, leading
to improved translation quality scores. Here, we
even use a CPS value of 17 instead of 21 to increase
the effect. We repeat this block duration extension
after translation (using 21 CPS). However, there it
affects less than 1% of the blocks.

4.2 Results

To put the following evaluation of subtitle conden-
sation into context, we first analyze how well the

3 This iterative approach is an efficient alternative to the
“Length ROVER” (Wilken and Matusov, 2022) with similar
output but a significantly reduced number of translation passes,
therefore suitable for commercial application.

Ref. Compliance [ %]
Task LPB CPL CPS
ITV German 100.0 100.0 88.6
Bloomberg German | 100.0 100.0 78.4
Bloomberg Arabic 99.9 1000 974

Table 3: Fraction of subtitles in the 2025 develop-
ment set reference compliant with the 2 lines-per-block
(LPB), 42 characters-per-line (CPL) and 21 characters-
per-second (CPS) limits.

human-created reference subtitles adhere to the
subtitling constraints. Table 3 shows that while the
lines-per-block and characters-per-line limits are
strictly followed, the reading speed limit is not. In
fact, in practice it is often viewed as a soft limit
that is expected to be met only for the majority of
subtitles of a given film/show, but not necessarily
for all of them. In addition, it can be seen that
the reading speed limit is violated more often for
German. German sentences are longer on average
than their English equivalents, making it harder to
fulfill a certain character limit.

To show the effect of subtitle condensation, in
Figure 3 we plot the translation quality as measured
in BLEU against CPS compliance (always based
on 21 characters per second) while using different
CPS values to constrain the translation lengths. We
see a trade-off between the two, which is expected
as more content can be preserved in longer trans-
lations, leading to more n-gram matches with the
reference. Especially if the CPS compliance sur-
passes the one of the human reference we see a
clear drop in BLEU score.

Even when calculating length constraints using
the targeted value of 21 characters per second, the
compliancy does not reach 100%. Manual inspec-
tion reveals that the remaining violations are indeed
cases where the speaking rate is so high that even
the shortest MT length class does not lead to a
compliant translation. This in particular happens
for very short sentences containing no superflu-
ous words. Notably, already the generated English
source templates, which — apart from some ASR
errors — contain verbatim transcripts, have a CPS
compliancy of only around 80%, indicating that
there are many fast-paced dialogues in the develop-
ment set videos which would require heavy conden-
sation. For extreme cases, we see a limitation of
our approach of sentence-by-sentence translation,
because whole sentences might have to be left out
in the subtitles to keep up with the video, or mul-
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MT output (74 characters):

Warum zeigst du ihm nicht das AnsteckstrduBchen, das ich dir gekauft habe?

Available space (84 characters in total):

42
42

74 < 84, but no valid segmentation:

Warum zeigst du ihm nicht das Ansteckstraupchen, [Warum zeigst du ihm nicht das |

das ich dir gekauft habe?

[AnsteckstrauBchen, das ich dir gekauft hafe?

Figure 2: Example illustrating that a simple translation length limit in terms of total character count is too imprecise
for subtitle template translation. Assuming a given source sentence is contained within a single block, it is not
enough to limit translation length to 84 characters, which one would naively derive from a block size of 2 lines with
42 characters. In fact, as shown, even a translation of 74 characters — depending on the specific word lengths — may
not fit into one block as line breaks may only occur at word boundaries*. This is the reason we compute an exact
line-wise space constraint according to Figure 1 and use it as compliancy check while selecting MT length variants.

22.5 :
Ipb Ipb+cps(31):
22.0 A o :
- Ipb+cps(26)
< 215 o
= w/o :
B 21.0 condense Ipb+cps(23)
- : °
R 20.5 A :
20.0 - Ipb+cps(21)
: (]
195 T T T T

75 80 85 90 95 100
CPS compliance [%]

Figure 3: Different subtitle condensation levels on the
English-to-German ITV development set: we start by
condensing translations to fit into 2 lines per block (Ipb),
and then introduce different reading speed values (cps)
as additional constraint. The more constrained settings
lead to worse translation quality (BLEU), but better 21-
characters-per-second compliance (CPS). The reference
set has a compliance of 88.6 % (dotted vertical line).

tiple sentences would have to be condensed into a
single one.

We determine which condensation setting to
use for each task by re-translating with increas-
ingly strict length control when necessary (see Sec-
tion 4.1): we always try to condense subtitles to fit
into two lines (LPB compliance), and then compare
condensation with different target reading speeds
(CPS). The MT reading speed limit is then chosen
so that the subtitles have a reasonably high CPS
compliance, while the translation quality does not
deteriorate too much. For the ITV task, we set the
condensation parameter to 23 CPS, while for both
Bloomberg tasks we set 21 CPS. These settings are

also optimal in terms of SubER.

Table 4 shows the main results of the subtitle
condensation for all three tasks. We report SubER
and BLEU as described previously in Section 3.4.
In addition to the BLEU score, we also compute
the neural metric BLEURT (Sellam et al., 2020)
on the MT plain text hypotheses aligned to plain
text reference translations by the SubER tool. The
compliance metrics are calculated with the script
provided by Papi et al. (2023).

Subtitle condensation leads to more compliant
and thus overall shorter subtitles for all three tasks.
In fact, the subtitles generated by our systems are
more CPS compliant than the human-created refer-
ence translations of the development set (Table 3).
Our implementation further guarantees a CPL com-
pliance of 100%, as we chose to violate the LPB
limit instead by adding additional lines in cases
where the translation does not fit into the available
space.

Although condensation does have a negative im-
pact on the translation quality when measured in
BLEU or BLEURT, it does lead to an improvement
in SubER. One reason for this is that SUbER does
not penalize word omissions as harshly. In case of
BLEU, short hypotheses are explicitly penalized
with the brevity penalty (all three of the condensed
systems have a hypothesis/reference length ratio of
less than 1).

The IWSLT findings report (Abdulmumin et al.,
2025) verifies that our system also produced highly
space compliant subtitles on the evaluation data:
We achieve 100.0% CPL and more than 99% LPB
compliancy on all three tasks, and have 93.8%,
92.4% and 99.8% LPB compliancy on the ITV,

* Hyphenation to split words across lines is not common
in subtitling.
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Task Condense | SUBER () BLEU(1) BLEURT (1) i%rgpllag;i[%]cgg
ITV German X 67.2 21.7 0.454 98.0 100.0 80.8
v 64.9 20.6 0.448 100.0 100.0 93.0
Bloomberg German X 59.6 27.1 0.548 95.3 1000 769
v 59.2 25.6 0.536 99.3 100.0 92.1
Bloomberg Arabic X 61.3 213 0.568 99.6 100.0 96.4
4 61.2 20.8 0.563 100.0 100.0 99.8

Table 4: Subtitle condensation results on all three IWSLT tasks, reported on the 2025 development set. All models
are domain-adapted (via fine-tuning). The three models with condensation enabled correspond to our submitted

primary systems.

Bloomberg German and Arabic test sets respec-
tively, while maintaining high translation quality.
Looking back to the IWSLT 2023, we report a
significant improvement over the last two years.
While we obtained the best automated SubER
scores on the ITV test set among all submissions
(Agarwal et al., 2023), the 2023 system’s SubER
score on the development set (the same one used in
this year’s evaluation) was 71.4 (Bahar et al., 2023).
In comparison, our system from this year scores an
substantial 6.5 points better in this metric.

5 Conclusions

This paper presented AppTek’s submission for the
unconstrained subtitling track of the IWSLT 2025.
Our focus this year was to a) boost translation qual-
ity by domain- and style-specific adaptation, and b)
deliver readable subtitles that adhere to given space
and reading-speed constraints.

Our key findings are as follows:

* Domain and style adaptation matter. Fine-
tuning the system on in-domain data yields a
large quality gain as measured in BLEU and
BLEURT. The simpler, tag-based adaption ap-
proach does not require additional training but
is less effective.

* Length-aware condensation works. The pro-
posed condensation algorithm generates subti-
tles with characters-per-line (CPL), lines-per-
block (LPB) and character-per-second (CPS)
compliance scores similar to or better than
human references, while only marginally de-
creasing BLEU and BLEURT scores. The
trade-off between space and reading speed
constraints and the general translation quality
can further be controlled gradually.

Together, these methods result a substantial boost
in SubER - the track’s primary evaluation metric.
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