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Abstract

The effectiveness of large language models
(LLMs) in conversational AI is hindered by
their reliance on single-turn supervised fine-
tuning (SFT) data, which limits contextual co-
herence in multi-turn dialogues. Existing meth-
ods for generating multi-turn dialogue data
struggle to ensure both diversity and quality
in instructions. To address this, we propose
Review-Instruct, a novel framework that syn-
thesizes multi-turn conversations through an it-
erative "Ask-Respond-Review" process involv-
ing three agent roles: a Candidate, multiple
Reviewers, and a Chairman. The framework
iteratively refines instructions by incorporating
Reviewer feedback, enhancing dialogue diver-
sity and difficulty. We construct a multi-turn
dataset using the Alpaca dataset and fine-tune
the LLaMA2-13B model. Evaluations on MT-
Bench, MMLU-Pro, and Auto-Arena demon-
strate significant improvements, achieving ab-
solute gains of 2.9% on MMLU-Pro and 2% on
MT-Bench compared to prior state-of-the-art
models based on LLaMA2-13B. Ablation stud-
ies confirm the critical role of the Review stage
and the use of multiple Reviewers in boosting
instruction diversity and difficulty. Our work
highlights the potential of review-driven, multi-
agent frameworks for generating high-quality
conversational data at scale.

1 Introduction

The rapid advancement of large language models
(LLMs) (Han and Zhang, 2021; OpenAI, 2022) has
revolutionized conversational AI systems. While
these models demonstrate impressive capabilities
in single-turn interactions, their performance in
multi-turn dialogues remains suboptimal due to
limitations in existing supervised fine-tuning (SFT)
data (Kong et al., 2024). Current approaches pre-
dominantly rely on single-turn conversational data
for SFT (Li et al., 2024a; Yang et al., 2023; Lichang
et al., 2023), which fundamentally constrains the

models’ ability to maintain contextual coherence
in extended dialogues (Sun et al., 2024).

This limitation stems from two primary chal-
lenges in multi-turn data acquisition. First, simple
concatenation of single-turn dialogues produces ar-
tificial conversations lacking natural flow (Kong
et al., 2024). Second, while human-AI interaction
logs provide authentic data (Chiang et al., 2024,
2023), they raise privacy concerns and require sub-
stantial collection efforts. Recent attempts to auto-
mate dialogue generation through dual-agent "Ask-
Respond" frameworks (Ding et al., 2023; Xu et al.,
2023) have shown promise but face inherent lim-
itations. Specifically, the asymmetric capabilities
of LLMs in question generation versus answering,
coupled with data scarcity for training specialized
query generators (Kong et al., 2024), hinder the
production of high-quality multi-turn dialogues at
scale.

To address these challenges, we propose Review-
Instruct, a novel framework that introduces struc-
tured feedback mechanisms into dialogue gen-
eration. Drawing inspiration from the evalua-
tion methodologies in Auto-Arena (Zhao et al.,
2024), our approach extends the conventional "Ask-
Respond" paradigm with a critical Review stage,
creating an "Ask-Respond-Review" pipeline. As il-
lustrated in Figure 1, the framework employs three
distinct AI agents: a Candidate, multiple Review-
ers, and a Chairman. The process begins with the
Chairman selecting an instruction from a prede-
fined instruction dataset. Following the Candidate’s
response, multiple Reviewers conduct parallel eval-
uations using criteria including relevance, coher-
ence, and depth. The Chairman then aggregates
these assessments to generate contextually appro-
priate follow-up instructions, creating an iterative
refinement loop that enhances both dialogue quality
and complexity.

Our experimental results demonstrate signifi-
cant improvements over existing approaches. Fine-
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tuning a LLaMA2-13B model1 with Review-
Instruct generated data achieves state-of-the-art
performance on key benchmarks: 2.9% absolute
improvement on MMLU-Pro (Wang et al., 2024),
2.0% absolute gain on MT-Bench (Zheng et al.,
2023) and Superior performance in Auto-Arena
pairwise comparisons (Zhao et al., 2024). Abla-
tion studies reveal two critical success factors: (1)
The Review stage increases instruction diversity by
18.6% and difficulty by 33.4% compared to Ask-
Respond paradigm, and (2) Multi-reviewer config-
urations generate 7.5% more diversity instructions
and 19.6% more difficulty instructions than single-
reviewer setups.

The principal contributions of this work are sum-
marized as follows:

1) Novel Framework: Propose Review-Instruct,
an "Ask-Respond-Review" pipeline integrat-
ing multi-agent feedback for high-quality
multi-turn dialogue generation.

2) Quality Enhancement Mechanism: The de-
veloped three-agent architecture (Candidate-
Reviewers-Chairman) establishes an iterative
refinement loop that automatically elevates
dialogue complexity and difficulty.

3) Empirical Validation: Comprehensive exper-
iments establish new state-of-the-art results
for 13B parameter models based on Llama2,
with significant improvements across major
benchmarks (2.9% on MMLU-Pro, 2.0% on
MT-Bench).

The remainder of this paper is organized as fol-
lows: Section 2 details the Review-Instruct method-
ology. Section 3 presents experimental results and
benchmark comparisons. Sections 4 and 5 analyze
the critical role of the review stage through com-
prehensive data-driven investigations. Section 6
reviews related work in SFT data generation. Sec-
tions 7 and 8 discuss future research directions and
examine potential limitations of our approach, re-
spectively.

2 Method

This chapter presents our proposed Review-Instruct
method. Section 2.1 provides a detailed explana-
tion of this process, while Section 2.2 outlines the
responsibilities of each role.

1https://huggingface.co/meta-llama/Llama-2-13b-hf

2.1 Ask-Respond-Review
Figure 1 illustrates the Review-Instruct framework,
which simulates an interview involving three roles:
Candidate, Chairman, and Reviewers. The process
begins with the chairman selecting a predefined
instruction and presenting it to the candidate, who
formulates a response. Reviewers then indepen-
dently evaluate this response, identifying specific
deficiencies. This marks the completion of one
cycle in the Ask-Respond-Review loop, resulting
in an instruction-response pair. Following this, the
process enters an iterative phase where the chair-
man synthesizes the reviewers’ feedback to gen-
erate a revised instruction. The candidate then re-
sponds again, and the reviewers provide additional
feedback, perpetuating the Ask-Respond-Review
cycle. This iterative approach effectively evolves
the original instruction into a multi-turn dialogue.
The pseudo-code for this process is outlined in al-
gorithm 1.

Algorithm 1 Ask-Respond-Review cycle
data = queue()
N = INPUT()
for Q in instructions do

d = queue()
for n in range(1, N) do

A = Respond(Q)
d.enqueue((Q, A))
R = Review(A)
Q = Ask(R)

end for
data.enqueue(d)

end for

2.2 Role Introduction
The process involves three distinct roles: Chairman,
Candidate, and Reviewers.

The Chairman is responsible for synthesizing
follow-up instructions based on reviewers’ feed-
back. The Chairman can dynamically utilize either
a breadth-first or depth-first evolutionary strategy
to generate new instructions. Positive feedback
triggers breadth-evolution, expanding the topic’s
scope to enhance instruction diversity. Negative
feedback triggers depth-evolution, focusing on spe-
cific weaknesses in the Candidate’s prior response
to elevate instruction difficulty. Examples of in-
struction evolution are provided in Appendix A.2.

The Candidate is responsible for generating a
response to the Chairman’s instruction.

16579



Discuss the causes of 
the Great Depression

The Great Depression was a 
severe global economic downturn 
that lasted from 1929 to 1939 ...

Chairman

Candidate

Reviewers
This answer is basically 

correct, however ...

I think his answer lacks insight into 
the Federal Reserve's policies ...

Ask

Respond

Review

instruction: Disscuss 
the causes of the 
Great Depression

instruction: Disscuss the causes of the Great ...
answer: The Great Depression was a severe  ...

instruction: Could you provide a more detailed ...
answer: Detailed Explanation of a Balanced ...

instruction: ...

Figure 1: Review-Instruct Iteration Process: the chairman questions the candidate, the candidate answers, and the
reviewers evaluate those answers.

Finally, a panel of independent Reviewers as-
sesses the Candidate’s response. This independent
evaluation is crucial for mitigating potential bias
and ensuring a diverse range of perspectives. Each
Reviewer meticulously identifies any flaws or weak-
nesses in the Candidate’s response, providing criti-
cal feedback that informs the subsequent direction
of instruction evolution.

Detailed prompts for each participant are pro-
vided in Appendix A.1.

3 Experiments

3.1 Experimental Setup

3.1.1 Implementation
The Review-Instruct is designed to operate with
both instruction-only and instruction-response
datasets. When presented with instruction-only
data, the instruction functions as the chairman ques-
tion, commencing the synthesis process at the "Re-
spond" stage. Conversely, for instruction-response
datasets, the pre-existing response is utilized as
the candidate response, thus the synthesis process
initiating from the "Review" stage.

We applied Review-Instruct to the Alpaca
dataset, which consists of single-turn instruction-
response sample. Traditional Ask-Respond meth-
ods like UltraLM (Ding et al., 2023) and Vicuna
(Chiang et al., 2023) use ChatGPT (OpenAI, 2022)

to synthesize data in both the Ask and Respond
phases. However, due to budget constraints, we
cannot employ ChatGPT as the Chairman (Ask)
or Candidate (Respond). Referring to the Chatbot-
arena benchmark (Chiang et al., 2024), Qwen1.5-
14B-Chat demonstrates comparable capabilities to
GPT-3.5. Therefore, we use Qwen1.5-14B-Chat
(Team, 2024) as both the Chairman and Candidate
to eliminate potential confounding effects from
model capability differences. A panel of review-
ers included Qwen-2.5-32B-Instruct (Yang et al.,
2024), Deepseek-2.5 (DeepSeek-AI, 2024), and
Llama-3.1-70B-Instruct (Meta, 2024). Two dia-
logue turns were synthesized from the original data.
No filtering or post-processing was applied.

Finally, we trained our model using the pre-
trained LLaMA2-13B. We used the AdamW opti-
mizer with an initial learning rate of 2e-5, a max-
imum token limit of 4096, and a batch size of 4
per GPU. Training was conducted across 32 A800
GPUs using Deepspeed Zero-3 for 3 epochs.

3.1.2 Baseline
This section compares Review-Instruct with several
state-of-the-art large language models (LLMs), all
initialized from the Llama2-13b base model. These
models differ primarily in their training data. The
compared models include:

• Llama2-13b-chat: Fine-tuned on 27,000
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Model MT-Bench MMLU-Pro

turn_1 turn_2 Overall

LLaMA-2-13B-Chat 7.06 6.24 6.65 25.34%
UltraLM-13b-v2.0 6.90 6.36 6.63 26.88%
Vicuna-13b-v1.5 6.76 6.05 6.57 27.38%

Parrot-13b 7.18 6.90 7.04 -
WizardLM-13B-V1.2 7.38 6.74 7.06 26.75%
Review-Instruct-13b 7.25 7.15 7.20 29.65%

Table 1: The results on the MT-Bench and MMLU-Pro benchmarks. For the MT-Bench evaluation, we report
scores for the first and second turns, as well as the average score. For the Review-Instruct-13b model, we report the
average score across five independent runs.

human-annotated instruction-tuning data
points and further optimized with Rein-
forcement Learning from Human Feedback
(RLHF) (Ouyang et al., 2022).

• UltraLM-13b-v2.0: Trained on 1.5 million
conversations from the UltraChat dataset.
This dataset is constructed through iterative
conversations between two ChatGPT APIs.

• Vicuna-13b-v1.5: Trained on user-ChatGPT
conversation logs collected from ShareGPT2.

• Parrot-13b: Trained using 40,000 conver-
sations from the Parrot dataset, also con-
structed through iterative conversations lever-
aging ChatGPT and the Parrot-Ask model.

• WizardLM-13B-V1.2: Trained using the Evol-
Instruct (Xu et al., 2024a) dataset.

3.1.3 Benchmark
MTBench (Zheng et al., 2023) introduces a bench-
mark specifically designed to evaluate the ability
of language models to follow instructions over mul-
tiple turns of conversation. This benchmark lever-
ages GPT-4 (OpenAI and Josh Achiam and Steven
Adler and Sandhini Agarwal and Lama Ahmad
and Ilge Akkaya and Florencia Leoni Aleman et
al, 2023) to assess the quality of model responses,
demonstrating a strong correlation between auto-
mated and human evaluations.

MMLU-Pro (Wang et al., 2024) is a new bench-
mark designed to assess the comprehension abili-
ties of language models. It expands upon the ex-
isting MMLU (Hendrycks et al., 2021) dataset by
incorporating more demanding, reasoning-oriented
questions. Furthermore, MMLU-Pro increases the

2https://sharegpt.com/

number of possible answers per question from four
to ten. This expansion significantly elevates the
difficulty of the benchmark and minimizes the like-
lihood of achieving a correct answer by chance.

Auto-Arena (Zhao et al., 2024) is an innovative
framework for automated LLM evaluation. Lever-
aging LLM-powered agents, it orchestrates a multi-
round "peer battle." First, an LLM examiner gener-
ates evaluation questions. Two LLM candidates
then respond, engaging in a back-and-forth de-
signed to reveal performance differences. Finally,
an LLM judge committee deliberates and selects
a winner, mitigating bias and promoting fairness.
Demonstrating a strong 92.14% correlation with
human preferences, Auto-Arena offers a promising
automated alternative to traditional human evalua-
tion platforms. By employing a debate-style multi-
turn dialogue format, Auto-Arena more effectively
showcases a model’s capabilities in multi-turn con-
versational settings.

3.2 Experimental Results

3.2.1 Main Results

Table 1 details the performance of Review-Instruct-
13b on the MT-Bench and MMLU-Pro bench-
marks.The model achieves a superior overall MT-
Bench score of 7.20, outperforming competing
models across a range of tasks. The leading
second-turn score of 7.15 is of particular interest,
as it underscores the model’s capabilities in multi-
turn dialogue. In addition, Review-Instruct-13b
achieves an accuracy of 29.65% on the MMLU-Pro
benchmark, a considerable improvement over other
baseline models, demonstrating its proficiency in
knowledge-intensive tasks.

Figure 2 presents the performance of Review-
Instruct-13b on the Auto-Arena benchmark. A di-
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0 50% 100%

WizardLM_13b_v1.2

Vicuna_13b_v1.5

LLaMA2_13b_chat

UltraLM_13b_v2

65.00% 3.75% 31.25%

70.00% 1.25% 28.75%

76.25% 1.25% 22.50%

82.50% 1.25% 16.25%

Review-Instruct Won Tie Review-Instruct Lost

Figure 2: We conducted evaluations using Auto-Arena,
employing Review-Instruct and pairwise battles be-
tween all baseline models. GPT-4o served as the judge
for these comparisons

Ours vs Won Tie Lost

WizardLM_13b_v1.2 58 6 16
Vicuna_13b_v1.5 53 7 12

LLaMA2_13b_chat 39 10 31
UltraLM_13b_v2 62 4 14

Table 2: The results of the Manual Pair-Wise Evalua-
tions.

rect comparison with Parrot’s models was not feasi-
ble because their models are not publicly available.
Nevertheless, when evaluated using GPT-4o (Ope-
nAI, 2024) as a judge, our model demonstrated a
significant performance advantage over the base-
line models. This not only highlights the superior
comprehensive capabilities of our model, but also
underscores its proficiency in handling multi-turn
conversational scenarios.

We randomly selected 80 data entries from the
auto-arena evaluation dataset, and we recruited four
volunteers as evaluation experts. The results of the
Manual Pair-Wise Evaluations are in table 2. From
the manual evaluation results, our model signifi-
cantly outperforms the baseline model in multi-turn
dialogue scenarios.

The consistent superior performance of Review-
Instruct-13b across the MT-Bench, MMLU-Pro,
and Auto-Arena benchmarks strongly demonstrates
its capabilities. Importantly, Review-Instruct’s abil-
ity to create multi-turn dialogues from existing in-
structions datasets offers a simple, effective way to
enhance datasets and improve model performance,
demonstrating broad applicability.

3.2.2 Ablation Study

Three comparative experiments were designed to
isolate and analyze the individual contributions of
the following: (1) multi-turn versus single-turn
conversations, (2) the impact of the Review stage,
and (3) the influence of reviewer count within the
Review stage.

To ensure that the observed benefits of multi-
turn conversations were not merely a consequence
of increased token count, we conducted a com-
parative analysis of models trained on multi-turn
conversations and models trained on single-turn
conversations with a controlled, equivalent num-
ber of tokens. The single-turn conversation dataset
was constructed by extracting individual turns from
the 52000 Review-Instruct multi-turn conversations
and rephrasing them to eliminate contextual depen-
dencies. This yielded a dataset of 156,000 single-
turn conversations. Table 3 reveals that the model
trained on the single-turn conversations exhibited
significantly lower performance on both bench-
marks relative to the model trained on the multi-
turn conversations. This finding underscores the
importance of multi-turn conversations for achiev-
ing superior conversational coherence and knowl-
edge utilization. Furthermore, the observed perfor-
mance disparity cannot be solely attributed to the
greater number of tokens present in the multi-turn
conversations.

To isolate the impact of the Review phase, we
created "Review-Instruct-wo-Review," a modified
version of the Review-Instruct dataset that omits
the Review process. In this variant, follow-up
questions were generated directly from the can-
didate’s responses. As shown in Table 3, Review-
Instruct consistently achieved higher performance
than Review-Instruct-wo-Review. This result un-
derscores the crucial role of the Review phase in
enhancing model performance.

Finally, a comparison was made between the
efficacy of single- and multi-reviewer. Table 3
details the performance of "Review-Instruct-one-
review" (single-reviewer) and "Review-Instruct"
(multi-reviewer). The former exhibited a minor
decrement in performance on the MT-Bench, but
a considerably larger reduction on the MMLU-Pro
benchmark. This disparity suggests that the multi-
reviewer approach is more conducive to realizing
the model’s complete knowledge potential.
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Model MT-Bench MMLU-Pro

turn_1 turn_2 Overall

Review-Instruct-single-turn 6.89 5.91 6.4 19.3 %
Review-Instruct-wo-review 6.87 6.17 6.52 22.9 %
Review-Instruct-one-review 7.21 7.05 7.13 26.7 %

Review-Instruct-13b 7.25 7.15 7.20 29.65%

Table 3: The results of our models trained on different datasets. Review-Instruct-single-turn refers to the model
trained using a 156k dataset of single-turn conversations. Review-Instruct-wo-Review refers to the model trained on
a multi-turn conversations, but with the Review stage removed. Review-Instruct-one-review means there is only one
reviewer in the review stage. Review-Instruct represents the method proposed in this paper.
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Figure 3: Instruction difficulty scores. Round 1 represents the original Alpaca data, serving as the foundation for
subsequent synthesis. Round 2 and 3 show the composition of newly added labels after the first and second rounds
of synthetic data generation, respectively.no_review (no review stage), one_review (a single reviewer in the review
stage), and multi_review (multiple reviewers in the review stage).

4 Dataset Analysis

As previously mentioned, the common method for
synthesizing multi-turn conversations relies on the
Ask-Respond paradigm. Building upon this foun-
dation, our proposed Review-Instruct framework
introduces a novel Review stage. This section pro-
vides a data-driven analysis of the Review stage’s
impact, specifically examining its influence on in-
struction diversity and difficulty. These metrics
are crucial for assessing the quality of instruction-
tuning data(Meta, 2024; Yang et al., 2024; Long
et al., 2024).

4.1 Instruction Difficulty

The difficulty of instructions plays a significant
role in the development of model reasoning abil-

ities (Meta, 2024). Similar to Magpie (Xu et al.,
2024b) and llama3.1 (Meta, 2024), we used the
gpt-4o (OpenAI, 2024) to assess the difficulty
of each instruction, categorizing them as "easy,"
"medium," or "hard." , specific prompts can be
found in Appendix A.3. Figure 3 presents the
difficulty distribution for instructions generated by
Review-Instruct and comparative methods. The
blue bars represent the percentage of tags present
in the first round but not in the subsequent rounds,
the green bars represent tags present in the sec-
ond round but not in the first, and the red bars
represent tags present in the third round but not in
the first or second. The results demonstrate that
the review stage significantly increases the pro-
portion of "hard" instructions by 33.4% compared
to the no-review method and by 19.6% compared
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in the first round but not in the subsequent rounds, the
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not in the first, and the red bars represent tags present in
the third round but not in the first or second.

to the single-review method. This analysis con-
firms that the review stage enhances instruction
difficulty, with the multi-reviewer approach provid-
ing the most significant improvement.

4.2 Instruction Diversity
Instruction diversity is crucial for ensuring model
generalization. We adopt the diversity metric used
by Instag (Lu et al., 2023), which quantifies di-
versity based on the number of unique instruction
labels. Specifically, we employ Instagger3 to tag
each instruction in each round. Our diversity met-
ric is the percentage of new labels introduced in
each round, relative to the total number of unique
labels in the entire dataset. As shown in Figure
4, the multi-review method achieves higher diver-
sity by 18.6% compared to the no-review method
and consistently achieves higher diversity than the
single-review method by 7.5%, suggesting that the
involvement of multiple reviewers leads to a more
diverse set of instructions.

5 Case study

We conclude with a case analysis illustrating how
instructions evolve throughout the Review-Instruct
process. Two primary methods of instruction evo-
lution, breadth evolution and depth evolution, were
discussed in evol-instruct (Xu et al., 2024a). These
methods utilize specifically crafted prompts to

3https://huggingface.co/OFA-Sys/InsTagger

Chairman: Summarize the events of the 1787 Con-
stitutional Convention.
Candidate: The 1787 Constitutional Convention
was convened to amend the Articles of ... and the
"Three-Fifths Compromise" regarding the issue of
slavery. On September 17...
Chairman: Please explain the long-term impact of
the "Three-Fifths Compromise" on the U.S. Con-
stitution and political system.

Table 4: An example of breadth evolution.

Chairman: Write a function to convert Fahrenheit
to Celsius.
Candidate: Here is a Python function that
converts Fahrenheit to Celsius:

def fahrenheit_to_celsius(fahrenheit ):
celsius = (fahrenheit - 32) * 5/9
return celsius

You can ...
Chairman: How can this function be improved to
handle non-numeric inputs and return a meaningful
error message?

Table 5: An example of depth evolution.

guide the evolutionary process. A similar phe-
nomenon is observed in Review-Instruct, but our
approach is based on adaptively selecting evolu-
tionary directions based on reviewers’ feedback. If
the feedback is predominantly positive, the chair-
man might pose a question expanding on the topic,
reflecting a breadth evolution. Conversely, if the
feedback highlights deficiencies or errors, the chair-
man will pose targeted questions to address these
criticisms, indicative of a depth evolution.

An example illustrating breadth evolution is in
Table 4, with the complete case presented in Ap-
pendix A.2. In this instance, the candidate’s re-
sponse displayed no shortcomings, prompting the
chairman to select a knowledge point from the
answer for further exploration through additional
questioning.

An example of depth evolution is provided in
Table 5, also fully documented in Appendix A.2.
This instruction involves creating a function to con-
vert Fahrenheit to Celsius. The candidate’s answer
did not account for potential outlier input values,
leading the chairman to require the implementation
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of anomaly handling, thereby increasing the depth
of the question.

6 Related Work

The development of advanced multi-turn dialogue
and instruction-following capabilities in LLMs re-
lies heavily on quality supervised fine-tuning data.
While models such as Vicuna (Chiang et al., 2023)
and RealChat (Zheng et al., 2024) effectively uti-
lize user-LLM interaction logs from platforms
like ShareGPT and Chatbot Arena (Chiang et al.,
2024), the manual creation of instructions is both
labor-intensive and time-consuming, not to men-
tion fraught with privacy concerns. In light of re-
cent advancements in LLM technology, there has
been a surge in research focused on the automated
generation of instruction datasets.

Various methods have emerged for this purpose.
For example, Self-Instruct (Wang et al., 2022) be-
gins with a small collection of seed instructions
and expands these using few-shot prompt. Evol-
Instruct (Xu et al., 2024a) refines or develops new
instructions through a systematic process of in-
depth and breadth evolution. Humpback (Li et al.,
2024b) uses instruction backtranslation to generate
instructions based on web content. Magpie (Xu
et al., 2024b) employs a self-synthesis approach,
utilizing chat model to automate instruction gen-
eration. Persona-Hub (Ge et al., 2024) introduces
a persona-driven strategy, guiding LLMs to create
instructions from diverse perspectives. Although
these methods demonstrate effectiveness in synthe-
sizing a wide range of high-quality instructions,
they typically focus on single-turn conversations,
which limits their applicability in multi-turn con-
versations scenarios.

Some recent approaches have begun to explore
the generation of multi-turn conversations. Baize
(Xu et al., 2023) and UltraChat (Ding et al., 2023),
for instance, leverage two ChatGPT APIs to simu-
late interactions between users and assistants. Pla-
toLM (Kong et al., 2024) and Parrot (Sun et al.,
2024) adopt a different strategy, training user simu-
lators to interact with ChatGPT. These methods can
all be categorized under the Ask-Respond pattern.

In contrast to existing approaches, our pro-
posed Review-Instruct method augments the Ask-
Respond paradigm with a novel Review stage. The
incorporation of this Review stage, and the utiliza-
tion of the reviews generated therein, facilitates the
creation of instructions that demonstrate a marked

improvement in both diversity and difficulty. Fur-
thermore, the ability to synthesize multi-turn con-
versations from existing instruction datasets broad-
ens the applicability of our approach. Our pro-
posed method can be effectively integrated with
existing approaches such as self-Instruct (Wang
et al., 2022), evol-Instruct (Xu et al., 2024a), mag-
pie (Xu et al., 2024b), and persona-hub (Ge et al.,
2024). These methods can generate extensive in-
struction datasets, which can then be synthesized
into multi-turn dialogue data using our approach.

7 Conclusion and Future Work

This study explores methods for synthesizing multi-
turn conversational data. We introduce the Review-
Instruct, a novel approach based on the Ask-
Respond-Review framework, which transforms in-
structions into multi-turn conversations. Experi-
mental results demonstrate that this method is of
high quality and significantly enhances model per-
formance. Further analysis reveals that the Review
process substantially increases both the diversity
and difficulty of the instructions compared to a
basic Ask-Respond pattern.

Beyond its capability in synthesizing textual in-
struction data, the proposed framework exhibits
considerable potential for generating multi-modal
instruction data. In multi-modal settings, the itera-
tive process initiates with a single image presented
to the chairman. The chairman then generates a
question based on this visual stimulus, which the
candidate is required to address. The remaining
steps of the procedure align with the methodology
outlined in the preceding sections. A case illus-
trating is provided in Appendix A.4, highlighting
directions for our future research.

8 Limitations

The method proposed in this paper has the follow-
ing limitations:

Dependency on Existing Instruction Datasets:
The Review-Instruct relies on a predefined instruc-
tion dataset for initialization. This means that the
difficulty and diversity of the generated multi-turn
conversations are, to some extent, constrained by
the initial dataset.

Complexity of the Synthesis Process: The com-
plexity of the Review stage may also lead to in-
creased time and computational costs for gener-
ating conversations. This could be a problem in
resource-constrained environments.
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Quality of LLMs: The entire process hinges on
the capabilities of the LLMs. If these LLMs are
not strong enough, the reviews might be superficial,
unhelpful, or even misleading. The Chairman’s
ability to synthesize reviews and generate a good
follow-up instruction is also crucial.

Potential for Bias Amplification: If the initial
instruction dataset or the LLMs have biases, the
Review-Instruct process could amplify these biases.
For example, if the Reviewers consistently favor a
particular style or viewpoint, the generated conver-
sations could become increasingly skewed.

Generalizability Beyond Alpaca: The experi-
ments are based on the Alpaca dataset. It’s not
clear how well Review-Instruct would generalize
to other types of instruction datasets or conversa-
tional domains.
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A Appendices

A.1 Role Prompt

Chairman Prompt

<|im_start|>system
This is an interview setting, and you, as the chair of the interview panel, are conducting an
in-person interview. The candidate will strive to answer the questions you pose, and the panel
members will evaluate the candidate’s responses based on usefulness, relevance, accuracy, depth,
and creativity. Based on these evaluations, you need to pose new questions to deeply assess the
candidate. Here are your action guidelines:
<think>: Gradually analyze each panel member’s comments. This is hidden from the candidate.
Reflect only when necessary, and keep it concise.
<ask>: Summarize these comments and pose a potential follow-up question to deeply assess the
candidate’s abilities. If most of the reviewers’ comments are positive, please raise a related field
question based on the dialogue topic. If most of the reviewers’ comments suggest that the answers
are insufficient or incorrect, please raise targeted questions based on these criticisms. The question
should elicit a concise response and avoid excessive specificity or repetition. If no panel comments
are provided, do not ask a question!
Strictly follow the action guidelines. Conduct the assessment in English unless otherwise necessary.
<|im_start|>user
Give three tips for staying healthy.<|im_end|>
<|im_start|>assistant
1.Eat a balanced diet and make sure to include plenty of fruits and vegetables.
2. Exercise regularly to keep your body active and strong.
3. Get enough sleep and maintain a consistent sleep schedule.<|im_end|> <|im_start|>user
Action guide: only include <ask>. Use <think> if needed. Finish your whole response within 300
words, including <think>. ENCLOSE EACH ACTION IN ITS RESPECTIVE TAGS!
Comments from members of the committee:
Judge 1: While your tips are generally sound and commonly recommended, they could benefit
from more specificity and context. For instance, when you mention eating a balanced diet, it
would be helpful to specify what constitutes a balanced diet, such as including lean proteins, whole
grains, and healthy fats. Additionally, for exercise, specifying the type, duration, and frequency
(e.g., 30 minutes of moderate-intensity exercise at least five times a week) would provide clearer
guidance. Lastly, for sleep, mentioning the recommended number of hours (e.g., 7-9 hours per
night for adults) and the importance of a sleep-friendly environment (e.g., dark, quiet, and cool
room) would enhance the practicality of your advice.
Judge 2: While your tips are generally sound, they lack depth and specificity. For instance, "eat a
balanced diet" is a broad statement. You could elaborate on what constitutes a balanced diet, such
as including lean proteins, whole grains, and healthy fats. Additionally, "exercise regularly" could
be more informative by suggesting types of exercises (e.g., cardio, strength training, flexibility
exercises) and frequency (e.g., 150 minutes of moderate aerobic activity per week). Lastly, "get
enough sleep" is vague; you could specify the recommended hours of sleep for different age
groups and the importance of sleep quality.<|im_end|>
<|im_start|>assistant
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Candidate Prompt

<|im_start|>system
This is an interview setting, and you, as the candidate, are undergoing an in-person interview.
The interviewer will randomly ask questions, and you need to strive to provide the best possible
answers. The interviewer will evaluate your responses based on usefulness, relevance, accuracy,
depth, and creativity, and will ask new questions based on your answers to deeply assess you.
Here are your action guidelines:
<think>: Gradually think to analyze the question or plan your answer. This is hidden from the
interviewer. Reflect only when necessary, and keep it concise.
<respond>: Respond to the user’s input as accurately as possible.
Strictly follow the action guide.<|im_end|>
<|im_start|>user
Give three tips for staying healthy.<|im_end|>
<|im_start|>assistant
1.Eat a balanced diet and make sure to include plenty of fruits and vegetables.
2. Exercise regularly to keep your body active and strong.
3. Get enough sleep and maintain a consistent sleep schedule.<|im_end|>
<|im_start|>user
Action guide: only include <respond>. Use <think> if needed. Finish your whole response within
300 words, including <think>. ENCLOSE EACH ACTION IN ITS RESPECTIVE TAGS!
Opponent’s Response or Question:
Could you provide a more detailed explanation of what constitutes a balanced diet, including
specific food groups and their recommended proportions? Additionally, how would you tailor
this advice for someone with specific dietary restrictions, such as a vegetarian or someone with a
gluten intolerance?<|im_end|>
<|im_start|>assistant
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Reviewer Prompt

<|im_start|>system
This is an interview setting, where you are a member of the interview panel conducting a live
interview. The candidate will strive to answer the questions, and you will evaluate the candidate’s
responses based on aspects such as usefulness, relevance, accuracy, depth, and creativity. Below is
your action guide:
<think>: Gradually think through to analyze the problem or plan a response. This is hidden from
the candidate. Only think when necessary, and keep it concise.
<criticize>: Criticize the inadequacies and flaws in the candidate’s answers.
Strictly follow the action guidelines. Conduct the assessment in English unless otherwise neces-
sary.<|im_end|>
<|im_start|>user
Dear Examiners, I am ready to answer the questions. Please proceed.<|im_end|>
<|im_start|>assistant
Give three tips for staying healthy.<|im_end|>
<|im_start|>user
Action guide: only include <criticize>. Use <think> if needed. Finish your whole response within
300 words, including <think>. ENCLOSE EACH ACTION IN ITS RESPECTIVE TAGS!
Opponentś Response or Question: 1.Eat a balanced diet and make sure to include plenty of fruits
and vegetables.
2. Exercise regularly to keep your body active and strong.
3. Get enough sleep and maintain a consistent sleep schedule.<|im_end|>
<|im_start|>assistant

A.2 Evolution Case

16590



»chairman
Summarize the events of the 1787 Constitutional Convention.
»candidate
The 1787 Constitutional Convention was convened to amend the Articles of Confederation but ultimately
led to the birth of the United States Constitution. The convention was held in May in Philadelphia
and included representatives from 13 states (except Rhode Island). During the meeting, the delegates
engaged in fierce debates over the structure of the national government and the distribution of powers,
ultimately reaching several important compromises, including the "Great Compromise" between large
and small states (which established the Senate and the House of Representatives) and the "Three-Fifths
Compromise" regarding the issue of slavery. On September 17, the delegates signed the Constitution
of the United States, establishing principles such as federalism and the separation of powers, laying the
foundation for the modern political system of the United States.
»chairman
Please explain the long-term impact of the "Three-Fifths Compromise" on the U.S. Constitution and
political system.
»candidate
The "Three-Fifths Compromise" stipulated that when calculating the population of each state for the
purpose of determining representation in the House of Representatives and the allocation of direct taxes,
every five slaves would be counted as three individuals. This compromise had a long-term impact on
the U.S. Constitution and political system: first, it temporarily eased tensions between the northern and
southern states, allowing the Constitution to be ratified; second, it reinforced the position of slavery in the
southern states, making the issue of slavery one of the central political topics in 19th-century America,
ultimately leading to the Civil War; and finally, it affected the allocation of House seats, giving southern
states more representation in the federal government and enabling them to hold an advantage in political
decision-making. It was not until the ratification of the 13th Amendment in 1865 that the "Three-Fifths
Compromise" was formally rendered ineffective.

Table 6: Breadth evolution case
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»chairman
Write a function to convert Fahrenheit to Celsius.
»candidate
Here is a Python function that converts Fahrenheit to Celsius:

def fahrenheit_to_celsius(fahrenheit ):
celsius = (fahrenheit - 32) * 5/9
return celsius

You can use this function by passing a Fahrenheit value as an argument, and it will return the
corresponding Celsius value. For example, to convert 32 degrees Fahrenheit to Celsius, you can call
fahrenheit_to_celsius(32), and the result will be 0 degrees Celsius.
»chairman
How can this function be improved to handle non-numeric inputs and return a meaningful error message?
»candidate
To improve this function to handle non-numeric inputs, we can add a type check within the function. If the
input Fahrenheit value is not a numeric type, we will return an error message. Here is the revised function:

def fahrenheit_to_celsius(fahrenheit ):
celsius = (fahrenheit - 32) * 5/9
return celsius

Now, if you try to call this function with a non-numeric input, such as fahrenheit_to_celsius("abc"), it
will return the error message: ’Error: The input Fahrenheit value must be a numeric type’.

Table 7: Breadth evolution case
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A.3 Evaluation Prompt

Evaluation Prompt

# Instruction
You first need to identify the given user intent and then label the difficulty level of the user query
based on the content of the user query. The user query is extracted from a conversation and may
contain references, but this should not affect your judgment.
## User Query
{input}
## Output Format
Given the user query, in your output, you first need to identify the user intent and the knowledge
needed to solve the task in the user query. Then, rate the difficulty level of the user query as ’easy’,
’medium’, or ’hard’.
Now, please output the user intent and difficulty level below in a json format by filling in the
placeholders in [...]:
{{
"intent": "The user wants to [....]",
"knowledge": "To solve this problem, the models need to know [....]",
"difficulty": "[easy/medium/hard]"
}}

A.4 Multi-Modal Case
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Figure 5: The image for the multimodal case. The iterative Ask-Respond-Review process for generating synthetic
multi-turn dialogues relies on different initiation mechanisms depending on the modality. For text-based dialogues,
an initial instruction serves as the starting prompt, whereas for multi-modal dialogues, the process is initiated solely
by an input image.
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»chairman
Please describe the interaction between the person and the dog in this picture, and discuss what you think
this interaction means to both the person and the dog.
»candidate
This picture shows a person interacting with a dog on a beach. The person and the dog are sitting face to
face, and the dog is extending a paw to shake hands with the person, appearing very friendly and intimate.
This interaction has positive meanings for both the person and the dog. For the person, interacting with
the dog can bring emotional satisfaction and happiness, help reduce stress and anxiety, and enhance the
sense of well-being. For the dog, this interaction is not only an affirmation and reward for its behavior, but
also strengthens its trust and dependence on its owner, promoting its psychological well-being.
Overall, this interaction between the person and the dog not only helps to build a deep emotional bond,
but also enhances the quality of life for both.
»chairman
What do you think this scene in the picture suggests about the relationship between humans and nature?
»candidate
This picture shows a person interacting with a dog on a beach, presenting a beautiful scene of harmonious
coexistence between humans and nature. Here’s my understanding of the implications of this scene for
the relationship between humans and nature:
1.Connecting with Nature: The person and the dog in the picture are enjoying the beautiful scenery of
nature on the beach, which reminds us to spend more time connecting with nature and experiencing its
tranquility and beauty. The natural environment can not only relax our body and mind, but also enhance
our sense of well-being.
2.Harmonious Coexistence between Humans and Animals: The interaction between the person and the
dog demonstrates the friendly relationship between humans and animals. This harmonious coexistence is
not only beneficial to the psychological well-being of animals, but also allows humans to gain emotional
satisfaction and happiness.
3.Awareness of Environmental Protection: In such a beautiful natural environment, we are more aware of
the importance of protecting the environment. Only by protecting our natural environment can we and
animals enjoy such wonderful moments.
4.Building Emotional Bonds: The interaction between the person and the dog is not just a simple game,
but also the building of an emotional bond. This emotional bond is not limited to humans and animals, but
can also extend to the relationship between humans and nature. We should cherish and maintain this bond
to promote the harmonious development of humans and nature.
In summary, this picture inspires us to cherish the natural environment, treat animals kindly, and strive to
build a harmonious ecological relationship, thereby enhancing our quality of life and well-being.

Table 8: Multi-Modal Case. The input is the image shown in Figure 5.
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