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Abstract

Large Language Models (LLMs) excel in zero-
shot and few-shot tasks, but achieving simi-
lar performance with encoder-only models like
BERT and RoBERTa has been challenging due
to their architecture. However, encoders offer
advantages such as lower computational and
memory costs. Recent work adapts them for
zero-shot generalization using Statement Tun-
ing, which reformulates tasks into finite tem-
plates. We extend this approach to multilingual
NLP, exploring whether encoders can achieve
zero-shot cross-lingual generalization and serve
as efficient alternatives to memory-intensive
LLMs for low-resource languages. Our results
show that state-of-the-art encoder models gen-
eralize well across languages, rivaling multilin-
gual LLMs while being more efficient. We also
analyze multilingual Statement Tuning dataset
design, efficiency gains, and language-specific
generalization, contributing to more inclusive
and resource-efficient NLP models. We release
our code and models'.

1 Introduction

Large Language Models (LLMs) have shown great
capabilities in zero-shot and few-shot settings (Rad-
ford et al., 2019; Brown et al., 2020; Artetxe et al.,
2022). However, these capabilities are often more
difficult to observe in encoder-only models like
BERT (Devlin et al., 2019) and RoBERTa (Liu
etal., 2019) due to their architectural design. These
models are typically pretrained with a Masked Lan-
guage Modeling (MLM) objective and are fine-
tuned by adding task-specific layers to enable their
usage on a downstream task. These task-specific
layers block the extension of these models to new

tasks in a few-shot or zero-shot manner.
Despite these difficulties, applying encoder mod-
els for zero-shot task generalization offers several
* Equal contribution for work done during internship

done at MBZUAI
"https://github.com/mbzuai-nlp/Multilingual-ST

Statement

e F Tae adfed & in

[ French is Le joueur du ...

Multilingual Is True?
Statement-Tuned X
Encoder 7
Multilingual Is True?
Statement-Tuned
Encoder

“The sentiment of BRI
HIEA T B is negative”

Prediction

Kenst mo6naromapuna Carry altilingual Is True?
32 IIOMOIIB, KoTopyio JKenst Statement-Tunet HKenst
» ncoder
TIONTy9HIIA. I
Kens mo6mnaronapuia Camry Multilingual Is True?
3a oMo, KoTopyio Camry Statement-Tuned
» Encoder
TOJTydHIIA.

Figure 1: Encoder models trained with Multilingual
Statement-Tuning can generalize across new task and
unseen languages during finetuning.

advantages. First, encoder models are typically
more lightweight than LLMs and therefore require
less computational power and memory. Further,
encoder models excel at generating contextual em-
beddings that better capture semantic meaning. For
instance, recent work (Qorib et al., 2024) demon-
strated that decoder-only LLMs perform worse on
word meaning comprehension than encoder-only
models. Encoder-only models are also more effi-
cient in inference for tasks such as sequence label-
ing due to their architecture (Soltan et al., 2023).

To enable encoder model usage in zero-shot task
generalization, Elshabrawy et al. (2025) introduced
Statement-Tuning. This technique converts tasks
into a set of statements with finite templates, train-
ing on an encoder-only model, RoBERTa, to dis-
criminate between potential statements and derive
final results. This method demonstrates the feasibil-
ity of using encoder models, typically specialized
for specific tasks, to handle various unseen Nat-
ural Language Understanding (NLU) tasks, simi-
lar to zero-shot prompting in decoder models. It
shows competitive performance compared to large
language models (LLMs) with significantly fewer
parameters and training data, highlighting its poten-
tial for zero-shot learning. However, the original
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approach focused only on English, raising ques-
tions about its applicability in multilingual settings
and its ability to generalize to new tasks and lan-
guages.

In this work, we aim to explore the adaptation
of Statement-Tuning for multilingual NLP tasks.
Specifically, we investigate whether encoder mod-
els can achieve zero-shot cross-lingual generaliza-
tion similar to decoder-only LLMs (Muennighoff
et al., 2023). Given the multilingual setting, it
is crucial to emphasize the importance of low-
compute solutions. Speakers and users of low-
resource languages often lack the computational
resources necessary to utilize memory-intensive
LLMs. Therefore, our method, which leverages ef-
ficient encoder models, is particularly important as
it offers a more accessible and inclusive approach
to zero-shot text classification in these contexts
(Ruder, 2022).

Hence our contributions are as follows:

* We enable zero-shot generalization to unseen
tasks and languages for encoder-only models,
a capability typically limited to decoder-based
models.

* Our benchmarking shows that state-of-the-
art multilingual encoder-only models match
LLMs in performance while being more effi-
cient.

* We analyze multilingual  Statement-
Tuning dataset design, including language
diversity and translated prompt templates.

* We investigate when and how multilingual
Statement-Tuning generalizes effectively
across languages.

* We compare Statement-Tuning inference
speed and memory efficiency against genera-
tive models, showing significant advantages.

2 Related Work

Zero-shot and Few-shot Approaches Using
Encoder-Only Models There have been sev-
eral works exploring prompt-based approaches to
enable few-shot and zero-shot generalization in
Encoder-only Models. Finetuning on cloze tem-
plates or label discrimination (Schick and Schiitze,
2021; Gao et al., 2021) effectively utilizes encoder
models for few-shot learning. Cloze templates have
also been shown to fare better than regular finetun-
ing in cross-lingual few-shot transfer to unseen

languages from higher resourced languages (Zhao
and Schiitze, 2021; Tu et al., 2022; Ma et al., 2023,
2024).

However, to enable zero-shot task learning a re-
formulation of text classification tasks is necessary.
Yin et al. (2019) introduce the reformulation of any
zero-shot text classification in the form of entail-
ment where statements can be formed from a series
of choices and the correct choice is seen to be an
entailment. Xu et al. (2023) use DeBERTa to show
that the entailment formulation of zero-shot classi-
fication can be observed to be more effective than
the generative approach employed by LLM:s.

Finally, Elshabrawy et al. (2025) propose
Statement-Tuning to show that through template-
based data augmentation, much smaller ROBERTa
models can be finetuned on limited data to match
or even exceed the zero-shot NLU capabilities of
several LLMs of up to 70B parameters on mono-
lingual classification tasks. While Elshabrawy
et al. (2025) focused only on English, we stud-
ied whether Statement-Tuning method is possible
in other languages. Additionally, we explore the
efficiency of the approach in more detail and of-
fer insight on the effect of pretraining data on the
performance of Statement-Tuning.

Zero-shot Prompting and Multitask Tuning
While LLMs were shown to perform well on
few-shot generalization (Brown et al., 2020), they
showed less successful performance on zero-shot
generalization. To tackle this issue, instruction
tuning was proposed. Instruction tuning refers
to fine-tuning language models on a collection
of datasets described via instructions (Wei et al.,
2022). Their model, Finetuned Language Net
(FLAN), a decoder-only model of 137B parameters
fine-tuned on more than 60 NLP datasets expressed
via natural language instructions, proved effective
in improving the zero-shot performance of models.

They also showed that increasing the number of
tasks involved in instruction tuning improves un-
seen task generalization performance and asserted
that the benefits of instruction tuning are emerg-
ing abilities of language models (i.e., they emerge
with sufficient scale). Subsequent work by Sanh
et al. (2022) explored instruction tuning with T5
encoder-decoder models and proposed the TO mod-
els and datasets. They fine-tuned TS5 models of
3B and 11B parameters, which were smaller than
the FLAN model but still within the billions-of-
parameters range. Their findings established that
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with a more diverse prompt setup and an encoder-
decoder model like TS5, language models could
achieve good performance with instruction tuning.

Chung et al. (2022) found that instruction tun-
ing is effective across a variety of model classes,
such as PalLM, T5, and U-PalLM, as well as dif-
ferent prompting setups including zero-shot, few-
shot, and chain-of-thought. Their models, FLAN-
TS, ranged from 80M to 11B parameters and
showed better performance than prior TS5 check-
points. Meanwhile, Mishra et al. (2022); Wang
et al. (2022); Honovich et al. (2023); Wang et al.
(2023) also proposed large-scale natural language
instruction datasets.

These methods fine-tune large models on con-
structed datasets with various task prompts, achiev-
ing strong zero-shot results. However, effective
instruction-tuned models often require billions of
parameters (Zhang et al., 2023b), limiting their ap-
plication to smaller models. Ye et al. (2022) aim
to distill this zero-shot ability in a smaller model
like an LSTM through synthetic data creation us-
ing an LLM, but they create task-specific models
rather than a single smaller model that is capable
of generalizing.

Our work demonstrates achieving similar or
superior generalization of LLMs using a single
smaller MLM with less training data. Furthermore,
our work expands on previous efforts by explor-
ing encoder models, which contributes to paral-
lel understanding when combined with works on
decoder models (Wei et al., 2022) and encoder-
decoder models (Sanh et al., 2022).

3 Method: Multilingual
Statement-Tuning

In this section, we outline the steps involved in
Statement-Tuning.

3.1 Multilingual Task Verbalization

First, using templates as shown in Figure 2, tasks
are verbalized in natural language statements. We
then train the statement discriminator to classify
these statements as true or false.

"{{target_word}}" means the
same in "{{context_1}}" and
"{{context_2}}"

Figure 2: Example of a statement template used during
task verbalization for sentiment analysis.

As Elshabrawy et al. (2025) propose, any dis-
criminative task with a finite set of targets can be
verbalized into a finite set of natural language state-
ments, one for each label. Similar to prompting,
each task has its own statement templates (outlined
in Appendix A). The truth label for training pur-
poses on each statement depends on whether the
statement contains the correct target label or not.

3.2 Statement Fine-Tuning Setup

To create the training dataset for statement fine-
tuning, we exhaustively generate statements across
9 NLU tasks using many varied statement tem-
plates per dataset. For a detailed breakdown of the
datasets used and what tasks they cover, refer to
Appendix B.

The rule for task selection generally follows the
structure in Elshabrawy et al. (2025), except for
adding the machine-translation task. For each task,
we randomly choose 1500 rows of training data for
each language, with a balance of labels (control-
ling for positive and negative examples i.e. 750
examples for each label). This ensures the encoder
models have sufficient data to train and explore
their potential to be the generalizers. For selected
low-resource languages, the total amount of data
may be less than 1500; in that case, we choose
all of the specific data for training. Data from the
machine-translation task is added to enhance the
generality of low-resource language in the tasks
lacking data and models’ cross-lingual ability. The
rest of the tasks are selected either because they
are often addressed by using LLMs or because we
hypothesize they may enhance models’ language
understanding.

Our compilation of multilingual datasets
amounts to 25 languages, both high- and low-
resource. We include the full list of languages
and additional language-specific information in the
Appendix C.

We explore the different number of languages
including in the dataset and the language of the
statement templates. We fine-tune different mul-
tilingual encoder-only models, mBERT (Devlin
etal., 2018), mDeBERTa (He et al., 2021), XLM-R
base and large (Conneau et al., 2020) with a binary
sequence classification head to predict the truth
value of the statements. By fine-tuning the model
across diverse tasks, languages, and templates, we
hypothesize that the model should be able to gen-
eralize across unseen templates, unseen tasks, as
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Model Parameters XCOPA XNLI XStoryCloze XWinoGrad
Qwen2 72B 67.84 84.02
Llama3.1 70B 82.69
Gemma 2 9B 66.29 83.93
Llama3.1 8B 80.49
Aya 23 8B 69.36
Aya 23 35B 72.69
Gemma 2 27B 68.65 85.26
Gemma 2 2B 59.27
Qwen2 1.5B 66.94
Qwen2 500M 58.08
mBERT(base) 110M 52.47 34.51 48.30 50.68
XLMR-base 250M 56.69 35.33 60.71 51.34
XLMR-large 560M 64.36 45.76 78.78 54.26
mDeBERTa (Best) 276M 65.52(164) 47.84(165  73.53(1.25) 54.75(1.24)

Table 1: Accuracy of the multilingual decoder and encoder models finetuned on the same data mixture.
on XCOPA, XNLI, XStoryCloze, and XWinoGrad tasks. Results in grey highlight performances that are below
the best-performing encoder model, mDeBERTa (276M). Additionally, we report the average standard deviation
across languages over 3 training runs only for mDeBERTa to quantify the random deviation due to Statement-

Tuning training.

well as unseen languages, as long as it can be trans-
ferred into a True/False statement, and the "unseen"
languages are at least seen during the pre-training
stage. Additionally, for mDeBERTa trained with an
11-language Statement-Tuning dataset, we report
the average and standard deviation over 3 different
training runs, to account for randomness and report
it as such where appropriate. We were unable to
perform this over all ablations due to the scale of
the experimentation and limited computational and
time resources.

3.3 Zero-Shot Inference

To perform inference on statement-tuned models,
we convert testing tasks into declarative statements.
Specifically, we generate a statement for each pos-
sible label and predict its probability of being true.
The final label for a given task is the statement
with the highest probability. To ensure robustness
across different phrasings, we experiment with var-
ious templates for each task during both training
and evaluation.

4 Experimental Setup

4.1 Models

We experiment with 4 multilingual encoder mod-
els of different sizes and multilingual capabilities,
namely mBERT (Devlin et al., 2019), XLM-R
(Conneau et al., 2020), mDeBERTa-v3 (He et al.,
2021), and XLM-V (Liang et al., 2023). We report
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Figure 3: NLU datasets and their respective tasks used
for multilingual statement fine-tuning.

the number of parameters and pre-training corpora
in Table 2.

Model # Params Pretraining Corpus
mBERT base 110M Wikipedia
mDeBERTa-v3 276M CC-100 (Wenzek
XLM-R large 560M et al., 2020)

Table 2: Multilingual encoder models with their param-
eter sizes and pretraining corpora.

4.2 Baselines

To assess the capabilities of encoder models with
Multilingual Statement-Tuning, we compare them
with several state-of-the-art instruction-tuned multi-
lingual generative models (except Gemma 2 which
is not specifically pretrained for multilingually
but has some multilingual support) ranging from
500 million to 72 billion parameters in size. We
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use models from the following language families:
Qwen?2 (Yang et al., 2024), Llama3.1 (Dubey et al.,
2024), Gemma 2 (Riviere et al., 2024), and Aya 23
(Aryabumi et al., 2024).

We make our comparison through two forms.
First, we finetune the base models on an instruc-
tion dataset we created using the same datasets
and languages used for Multilingual Statement-
Tuning (for details see Appendix D). The second
setup involves using the instruction-tuned varieties
released by the original team. We include the first
setup as a fair comparison controlling for the same
fine-tuning data and the second to gauge the per-
formance against the publicly released instruction-
tuned versions which employ more data and tech-
niques as another strong baseline for performance.

We make use of 4 unseen multilingual NLU
benchmarks in our analysis, XCOPA (common-
sense reasoning) (Ponti et al., 2020), XNLI (sen-
tence understanding) (Conneau et al., 2018), XSto-
ryCloze (Lin et al., 2022), and XWinograd (Muen-
nighoff et al., 2023; Tikhonov and Ryabinin, 2021).
Some of the languages in these benchmarks are
unseen by our Multilingual Statement-Tuning mod-
els, demonstrating cross-lingual generalization. For
most of the analysis, we report averages across all
the languages included in the evaluation datasets,
more detailed figures with individual languages are
included in Appendix E.

Although we have tried to select models and
evaluation data to minimize the chance of leakage
of the evaluation and (pre)training data, some (gen-
erative) models’ pretraining is not completely open,
and hence, this remains a limitation of our analysis
that is difficult to control. As shown in Table 2,
the pretraining of all encoder models is open and,
to our knowledge, does not include the evaluation
data. For all generative models, we employ the
prompting templates provided by the Language
Model Evaluation Harness (Gao et al., 2024).

4.3 Ablations

As part of our analysis, we ablate several design
choices of an encoder-only cross-lingual general-
ization system. We experiment with encoder mod-
els of sizes ranging from 110 million parameters to
560 million (models are outlined in Section 3.2).
We explore several design choices for statement
generation. First, we use a multilingual prompt
template as opposed to just using an English tem-
plate. To achieve this we machine translate the

English template to the language of the example
using ChatGPT, specifically the GPT-3.5 version
(OpenAl, 2023).

Furthermore, we are interested in the effect on
cross-lingual generalization when more languages
are used during the Statement-tuning step so we
explore 3 linguistic setups: English-only (with and
without machine translation in the task mixture),
11 languages, and 25 languages to be used during
Statement Tuning (languages used for each setup
are outlined in Appendix F).

Finally, we directly explore the effect of machine
translation data in the Statement-Tuning training
data mixture. For the rest of the design choices,
such as the number of statements to use per dataset
and number of templates to use, we follow the gen-
eral guidelines recommended by Elshabrawy et al.
(2025). Furthermore, we explore the advantages of
using encoder models over generative models from
an efficiency perspective by exploring the inference
time of encoder models against generative models
in Section 5.7.

S Results and Analysis

In this section, we derive insights from our exper-
imental results about the cross-lingual zero-shot
generalization capabilities of encoder models.

5.1 Encoder Models are Cross-Task
Generalizers

In Table 1, we report the average (over languages)
unseen task performance of models trained with
Multilingual Statement-Tuning in 11 languages.
We contrast this with several instruction-tuned mul-
tilingual decoder models, ranging from 500 million
to 72 billion parameters, which were instruction-
tuned with the same data as our Multilingual
Statement-Tuning models. The individual language
performance is shown in Appendix E.

The results show that multilingual encoder mod-
els are capable of zero-shot cross-task task general-
ization over a variety of unseen commonsense rea-
soning and natural language understanding tasks.
For XNLI and XStoryCloze, the best-performing
encoder models (mDeBERTa and XLLM-R Large)
outperform most of the generative models exam-
ined. More impressively, XLM-R large has an
average accuracy of 78.8 on XStoryCloze outper-
forming the best-performing LL.M, Llama3.1 70B,
by 10.5 points despite having ~130 times fewer
parameters.
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On XNLI the gap is not as large but quite impres-
sively mDeBERTa is the best-performing model at
only 276 million parameters outperforming both
Qwen2 72B and Llama3.1 70B by around 5.7 and
6.1 points on average. For XCOPA, the same best-
performing encoder models still maintain impres-
sive results outperforming all the generative models
of under 9 billion parameters, and outperforming
one of the 70B+ parameter models (Llama3.1 70B).

In Appendix G, we perform the same analysis
but on the instruction-tuned varieties of the mod-
els released by the teams who trained them. We
largely draw the same conclusions with slight varia-
tions where certain models on certain tasks perform
slightly better/worse.

5.2 Encoder Models are Cross-Lingual
Generalizers

When examining individual language performance
(see Appendix E for more details) we note that
mDeBERTa had less variation across languages in
the same task (i.e. there is less disparity between
higher and lower resource languages) when com-
pared with generative models. Moreover, mDe-
BERTa was able to generalize on unseen tasks
on languages completely unseen during Multilin-
gual Statement-Tuning if they were seen during
pretraining. This further supports the use of state-
of-the-art encoder-only models as alternatives to
generative models for low-resource languages and
cross-lingual generalization on NLU tasks.

Interestingly, mBERT and XLLM-R base do not
exhibit such performance; at first, it may seem to
be an issue of size; however, mDeBERTa has a
parameter size similar to XLM-R base, but sig-
nificantly outperforms it. Hence, we believe that
such generalization capabilities require effective
pretraining.

Nevertheless, all encoder models fail to gener-
alize on the XWinograd benchmark, a coreference
resolution dataset, achieving mostly random base-
line performance. We attribute this to task selection
during the Multilingual Statement-Tuning stage, as
most of the datasets used may not have sufficient
relevance with coreference resolution tasks. The
exception might be XL-WiC, which involves word
sense disambiguation.

This aligns with the findings of Elshabrawy et al.
(2025), who noted that dataset relevance signifi-
cantly impact a model’s ability to generalize effec-
tively.

Geometric Mean of Model Performance Across Tasks
100

80

60 58.53 59.57

49.99
45.88

40

Geometric Mean Accuracy (%)

20

XLMR-base mDeBERTa XLMR-large
(250M) (276M) (560M)

MBERT
(110M)

Model Size (in Millions of Parameters)

Figure 4: Geometric mean accuracy of multilingual
encoder models (mBERT, XLMR-base, mDeBERTa,
XLMR-large) across tasks.

5.3 Pretraining and Size Enable Cross-lingual
Generalization Abilities

Interested in generalizing our finding across multi-
ple encoder-only models, we train 4 different mod-
els (mBERT, XLMR-base, mDeBERTa, XLMR-
large) using Multilingual Statement-Tuning using
the exact same data setup and varying certain hyper-
paramters depending on model (see Appendix D)
until convergence. We evaluate them on the same
four unseen benchmark datasets outlined in Sec-
tion 4.2.

In Figure 4, we compare the geometric mean
of the task performance of the four multilingual
encoder-only models we examine with Statement-
Tuning, as discussed earlier we note that the two
models mDeBERTa and XILLM-R Large exhibit
much higher task performance than the other two
models mBERT and XLM-R base. Despite finetun-
ing all the models until convergence and perform-
ing hyperparameter optimization with all models,
this remains the case. Previous work has shown the
relatively limited capabilities of mBERT in compar-
ison to other models (Conneau et al., 2020) which
has different pretraining data and regimes. How-
ever, the difference in abilities between XLM-R
base and XLM-R large cannot be attributed to just
pretraining, as XLM-R base fails to achieve zero-
shot cross-lingual generalization with the same
pretraining choices as XLM-R large at a different
scale.

It is also difficult to attribute cross-lingual gener-
alization capabilities purely to model size as mDe-
BERTa achieves similar performance and cross-
lingual generalization capabilities as XLM-R large
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Seen and Unseen languages accuracy
100

Language Category
Seen
Unseen

80
60{ 58.14 5g71 59.38 58.21

40

Accuracy (%)

20

11-lang trans 11-lang non trans

Dataset

Figure 5: Mean accuracy of mDeBERTa on seen vs.
unseen languages during Statement-Tuning across tasks
and languages. 11-lang trans uses machine-translated
prompt templates while 11-lang non trans shows perfor-
mance using English-only prompt templates.

Task Accuracy Across Different Datasets
Multilingual Task
XCOPA
XNLI XWG

100

80 73.93
70.72 . 73.65

64.33 64.45 65.24
60 56.24
54.06 53.87 :

43.14 45.71 45.36
40

Accuracy (%)

20

0

English Only 11-Langs 25-Langs

Dataset

Figure 6: Task accuracy across different training
datasets (English-only, 11-langs, and 25-langs) using
mDeBERTa.

but at a size comparable to XLM-R base. Hence,
we hypothesize that cross-lingual zero-shot general-
ization (being an inherently difficult task) emerges
in encoder-only as a function of both size and pre-
training. In general, encoder models that have
shown state-of-the-art performance on general
tasks are more likely to exhibit cross-lingual gener-
alization capabilities but it is not strictly a matter
of model "capacity" as would be implied by model
size, or pretraining data.

5.4 English-only Prompting Templates are
Sufficient to Enable Effective
Statement-Tuning

As part of our investigation on assessing the cross-
lingual zero-shot generalization capabilities of
encoder-only models, we experiment to see if
the use of machine-translated prompt templates

Multilingual Prompt vs English Prompt
100

Dataset
11-lang non trans
11-lang trans
80
73.9372 92

64.4564.53
60
53.8757 13

45.7143.21

Accuracy (%)

40

20

XCOPA XNLI XSC XWG

Unseen Task

Figure 7: Mean task accuracy of mDeBERTa (finetuned
on 11 languages during Statement-Tuning) over lan-
guages on the 4 evaluation tasks using machine trans-
lated prompt templates (11-lang trans) vs. English-only
prompt templates (11-lang non trans).

would offer any improved performance over the
use of English-only prompt templates for the var-
ious tasks. To achieve this, we utilized ChatGPT,
specifically the GPT-3.5 version (OpenAl, 2023),
to machine-translate each prompt to match the lan-
guage of the example being turned into a statement.
We then train and evaluate a model using these
machine-translated examples to assess the impact
on performance across different languages. An ob-
vious limitation of this analysis could be the quality
of the Machine Translation, however, we decided
to use a commonly accessible model.

As seen in Figure 7, we do not observe any appar-
ent benefit to translating prompts. This is consistent
with observations from multilingual prompting of
LLMs (Zhang et al., 2023a).

Curious to see if perhaps machine translating
prompt templates helps benefit generalization ca-
pabilities we compare seen versus unseen (during
Statement-Tuning) average language performance
in Figure 5. Again, we observe no apparent bene-
fit of unseen languages. This observation has the
added benefit of simplifying prompt design and
reducing the computational/time cost of having to
machine translate prompts.

5.5 Multilingual Pretraining Sufficiently
Enables Cross-lingual Generalization

To understand the effect of Multilinguality dur-
ing Statement-Tuning on cross-lingual zero-shot
task generalization we experiment by changing the
number of languages included in the Statement-
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Tuning data by using the same training tasks with
a differing number of languages being included in
the training set.

In Figure 6, we examine the effect of including
more languages in the training set on cross-lingual
capabilities. We examine 3 setups, English-only
where the mDeBERTa model is only trained on the
English subsets/equivalents of the training datasets
(except for the machine translation task which is
included), 11-langs where the model is trained on
subsets of the data that belong to only 11 of the pos-
sible 25 languages and 25-langs which includes all
possible languages in the training datasets. By sam-
pling, we fix for training set sizes to be similar in
size with the English-only and 11-langs to include
123k training examples and the 25-langs dataset
including ~185k examples (it needed to be slightly
larger to representatively sample the languages).

Overall, we observe that most of the cross-
lingual task performance can actually be obtained
by finetuning a multilingual encoder model on a sin-
gle language (English) multi-task statement dataset,
with the English-only setup achieving 98.6%,
95.1%, and 96.0% of the performance of 25-langs
on XCOPA, XNLI, and XStoryCloze respectively.
Increasing the number of represented languages
to 11 during Statement-Tuning yields gains over
English-only and manages to very slightly out-
perform using all languages on XNLI and XSto-
ryCloze.

Furthermore, in Figure 5, we compare the av-
erage performance of the 11-lang model on seen
versus unseen languages during Statement-Tuning.
We only observe a slight performance gain on av-
erage (59.4 versus 58.2) when languages are seen
during Statement-Tuning. This leads us to believe
that most of the cross-lingual generalization ca-
pabilities are impressively due to the multilingual
pre-training, rather than requiring cross-lingual ex-
posure during Statement-Tuning. This opens up
many potential use cases of encoder-only mod-
els for zero-shot task generalization for use with
languages without necessitating any supervised
Statement-Tuning in these languages which proves
very useful given the abundance of task data in
high-resource languages such as English.

Nevertheless, we report the performance of 11-
langs on other experimental setups as an interme-
diate between both extremes while also allowing
us to observe differences in performance between
seen/unseen languages during Statement-Tuning.

Comparison of MT vs. No MT (including/excluding English)

70.72 69.95
67.34 67.11
64.33 64.33
61.38 61.38

54.06 54.01
50 48.22 48.22
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Multilingual Task
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XstoryCloze
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(no english) (no english)

Figure 8: Mean task accuracy of mDeBERTa on an
English-only task dataset (including and excluding MT
statement data). On the left are the averages including
English evaluation sets and on the right excluding them.

5.6 Including Machine Translation in
Statement-Tuning Training Data improves
Cross-lingual Transfer

In section 5.5, we observed that an English-only
training setup that includes machine translation
(MT) data can achieve most of the performance
benefits of using multiple languages in the training
task mixture. However, it remains unclear whether
the inclusion of MT data itself is a key contributing
factor. To investigate this, Figure 8 directly com-
pares the effect of including versus excluding MT
data in the English-only setup.

Interestingly, incorporating MT data leads to
a notable performance increase across all tasks,
both in the average performance across all lan-
guages and in the average performance exclud-
ing English (the "seen" language) from the eval-
uation. This suggests that MT data enhances cross-
lingual transfer and is particularly beneficial when
language-specific NLU task data is unavailable. In
such cases, using English-only task data with MT
achieves a significant portion of the multilingual
performance. Additionally, since MT data is gener-
ally more accessible for lower-resource languages
than NLU task data, it is relatively easy to incorpo-
rate into the Statement-Tuning training mix.

5.7 Multilingual Statement-Tuning Enables
Efficient Inference for Zero-shot
Cross-lingual Generalization

Though Statement-Tuning enables generalization
into zero-shot settings with comparable perfor-
mance against the zero-shot LLMs, increasing the
number of candidate labels would also increase the
model’s computational overhead. In the case of
a statement-tuned model, for a downstream task
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Figure 9: Mean inference time and maximum batch size
of various models during a simulated text classification
task on a single A100 GPU.

with n-possible labels, a naive way to perform a
prediction is to iterate the model over n-times for
each label. But in practice, it’d be more efficient to
perform a batched prediction. Here, we compare
the inference time and maximum batch sizes of our
best statement-tuned model (mDeBERTa-v3-base;
0.276B) against zero-shot LLMs with varying pa-
rameter sizes, ranging from 0.5B to 9B.

We simulate a text classification task on each
model, measuring the mean inference time per
batch where we gradually increase the batch size.
We perform this experiment on a single A100 GPU
and show the result in Figure 9. As expected, due
to our model size and non-autoregressive nature, it
achieves the fastest mean inference time with the
largest batch size capacity. Having a statement-
tuned model that could handle m-batch size means
that it could handle m /n instances at once.

6 Conclusion

While large generative models dominate multilin-
gual NLP, the potential of encoder-only models
for cross-lingual generalization remains underex-
plored. We show that a well-designed finetuning
setup enables state-of-the-art pretrained encoder-
only models to match, or even surpass, generative
models in three of four unseen cross-lingual NLU
tasks, despite using far fewer parameters. Addi-
tionally, these models generalize across languages
even when finetuned only on a monolingual multi-
task dataset, leveraging their multilingual pretrain-
ing. Our findings position encoder-only models
as a memory-efficient alternative for multilingual
multitask NLU. Future work can further optimize
finetuning, extend cross-lingual generalization, and
refine encoder architectures for large-scale multi-
lingual learning.

Limitations

Statement-Tuning highly relies on the training task
selection and the proximity of the chosen tasks to
the target task, hence the utility of the approach
may still be limited if the training task selection
fails to include similar enough examples to the
target task. Due to this, some tasks like XWinograd
may not be sufficiently addressed.

Statement-Tuning requires the use of verbaliza-
tion which requires extra effort and careful prompt
design. Furthermore, requiring a statement for each
potential target makes this method infeasible for
tasks with an extremely large hypothesis class.

Not all the encoder models we studied were ca-
pable of cross-lingual generalization and we were
not able to pinpoint the exact mechanism during
pretraining which enables such capabilities. We
leave this for future work.

We were not able to control for the
pretraining/instruction-tuning of all the mod-
els explored due to the lack of transparency
regarding exact training data for some models.
Hence, our analysis may include models which are
not completely blind to the task data.
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A Statement Templates A.5 Word Sense Disambiguation Templates

A.1 Multiple-Choice QA Templates A.5.1 XL-WiC Templates

A.1.1 Belebele Templates Task  Statoment Templte

"{{target_word} }" means the same in "{{context_1}}" and "{{context_2}}"

Task. Statement Template "{{target_word}}" does not mean the same in "{ {context_1}}" and "{ {context_2}}"
{fcontoxt]] ({question]) { {cormeet_answerfother_answer) | The meaning of "{ {target_word} }" is consistent across "{ {context_1}}" and "{ {context_2}}"
{{context} ) According to the passage above, the answer of | {question) } is { {correct_answer/other_answer} The meaning of "{{target_word}}" is inconsistent across "{ {context_1}}" and "{{context_2}}"
Passage: {{context} | Question: { (question) } Answer: ( {correct_answerfother_answer ]} The interpretation of "{ {target_word} }" remains unchanged in both "{ {context_1 }}" and "{ {context_2}}"

{{context} ) Q: {{question}} A: {{correct_answer/other_answer) } The interpretation of "{ {target_word} }" changes in "{{context_1}}" and "{{context_2
Content: "{{context}}"\n Inquiry: "{ {question} ) "\n Response: "{ {correct_answer/other_answer) }" XL-WiC P {{target ) & i L)) u -2])

% e -
t: "{{context}}"\n Query: "{{question} }"\n Solution: "{ {correct_answerfother_answer}}" The sense of {{target_word} } is identical between {{context_1}} and {{context_2}}
context) } "\n What is asked: "{ {question} } "\n The answer is: "{ {correct_answer/other_answer} }" The sense of { {target_word}} differs between {{context_I}} and {{context_2}}

s the passage: *({context) }"\n The g . i} }"\n The provided ans . a The interpretation of { {target_word}} is the same in both { {context_1}} and {{context_2}}
The passage reads: "{ {context] )"\n Aske n The comrect ansive; : The sense of {{target_word} } varies between {{context_1}} and {{context_2}}

From the text: {(context} Jn As stated above, the response to " {question) } " is *( {correct_answer/other_answer) { {target word) ] has the same meaning in both {{context_1}] and { {context.2))

Based on the passage: { {context} }\n The answer to "{ {question} }" according to the text is "{{correct_answer/other_answer} }" - " = - -
The content: { {context} }\n Thus, the answer to "{ {question} }" is "{ {correct_answer/other_answer} )" The meaning of {{target_word}} is different in {{context_I}} and {{context_2}}

Belebele

In reference to the passage: | {context} }\n According to the text, the ans {question| )" is "{ {correct_answerfother_answer) )"
Given the text: {{context})\n Therefore, the answer to "( {question|} }" is "((correct_answerfother_answer)}"

Text: {{context) }\n Inquiry: {{question} )\n Response: { {correct_answer/other_answer} )

Content: {{context} \n Question asked: { {question] }\n Given Answer: { {correct_answer/other_answer} )

Passage: ( {context] }\n Question: { (question} J\n Answer Provided: (
‘The text reads: [ {context} }\n Query: { {question) }\n Solution: {{c
Content: {{context} )\n What is the question: { {question} }\n The answer is: {{correct_answer/other_answer| }
{{context) }\n Question: ({question) \n Answer: ({correct_answer/other_answer] } A.6

. .
> Intent Classification Templates
{{context} J\n Inquiry: {{question} }\n Response: { {correct_answer/other_answer} }

{{context) \n What is being asked: { {question} )\n The answer is: { {correct_answer/other_answer} }

{{context) }\n The question posed is: { {question} }\n The correct answer is: { {correct_answer/other_answer} }

{{context) }\n The text asks: { {question} }\n The response provided is: { {correct_answer/other_answer) }

A.6.1 MASSIVE Templates

A.1.2 Exams Templates

Task Statement Template

Task Statement Template The utterance "{{utt}}" is under the "{{scenario}}" scenario.
Utterance: "{{utt}}" Scenario: "{{scenario}}"

User: "{{utt}}". The best scenario for the user query is "{{scenario}}".
The scenario of user’s utterance "{ {utt}}" is "{{scenario} }".

Q: {{question}}. A: {{correct_answer/other_answer} } MASSIVE
Exams {{question}}. Answer: {{correct_answer/other_answer} }

Question: {{question}} Answer: {{correct_answer/other_answer} }

A.1.3 xQuAD Templates

Task  Statement Template

A.7 Commonsense Reasoning Templates

{{context}} Question: {{question}} Answer: {{correct_answer/other_answer} }

Passage: {{context}} Question: { {question)} Answer: { {correct_answer/other_answer} } oy .

{{eomext)) O Lasenton) ) A {conect answeriother snmwer ) A.7.1 Multilingual Fig-QA Templates
{{context}} According to the passage above, the answer of { {question} } is { {correct_answerfother_answer} }

Text: {{context} \n Question: {{question} }\n Reply: {{correct_answer/other_answer) }
Passage text: {{context} J\n What is the solution: { {question} }\n Answer: {{correct_answer/other_answer} )

{{context} }\n In reference to the text, what is the answer: { {question) }\n Answer: { {correct_answerfother_answer} } Task
From the given passage: { {context} }\n Query: { {question} }\n Solution: { {correct_answer/other_answer} }

Statement Template

Passage: {{context} }\n Q: {{question} }\n A: { {correct_answer/other_answer} ) W L ats . " E E "
Text: { {context} J\n What is the response: { {question) J\n Answer: {{correct_answer/other_answer} | {{startphrase}}" "{{endingl/ending2}}
Context: {{context} }\n Answer for { {question} } is: {{correct_answer/other_answer} } "{{startphrase}}" therefore "{ {ending1/ending2}}"

According to the context: { {context} }\n Solution to { {question} }: {{correct_answer/other_answer)} } 0 " s ow " . "
Text: { {context} }\n Answer to { {question} } is: { {correct_answer/other_answer) } Multilingual Fig-QA ISIartphrasc. {{startphrase}} ‘cndmg.l {{ending1/ending2}}

{{context} J\n In reference to the passage, { {question} } has the answer: { {correct_answer/other_answer} } ‘{{startphrase} }" then "{{ending1/ending2}}"
{{context} }\n Answer to the question { {question} } based on the passage is: | {correct_answer/other_answer} } iem " " . . "
{{context} }\n From the passage, the response to { {question) ) is: {{correct_answer/other_answer} ) f't {{startphrase ?') then ”( (end.mgll end?ngZ) )”
Text: {{context} }\n Question: {{question} }\n Response: {{correct_answer/other_answer} } {{startphrase} }" means "{{endingl/ending2}}

Passage: {{context} \n Query: {{question} }\n Answer: { {correct_answer/other_answer} }

XQuAD

Context: { {context} }\n What is the answer to { {question} }\n Solution: { {correct_answer/other_answer} )
From the text: { {context} }\n What is the solution to { {question} }\n Answer: { {correct_answer/other_answer} }

A.2 Summarization Templates A.72 X-CSQA Templates

A.2.1 WikiLingua Templates

Question: " {question} }". Answer: "{{correct_answer/other_answer} }"
Q: "{{question} }"
"{{question}}". A

A: "{{correct_answer/other_answer} }"
: "{{correct_answer/other_answer} }"

Task Statement Template Inquiry: {{question} }\nResponse: "{ {correct_answer/other_answer} }"
Passage: { {source} }, Summary: { {correct_target/random_target}} The question: {{question}} has the answer: "{ {correct_answer/other_answer}}"
o The summary of "{ {source} }" is { {correct_target/random._target}} Question posed: "{ {question) . Possible response: " {correct_answer/other_answer}}”
WikiLingua In response to  {question} ), the answer is " {correct_answet/other_answer}}"

Context: {{source}}, Summary: {{correct_target/random_target} }
Q: Summarize the following: {{source}}, A: {{correct_target/random_target} }
The answer of "Summarize the following { {source} }" is {{correct_target/random_target} }

X-CSQA  Query: {{question} }\nResponse: "{ {correct_answer/other_answer} }"
The query: {{question} } yields the answer: "{{correct_answer/other_answer} }"
The answer to { {question}} could be: "{{correct_answer/other_answer} }"
For the question: { {question} }, the answer is "{ {correct_answer/other_answer} }"
The inquiry { {question} } could receive the answer: "{ {correct_answer/other_answer} }"
The query: {{question} } has the answer: "{{correct_answer/other_answer}}"

A.3 Machine Translation Templates When posed with the question: {{question} }, the answer provided is "{{correct_answer/other_answer} }"

Upon inquiry: { {question} }, the answer provided is "{ {correct_answer/other_answer} }"

A.3.1 FLORES-101 Templates
Task Statement Template A.7-3 X'CODAH Templates

The {{target_lang}} translation of {{lang}} sentence {{sentence}} is { {target_sentence}}
The {{target_lang}} translation of {{lang}} sentence {{sentence}} is not { {target_sentence}}

FLORES-101

Task Statement Template

The statement { {correct_text} } makes more sense than the statement { {other_text}}.
. . Statement { {correct_text}} is more logical than { {other_text}}.

A.4 Sentiment Analysis Templates The statement { [correct_tex(}) makes sense.
The statement { {correct_text} } is clearer compared to { {other_text}}.
{{correct_text}} is more reasonable than { {other_text}}.

A.4.1 multilingual-sentiments Templates Between the two, {{correct_text} } i‘s the more sensible statement over { {other_text}}.
{{correct_text}} presents a clearer rationale than {{other_text} }.

When comparing, {{correct_text}} is more coherent than {{other_text} }.

Task Statement Template X-CODAH Statement { {correct_text}} exhibits greater logic than {{other_text}}.
The text " { {text}}" is { {correct_label/other_label}}. In terms of logic, {{correct_text}} surp: {{other_text} }.
Sentence: *{ {text}}". Label: { {correct_label/other_label} } {{correct_text}} shows a higher degree of logical reasoning than {{other_text}}.
Sentiment Analysis:\nText: {{text} \nResult: {{correct_label/other_label } } Compared to {{other_text} }, statement { {correct_text} } is the more logical choice.
The sentiment of the text { {text} } is { {correct_label/other_label}} Between the two, { {correct_text} } is the more logical statement compared to { {other_text}}.
mulilingual-sentiments TeXG {1ext]) has a sentiment abeled as ({correet_label/other label]) The statement { {correct_text} } is sensible and coherent.
The text { {text} } conveys a sentiment of { {correct_label/other_label}} Clearly, the statement { {correct_text]  is logical.
The analysis reveals that { {text}} is characterized by a sentiment of  {correct_label/other_label}} o .
For the text {{text}}, the sentiment is identified as { {correct_label/other_label} } Itis evident that the statement { {correct_text} } is ‘S‘?““blc-
The sentiment associated with { {text} } is { {correct_label/other_label} } Undoubtedly, the statement { {correct_text}} holds logic.
In terms of sentiment, { {text} } reflects {{correct_label/other_label} } There is clarity in the statement { {correct_text} }.
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A.8 Topic Classification Templates

A8.1

SIB-200 Templates

Task

Statement Template

SIB-200

Sentence: {{text}}. Label: {{label}}.

The sentence {{text}} is considered a {{label}} sentence.
The sentence {{text}} is not considered a {{label}} sentence.
The sentence {{text}} is about {{label} }.

The sentence {{text}} is not about {{label}}.

The sentence {{text}} is a {{label}} sentence.

The sentence {{text}} is not a {{label}} sentence.

Text: {{text}} \n Category: {{label}}.

The text: "{{text}}" is labeled as {{label}}.

Sentence: "{{text}}" \n Topic: {{label}}.

The given sentence "{{text} }" belongs to the category: {{label}}.
The sentence describes a { {label} } topic: {{text}}.

The text "{{text}}" discusses {{label}}.

"{{text}}" talks about the topic: {{label}}.

This sentence, "{ {text}}", revolves around {{label}}.
"{{text}}" is centered on {{label}}.

The topic of "{{text}}" is {{label}}.

The text "{ {text}}" does not discuss {{label}}.

"{{text}}" does not talk about {{label}}.

This sentence, "{{text}}", does not revolve around {{label}}.
"{{text}}" is not related to {{label}}.

The topic of "{{text}}" is not {{label}}.

The text "{{text}}" is regarded as a {{label}} sentence.
"{{text}}" is classified as a {{label}} sentence.

This sentence, "{{text}}", is viewed as { {label}}.

The text is recognized as {{label}}: "{{text}}".

The classification of "{{text}}" is {{label}}.

The text "{{text}}" is not regarded as a {{label}} sentence.
"{{text}}" is not classified as a {{label}} sentence.

This sentence, "{ {text}}", is not viewed as { {label}}.

The text is not recognized as { {label}}: "{{text}}".

The classification of "{{text}}" is not { {label}}.

The sentence "{{text} }" falls under the category of {{label}}.
"{{text}}" is labeled as a {{label}} sentence.

This sentence, "{{text}}", is classified as {{label}}.

The text "{{text}}" belongs to the {{label}} category.
"{{text}}" is a sentence of the {{label}} type.

The sentence "{{text} }" does not fall under the category of {{label}}.

"{{text}}" is not labeled as a { {label}} sentence.

This sentence, "{{text}}", is not classified as { {label}}.

The text "{{text}}" does not belong to the {{label}} category.
"{{text}}" is not a sentence of the {{label}} type.

A.9 Paraphrase Detection Templates

A9.1

PAWS-X Templates

Task

Statement Template

PAWS-X

"{{textl}}" can be stated as "{{text2}}".
"{{textl}}" can not be stated as "{{text2}}".
"{{textl}}" can’t be stated as "{{text2}}".
"{{textl}}" duplicates "{{text2}}".
"{{textl}}" does not duplicate "{ {text2}}".
"{{textl}}" doesn’t duplicate "{ {text2}}".
"{{textl}}" is a duplicate of "{{text2}}".
"{{textl}}" is not a duplicate of "{{text2}}".
"{{textl}}" is the same as "{{text2}}".
"{{textl}}" is not the same as "{{text2}}".
"{{textl}}" is unrelated to "{{text2}}".
{textl}}" is a paraphrase of "{ {text2}}".
{textl}}" is not a paraphrase of "{ {text2}}".
{textl}}" isn’t a paraphrase of "{{text2}}".

{
{
{
{

A.10 Sentence Completion Templates

A.10.1 XCOPA Templates
Task Statement Template
The cause of {{premise}} is that { {choicel/choice2}}.
{{premise}} due to {{choicel/choice2}}.
XCOPA The effect of {{premise}} is that {{choicel/choice2}}.

{{premise}} therefore {{choicel/choice2}}.
{{premise}}, so {{choicel/choice2}}.

A.10.2 XStoryCloze Templates

Task Statement Template

{{textl}} entails {{text2}}.

{{textl}}? yes, {{text2}}.

Premise: {{textl}}, Hypothesis: {{text2}}, label: Entailment.
{{textl}} is neutral with regards to {{text2}}.

{{textl}}? maybe, {{text2}}.

Premise: {{textl}}, Hypothesis: {{text2}}, label: Neutral.
{{textl}} contradicts {{text2}}.

{{text1}}? no, {{text2}}.

Premise: {{textl}}, Hypothesis: {{text2}}, label: Contradiction.

XStoryCloze

A.11 Natural Language Inference Templates
A.11.1 XNLI Templates

Task Statement Template
In {{sentence}}, _is: {{optionl/option2}}.
Q:{{sentence}}, A: {{optionl/option2}}.

XNLI  The missing word in {{sentence}} is {{optionl/option2}}.

_in: {{sentence}} is { {optionl/option2}}.
{{sentence}}, _is: {{optionl/option2}}.

A.12 Coreference Resolution Templates

XWinograd Templates

jate

B Training Datasets

The following datasets where used to create
the statement dataset of Multilingual Statement-
Tuning and the instruction dataset for the decoder
models: Belebele (reading comprehension) (Ban-
darkar et al., 2024), Exams (Question Answering)
(Hardalov et al., 2020), xQuAD (Question An-
swering) (Artetxe et al., 2020) for multiple-choice
question answering; WikiLingua (Ladhak et al.,
2020) for summarization; FLORES-101 (Goyal
et al., 2022) for machine translation; Multilin-
gual Sentiments (IndoNLU, Multilingual Ama-
zon Reviews, GoEmotions, Offenseval Dravidian,
SemEval-2018 Task 1: Affect in Tweets, Emo-
tion, IMDB, Amazon Polarity, Yelp Reviews, Yelp
Polarity) (Wilie et al., 2020; Keung et al., 2020;
Demszky et al., 2020; Chakravarthi et al., 2021;
Hande et al., 2020; Chakravarthi et al., 2020b,a;
Mohammad et al., 2018; Saravia et al., 2018; Maas
etal., 2011; McAuley and Leskovec, 2013; Zhang
et al., 2015a,b) for sentiment analysis; XL-WiC
(Raganato et al., 2020) for word sense disambigua-
tion; MASSIVE (FitzGerald et al., 2023) for intent
classification; Multilingual Fig-QA (Kabra et al.,
2023), X-CSQA and X-CODAH (Lin et al., 2021)
for commonsense reasoning; SIB-200 (Adelani
et al., 2024) for topic classification; and PAWS-
X (Yang et al., 2019) for paraphrase detection.
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C Languages

ISO Language Family Subgrouping Script Resource
af Afrikaans Indo-European Germanic Latin High
ar Arabic Afro-Asiatic Semitic Arabic High
de German Indo-European Germanic Latin High
en English Indo-European Germanic Latin High
es Spanish Indo-European Italic Latin High
fr French Indo-European Italic Latin High
ga Irish Indo-European Celtic Latin Low
gu Gujarati Indo-European Indo-Aryan Gujarati Low
ha Hausa Afro-Asiatic Chadic Latin Low
hi Hindi Indo-European Indo-Aryan Devanagari High
id Indonesian Austronesian ~ Malayo-Polynesian Latin High
ig Igbo Atlantic-Congo Benue-Congo Latin Low
is Icelandic Indo-European Germanic Latin High
it Italian Indo-European Italic Latin High
kk Kazakh Turkic Common Turkic Cyrillic High
ky Kyrgyz Turkic Common Turkic Cyrillic Low
lo Lao Tai-Kadai Kam-Tai Lao Low
mt Maltese Afro-Asiatic Semitic Latin High
ny Nyanja Atlantic-Congo Benue-Congo Latin Low
pt Portuguese  Indo-European Italic Latin High
ru Russian Indo-European Balto-Slavic Cyrillic High
si Sinhala Indo-European Indo-Aryan Sinhala Low
tr Turkish Turkic Common Turkic Latin High
vi Vietnamese Austroasiatic Vietic Latin High
zh Chinese Sino-Tibetan Sinitic Han High

Table 3: Languages used in this study in alphabetical order of ISO 639-1 Code. Information on language family,
subgrouping, script, and resource level is drawn from (Costa-jussa et al., 2022).
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D Finetuning Setup

We include the finetuning setup of the Statement Tuned Encoder models in Table 4.

Model #Epochs Batch Size Learning Rate Weight Decay Warmup Ratio
google-bert/bert-base-multilingual-cased (mnBERT) 20 1.00e-6

microsoft/mdeberta-v3-base (mDeBERTa) 16 2.00e-6 01 01
FacebookAl/xlm-roberta-base (XLM-R base) 15 1.00e-6 ’ ’
Facebook Al/xIlm-roberta-large (XLM-R base) 2.00e-6

Table 4: Finetuning Setup and Hyperparameters for each encoder model.

Additionally, the decoder models were Instruction finetuned. All models above 2B parameters are
finetuned using QLoRA (Dettmers et al., 2023), while all models under 2B parameters are finetuned using
full finetuning. We include the specific hyperparameters in Table 5. We used a custom instruction dataset
of 150K examples constructed from the same task mixture as Statement-Tuning. The instruction templates
are outlined in Appendix H.

Model #Epochs Mode Batch Size Learning Rate Weight Decay Warmup Ratio
Llama3.1 8B 0.00001 steps=10
Qwen2 72B 0.0002 steps=10
Llama3.1 70B 0.00001 steps=10
Gemma 2 9B QLoRA 0.0002 0.1
Gemma 2 27B | 4 0.0002 0 0.1
Aya 23 8b 0.00001 steps=10
Aya 23 35b 0.00001 steps=10
Gemma 2 2b 0.0002 steps=10
Qwen2 1.5B FFT 0.0002 steps=10
Qwen2 0.5B 0.0002 steps=10

Table 5: Finetuning Setup and Hyperparameters for each decoder model.
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E Language Level Performance

In Figure 10 (fine-tuned on the same data) and Fig-
ure 11 (fine-tuned on custom data mixtures by the
teams who developed the models), we report the in-
dividual language performance on all 4 evaluation
tasks of all generative models and mDeBERTa fine-
tuned using Statement-Tuning. There are several
interesting observations.

In both cases of instruction finetuning setup, we
observe largely the same trends. First, on XCOPA,
XNLI, and XStoryCloze we notice that mDeBERTa
tends to perform more equitably than the LLMs,
meaning that there is less variation across lan-
guages in a single task/dataset. For example, in
XCOPA, Qwen2 72B and Llama3.1 70B perform
strongly on Indonesian, Italian, Vietnamese, and
Chinese but have lackluster performance on most
of the other languages. While mDeBERTa seems
to have less deviation between the best performing
languages and the others. We see this in XNLI and
XStoryCloze as well (for example Arabic, Swahili,
and Urdu in XNLI, and Swabhilli, Telugu, and
Basque in StoryCloze). This adds more support
for the use of our method with lower resource/tail-
end languages.

Second, we notice that our method can general-
ize to languages/language families that are unseen
during Statement-Tuning if they are seen during
pretraining. For example, Turkish (tr) and all Tur-
kic languages for that matter are completely unseen
during Statement-Tuning, but are seen during pre-
training, the model was still able to generalize on
Turkish on XNLI performing on par with Aya 23
35b. Moreover, Burmese (my) and all its closely
related languages are completely unseen during
Statement-Tuning while being seen during pre-
training, but the performance on XStoryCloze was
exceptionally strong far outperforming even the
strongest generative model (72.93 of mDeBERTa
vs. 52.81 of Llama3.1 70B fine-tuned on the same
data mixture). On the other hand, a language where
our model fails to generalize Quechua (qu) on
XCOPA was completely unseen during Statement-
Tuning and pretraining. This is encouraging as it
further supports our hypothesis that multilingual
pretraining is what powers Multilingual Statement-
Tuning. This should encourage the development of
more powerful encoder-only models with support
for more languages.

F Languages Used during Statement
Tuning

As a subset of the potential 25 languages from the
training set we choose the following 11 languages
as an intermediate subset:

* Chinese

* English

* French

* Vietnamese

* Swahili

* Russian

* Arabic

* Hindi

* German

* Indonesian

* Jtalian

We make the choice of these specific languages
as they span a variety of language families, scripts,

and resource availability and hence could poten-
tially help with cross-lingual generalization.
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Figure 10: Individual language subset performance on all 4 evaluation tasks and decoder models finetuned on the
same data mixture as Statement-Tuningand mDeBERTa trained on 11-langs. We include the standard deviation in

performance over 3 training runs for mDeBERTa.
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Figure 11: Individual language subset performance on all 4 evaluation tasks and decoder models (instruction-tuned
on custom data by the teams who released the models) and mDeBERTa trained on 11-langs. We include the standard

deviation in performance over 3 training runs for mDeBERTa.
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G Performance of Instruction-Tuned Model Variants

Model Parameters XCOPA XNLI XStoryCloze XWinoGrad
Qwen2 72B 67.24 80.42
Llama3.1 70B 66.20 79.85
Gemma 2 9B 56.00
Llama3.1 8B 77.52
Aya 23 8B 65.88
Aya 23 35B 70.43
Gemma 2 27B 64.54
Gemma 2 2B 52.79
Qwen2 1.5B 72.28
Qwen2 500M 63.80
mBERT (base) 110M 52.47 34.51 48.30 50.68
XLMR-base 250M 56.69 35.33 60.71 51.34
XLMR-large 560M 64.36 45.76 78.78 54.26

mDeBERTa (Best) 276M 65-52(1.64) 47-84(1.65) 73.53(1.25> 54.75(1.24)

Table 6: Accuracy of the existing instruction-tuned varieities of multilingual decoder and Statement-Tuned
encoder models on XCOPA, XNLI, XStoryCloze, and XWinoGrad tasks. Results in grey highlight performances
that are below the best-performing encoder model, mDeBERTa (276M). Additionally, we report the average
standard deviation across languages over 3 training runs only for mDeBERTa to quantify the random deviation due
to Statement-Tuning training.
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H

Instruction Templates

H.1 Multiple-Choice QA Templates

H.6
H.6

Intent Classification Templates

.1 MASSIVE Templates

Task Instruction Template
{{utt) \nWhat is the scenario of this utterance? (Choose from {{options_} })
H.1.1 Belebele Templates Given he flloing uternce: {{u]\wWhat s docs i belong (07 (Selectfrom {optons_|
{ {utt} \nWhich scenario best describes this utterance? (Choose one from { {options_} })
Tosk | Instruction Template What is the appropriate scenario for this utterance\n{ {utt} \nSelect from the following scenarios: { {options_}}
T wom T T— MAssivE  Context {{utt) JnWhat scenario is being described? (Options: { {options_}})
{{flores_pasage] 1n{ {question) 1n{ foptons, 1] Utterance: {{utt) }\nDetermine the scenario of this utterance from the following options: ({options_}}
{{flores_passage] J\n\nAnswer the following question: {{question} }\n{ {options_}} {{utt} }\nIn which scenario does this utterance fit? (Choose from { {options_}})
{{flores_passage }}\n\nBased on the preceding passage, answer the following question { {question) J\n{ {options_}} Based on the following utterance, classify the scenario: { {utt} \nPossible options: { {options_} }
Belebele | flores_passage} )\ninGive an answer to the following question using evidence from the above passage: ( {question| J\n{ {options_) } { {utt} P\nldentify the scenario that best fits this utterance (options: { {options_}})

Context: | {flores_passage} }\nQuestion { {question| }\nAnswer:\n{ {options_} }
Read the following passag _passage) )\nin{ {question) }\n{ {options_} }

Answer the question about the text:\n\n( {lores_passage ) }\n\n{ {question} }\n{ {options_} )

{(flores_passage }}\n\nWhat s the correct answer to the following question based on the text?\n{ {question) }\n{ {options_} }
Refer 1o the passage below:\n\n{ {flores_passage ) }\n\nWhat is the answer to this question?\n{ {question) )\n{ options_} }

What scenario does the following utterance belong to?\n{ {utt} }\nAvailable options: { {options_} }

H.7

H.1.2 Exams Templates

H.7.

Commonsense Reasoning Templates

1 Multilingual Fig-QA Templates

Task

Instruction Template

Task

Instruction Template

Question: [ {stem} }\nChoices-nA.  (choice }}WB. { (choice2) J\nC. {(choice3 ) NnD. {(choiced ]}
{{stem} J\nOptions:nA. { (choicel ) \nB. { (choice2) NnC. {{ehoice3)])nD. ({ehoiced] )

Reudthe guesont s JaChojeesa.{{eholet ) . {[hoie?] . o) hoce)

‘What s the correet answer to this questionatn | (stem) J\n\nOptionsanA. {[choice ] nB. { choice2) \nC. { {choice3] JwD. { {choiced:

Based on the question below, choose the most accurate mwrr\n\n([«mlv)]\lv\u(‘hmwx AnA. {(choicel | nB. {(¢hoice2) JnC. (mmmn\un ({choiced) )
Select the right option for the following question:nin{ {stem] Pnin. { {choice ) }\B. | {choice2) P\nC. {[choice3) JnD. | {choiced) )
Questonn {stem) WaOptonsn, choce 2. chois2] 3. {{choice3 . ({hoiccd)

Answer the selecting the best [{choice } B, { (choice2} \nC. {(choice3} JnD. [ (choiced ]}

{{stem) J\n\nAnswer optionsAnt. | [choicel} J\n2. {[choice2) Jwn3. {{choice3) )\nd. | (choiced

Below is & question and four possible answers. Choose one AninQuestion: [(stem) }\n\nChoices:\nA. ((choicel | B  (choice2) nC. { {choice3) }\aD. ( {choiced)

Multilingual

2] PnAnswer (1 or 2)
ing2) St o e st oplon, o 2 o e scond
) \nOption 2: { {ending2) | 1nA

PoChoose  for the 2o e s

Given the phrse:sarphrase] ' which o th fllowing s coree a1 ({ending ). { fnd
Based on hephrse:{sarphrsel ], whil 1))n2.
e e i of the ol vhu\m.mhu\mphmn’\n()plumI(
a hrase) 1y

Context: H\lmphn\x]]\m\ e e

“The phrase is: " {startphrase) | \nWhich of the following is correctZal. ( [ending] ). {[en

For the phrase *{ sty . which 1 {{ending! } 2.

s ane ofth following s correctAnOpion 1 {{ending! | \aOpion 2: {fe
e e . whichof e llin e cust conclosin.

Contder e phrase: ([ startphrasc} is {ending1 } jn2. (

Fig-QA

your answer (1 or 2):

H.1.3 xQuAD Templates

H.7.

2  X-CSQA Templates

Tk

raction Template

Task

Instruction Template

on- ((sem] [uChiicesaA. [choreel ) . | choiec2][aC
tem] PnOpions . ( (choiel . [choce2) MaC. | [h

(], [l . (ke o

XQuUAD

Please answer a question about the following article:\n\n{ {context} }\n\n{ {question} }
Read this and answer the question\n\n{ {context} }\n\n{ {question} }

{{context} }\n{ {question} }

Answer a question about this article:\n{ {context) J\n{ {question} }

Here is an article: {{context) )\nWhat is the answer to this question: { {question} }
Article: {{context}}\n\nQuestion: {{question}}
Article: {{context} J\n\nNow answer this question:
{{context) \n\nQ: { {question} }

Read the following article and answer the question:\n\n{ {context} }\n\nQuestion: {{question} )

Please read this passage and provide an answer to the following question:\n\n{ {context) \n\nQuestion: { {question} }

{{question} }

I, el e

10D, lchole] . e o
ehoec . et Y. (oS oot e

xcson

choose
e pion e lloing awston
alile

k. {{choics  inAns

0. [choicch . ({choice] . | chee n¥our snswer
e . e .1 ] nCho e et o

ichoce! | . {hoiee2] \nC.({choiee3) . | {choiced] . | [choceS) wAnswer:

H

.3 X-CODAH Templates

Task

Instruction Template

H.2 Summarization Templates

H.2.1 WikiLingua Templates

X-CODAH

Which option makes sense?\nA. {{choicel} JnB. {{choice2} \nC. { {choice3} \nD. { {choice4} \nAnswer:
Select the most reasonable option:\nA. { {choice } J\nB. { {choice2) \nC. { {choice3} JD. {{choice4] |\nAnswer:

Choose the most logical statement:\nA. { {choice | J\nB. { {choice2] J\iC. {{choice3} J\nD. { {choice4] J\nAnswer

Which of the following is the most plausible?\nA. { {choicel }}\nB. { {choice2) nC. {{choice3} JD. {{choice4) }\nAnswer:

Pick the statement that makes the most sense:\nA. { {choicel} JnB. { {choice2} JnC. { {choice3} JD. { {choiced ] J\nAnswer

Which statement is most consistent with common sense\nA. { {choice1 } J\nB. { {choice2} \nC. { {choice3} \nD. { {choice4] J\nAnswer
What makes the most sense in this context?nA.  {choicel ) \nB. { {choice2) JnC. {{choice3) D { (choiced) }\nAnswer:
Choose the statement that fits best:wnA. {{choicel } JnB. {{choice2} }\nC. { {choice3} \nD. { {choice4} }\nAnswer:

Which option is the most reasonablenA. { {choicel | J\nB. {{choice2} ]\nC. { {choice3 ] . { {choice4] J\nAnswer

Select the option that best aligns with common sense:nA. { {choice1 } J\nB. { {choice2] J\nC. {{choice3} JwD. { choice4) )\nAnswer

Task

Instruction Template

WikiLingua

Summarize:\n\n{ {source} }

Summarize the following:\n{ {source} }

Summarize this passage:\n\n{ {source} }

Provide a concise summary of this passage:\n{ { source} }

What is a summary of the following passage?\n{ {source} }

Describe the key points of the following passage:\n\n{ {source}}

Passage: {{source}}\n\nWhat is a summary?

Passage: {{source}}\nWhat is a summary of what this passage is about?
Provide a brief overview of the following passage:\n\n{ {source} }
Condense the key information from the following passage:\n\n{ {source} }

H.8

H.8.

Topic Classification Templates
1 SIB-200 Templates

Task

Instruction Template

SIB-200

H.3 Machine Translation Templates
H.3.1 FLORES-101 Templates

Given the following text, choose the correct category:\n\n{ {text} }\n\nCategories:\n{ {options_} }\nAnswer:
What is the topic of the following text?\n\n{ {text} }\n\nPossible categories:\n{ {options_} }\nAnswer:

Classify the following text into one of the categories:\n\n {text} }\n\nCategories:\n{ {options_} \nAnswer:
Identify the correct category for the text below-\n\n{ {text} \n\nAvailable categories:\n{ {options_} \nAnswer:
Which category does the following text belong to?\n\n{ {text} )\n\nCategories:\n{ {options_} )\nAnswer

Read the text and select its category:\n\n{ {text} )\n\nCategories to choose from:\n{ {options_} }\nAnswer:
Determine the most suitable category for the following text:\n\n{ {text} }\n\nCategories:\n{ {options_} }\nAnswer:
What is the correct classification of the following text?\n\n{ {text} )\n\nPossible options:\n{ {options_} J\nAnswer.
Choose the category that best describes the following text:\n\n{ {text} J\n\nCategories:\n{ {options_} }\nAnswer:
Given the text below, what is its main topic?\n\n{ {text} ) {{options_} }

2

H.9

H.9.

Paraphrase Detection Templates
1 PAWS-X Templates

Instruction Template

Task Instruction Template
Translate the following sentence from { {ori_lang}} to { {target_lang} }:\n\n{ {ori_sen} } Task
Please translate this sentence from { {ori_lang} } into { {target_lang) }:\n\n{ {ori_sen} }
Translate the { {ori_lang}} sentence to { {target_lang} }:\n\n{ {ori_sen} }
Convert the following { {ori_lang} ) sentence into {{target_| Iang) }:An\n{ {ori_sen} }
FLORES-101 Translate this sentence from {{ori_lang}} into { {target_lang}}:\n{ {ori_sen}} PAWSX

Please provide the translation of the following {{ori_lang} } sentence into { {target_lang} }:\n{ {ori_sen} }
Translate this { {ori_lang}} sentence to { {target_lang) }:\n{ {ori_sen} }

Convert this {{ori_lang}} sentence to {{target_lang} }:\n{ {ori_sen}}

Given the following { {ori_lang}} sentence, translate it into { {target_lang} }:\n\n{ {ori_sen} }

How do you say the following sentence in { {target_lang} }\n{ {ori_sen} }

Are the following two sentences paraphrases of each other AnnSentence 1 { (sentencel | JnSentence 2: | [sentence2] JnAnswer (Yes or Noy
Do these two sentences mean the same thing An\nSentence 1: {[sentencel } JnSentence 2: { [sentence2) JnAnswer (Yes
Determine if the following sentences are paraphrases-\n\nSentence I  {sentencel | J\nSentence 2: ({sentence2] J\nAnswer (Yes or Noj;
Paraphrase detection task\n\nSentence 1: { (sentencel } J\nSentence 2: {(sentence2) J\nAre they paraphrases? Answer: (Yes or No)

Do the sentences below convey the same meaningn\nSentence 1 ({sentencel | JnSentence 2 ({sentence2] \nYour answer: (Yes or No)

Decide i the two setences expres he same desnSentence [(\cmencev])\nSe\\lench [{sentence2] JnAnswer: (Yes or No)

Check if the two sentences are semantically eq\mxm\n\memence\ ({sentencel | J\nSentence 2: ({sentence2] J\nAnswer: (Yes or No)

Sentence similarity task-\nnSentence 1: { sei ) nSentence 2: ([\meuuz))\nlu Ihn) the same in meaning? Answer: (Yes or No)

Based on the given sentences, are they pumplvm\cw’\n\nSuchul somencel ) nSentence 2 { (sotence2) hnAnswer: (ves ot Noy

Compare the following sentences:\n\nSentence 1: {{sentencel } \Sentence 2: (mmm })\nDo they convey the same meaning? Answer: (Yes or No)

H.4 Sentiment Analysis Templates

H.4.1 multilingual-sentiments Templates

Task

Instruction Template

multilingual-sentiments

{{text} }\nWhat is the sentiment of this text? (positive, neutral, negative)

{{text} J\nls the sentiment of this text positive, neutral, or negative?

What sentiment does this text express (positive, neutral, negative)\n\n{ {text} }

Describe the sentiment of the following text (positive, neutral, negative):\n\n{ { text} }

How would you classify the sentiment of this text?\n\n{ {text} } (positive, neutral, negative)
What sentiment best describes this text? (positive, neutral, negative)\n\n{ {text} }

Analyze the sentiment of the following text:\n\n{ {text} } (positive, neutral, negative)
{{text} }\nLabel the sentiment as positive, neutral, or negative:

Classify the sentiment expressed in this text as positive, neutral, or negative:n\n{ {text} }
Determine whether the sentiment of this text is positive, neutral, or negative:\n\n{ { text} }

H.5 Word Sense Disambiguation Templates
H.5.1 XL-WiC Templates

Tk

Instructon Template

XLWiC

Comext 1

i bothcontexts? (¥es or Noj

oo e wod{ Faet word) i e s e np conetaConkxt 1 {conest 1 \Comen : s 3) onswr with Y ar N
s Have the same sense in both contexts nContext - { [context_ 1| nComtext 2 ({eontext 2) nAnswer Yes' or
Do he vor
ord} ) the

nswer "Yes”or

Context 11 ({eontex_1 ) nConten 2 { content_2] Do the o contexts convey the same meain forthe word | target_word) )2 (YesNo)

)
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I Inference Time Comparison

We report the average examples/sec processed for each of the datasets in Table 7. It is important to note
that all models are run on a single GPU, except for Meta-Llama-3-70B-Instruct and Llama-2-13B-chat
which were run on 4 and 2 GPUs, respectively.

We also present the maximum number of samples each model can handle during inference, alongside
the average time taken to process a single batch, all while fully utilizing a single GPU. These results,
detailed in Table 8, provide a clear understanding of each model’s efficiency in handling larger batch sizes
under optimal GPU utilization.

Model BCOPA MRPC FigQA Amazon Polarity StoryCloze YA Topic Emotion Avg
Qwen1.5-0.5B-Chat 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
phi-2 1.4 1.4 14 14 1.5 1.4 14 14
Meta-Llama-3-70B-Instruct* 29 1.3 32 0.9 4.9 1.1 21 23
flan-t5-large 8.2 13.2 13.2 13.2 13.2 13.2 132 125
Llama-2-13b-chat-hf* 8.7 5.7 12.8 43 15.7 44 69 83
Our Approach (roberta-large) 9.3 14.5 15.0 15.0 14.7 3.1 5.1 11.0
bart-large-mnli 9.7 14.1 14.0 14.2 14.1 13.7 13.8 134
pythia-6.9b 12.0 0.6 4.6 04 0.6 22 04 30
Llama-2-7b-chat-hf 12.5 0.6 4.6 04 0.6 2.3 05 3.1
Mistral-7B-Instruct-v0.2 12.8 0.5 2.7 0.3 0.5 1.7 04 27
pythia-2.8b 13.6 16.7 24.9 15.2 27.2 15.1 209 19.1
flan-t5-small 13.9 39.2 39.1 39.3 394 39.3 39.3 356
Our Approach (roberta-base) 17.9 49.8 50.0 49.8 49.9 10.3 17.0 349

Table 7: The average examples per second processed by each model on each task. * indicates that the model required
the use of more than one GPU.

Model Maximum Batch Size  Mean Inference Time Per Batch (s)
Qwen2-0.5B-Chat 240 0.0696
Qwen2-1.5B-Chat 118 0.0580
aya-23-8B 36 0.3729
gemma-2-2B 72 0.3473
gemma-2-9B 18 0.5682
Meta-Llama-3.1-8B 36 0.2415
Our Approach (mdeberta-base) 732 0.0270

Table 8: The maximum number of samples each model can handle during inference while fully utilizing GPU
memory (Nvidia A100 80GB).
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