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Abstract

Identifying factors that make ad text attractive
is essential for advertising success. This study
proposes ADPARAPHRASE V2.0, a dataset for
ad text paraphrasing, containing human pref-
erence data, to enable the analysis of the lin-
guistic factors and to support the development
of methods for generating attractive ad texts.
Compared with V1.0, this dataset is 20 times
larger, comprising 16,460 ad text paraphrase
pairs, each annotated with preference data from
ten evaluators, thereby enabling a more com-
prehensive and reliable analysis. Through the
experiments, we identified multiple linguistic
features of engaging ad texts that were not ob-
served in V1.0 and explored various methods
for generating attractive ad texts. Furthermore,
our analysis demonstrated the relationships be-
tween human preference and ad performance,
and highlighted the potential of reference-free
metrics based on large language models for
evaluating ad text attractiveness. The dataset is
publicly available at: https://github.com/
CyberAgentAILab/AdParaphrase-v2.0.!

1 Introduction

Advertisements play a vital role in marketing, rais-
ing awareness of products or services, capturing
user interests, and driving actions such as clicks. To
maximize their effectiveness, ad writers must create
attractive ad texts that appeal to users. However,
with the growing demand for online advertising,
manual ad text creation is reaching practical limita-
tions, highlighting the need for automatic ad text
generation (ATG) (Murakami et al., 2023). Writing
attractive ad texts requires considering two aspects:
what-to-say (the content to be advertised, such as
price or product name) and how-to-say (the way
the content is expressed). This study focuses on the
how-to-say aspect in exploring methods for generat-

!The dataset is provided under the CC BY-NC-SA 4.0
license.

Ad Text #Pref

@) Up to 50% discount on your first purchase 0
Get up to 50% off on your first purchase 9

(b) The industry’s lowest prices 3
Top-class low prices in the industry 7

Table 1: Example of ADPARAPHRASE V2.0, translated
into English for visibility. #Pref represents the number
of evaluators who preferred each ad text. Those who
chose “skip” are not included.

ing attractive ad texts, aiming to identify linguistic
factors that capture the user’s interest.

Many studies have investigated the factors that
influence ad performance and human preference
(Youngmann et al., 2020; Yuan et al., 2023). How-
ever, identifying the linguistic factors presents a
significant challenge because of the intricate inter-
play between the semantic content and its linguis-
tic expression. A clear analysis of the linguistic
factors requires disentangling them and focusing
exclusively on their impact (Pryzant et al., 2018).

To address this challenge, Murakami et al. (2025)
introduced ADPARAPHRASE, which is a dataset
comprising paraphrase pairs of ad texts, annotated
with human preferences from ten evaluators. By
controlling the content, the dataset allows us to in-
vestigate how linguistic expressions alone affect
the attractiveness of the ad. Using this dataset, they
identified linguistic factors, such as noun count,
that significantly affect human preferences. In ad-
dition, they demonstrated that these findings can
improve the generation of attractive ad texts.

However, the small size of their dataset, AD-
PARAPHRASE, presents notable limitations. The
dataset contains only 725 paraphrase pairs created
by professional ad writers and is insufficient for
conducting comprehensive and reliable analyses
or training ATG models. Consequently, previous
studies have primarily relied on in-context learning
(ICL) (Brown et al., 2020), leaving other promising
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approaches, such as preference tuning (Rafailov
et al., 2023), unexplored.

To address these limitations, we present AD-
PARAPHRASE V2.0, an expanded version of the
original dataset, with referring to the original
dataset as vV1.0. Table 1 presents paraphrase exam-
ples from the dataset. The number of paraphrase
pairs annotated with human preferences in v2.0 is
approximately 20 times larger than v1.0. This ex-
pansion enables a comprehensive analysis and en-
courages the exploration of other ATG approaches.
The dataset was built using scalable methods in-
cluding large language models (LLMs) and crowd-
sourcing, with manual annotations for paraphrase
identification and preference judgment.

In the experiments, we analyzed ADPARA-
PHRASE V2.0 and identified multiple linguistic
factors influencing human preferences that were
not identified in V1.0 (§5.1). We then evaluated
various methods for generating attractive ad texts,
including ICL, instruction tuning, and preference
tuning, by examining the characteristics of each
approach (§5.2). In addition, our analysis identi-
fied the relationships between human preferences
and ad performances, and demonstrated the suit-
ability of reference-free metrics for the automatic
evaluation of ad text attractiveness (§6). We hope
ADPARAPHRASE V2.0 will drive further advance-
ments in generating attractive ad texts.

2 Related Work

2.1 Ad Text Optimization

Optimizing ad texts to enhance ad performance
is a critical challenge for advertisers. To this end,
various approaches have been developed such as
ATG and text analysis (Murakami et al., 2023).
ATG approaches are broadly classified into two
categories: generation from scratch (Bartz et al.,
2008; Hughes et al., 2019) and ad text refinement
(Youngmann et al., 2020; Murakami et al., 2025).
The former involves creating ad text from sources,
such as keywords and landing pages (Kamigaito
et al., 2021; Mita et al., 2024), whereas the latter fo-
cuses on improving existing ad texts (Mishra et al.,
2020). This study falls into the latter category.
Using text analysis, previous studies investigated
factors affecting attractiveness, such as persuasion
strategies (Yuan et al., 2023), emotions (Young-
mann et al., 2020), and advertising appeal (Mu-
rakami et al., 2022). The key difference between
previous studies and our work is that we focus

on the attractiveness of linguistic expression in ad
texts. The factors that influence attractiveness can
be broadly divided into what-to-say and how-to-say.
Although previous studies often focused on what-
to-say without explicitly distinguishing between
the two, we specifically focus on how-to-say.

2.2 Paraphrase Generation

Our study is closely related to paraphrase genera-
tion, as it focuses on rephrasing ad texts into more
attractive expressions while preserving their mean-
ing. Paraphrase generation has long been a cen-
tral challenge in natural language processing, with
numerous datasets and methods proposed across
various domains (Zhou and Bhat, 2021).

This study differs from previous studies in two
key aspects: First, it targets ad texts, a domain with
unique characteristics distinct from previously stud-
ied areas such as social media (Lan et al., 2017)
and questions (Zhang et al., 2019). Second, it prior-
itizes human preference in paraphrase pairs, specifi-
cally examining linguistic expressions that enhance
the attractiveness of ad texts—a perspective unique
to the advertising domain. We hope that our dataset
will expand the scope of future research on para-
phrase generation.

3 Method of Dataset Construction

This section describes the design principles of
ADPARAPHRASE V2.0 (§3.1), the three-step con-
struction process involving paraphrase candidate
collection (§3.2), paraphrase identification (§3.3),
and preference judgment (§3.4), and the quality
control measures implemented throughout its
construction (§3.5).

3.1 Principles of Dataset Design

Our design principles are threefold: (1) ensuring
that the dataset is large enough to support both anal-
ysis and model training; (2) incorporating a diverse
range of paraphrasing cases; and (3) making the
dataset publicly available under a proper license
for research purposes.

To achieve Principle (1), over 10,000 data sam-
ples were collected. This quantity was determined
based on the benchmarks and requirements ob-
served in previous studies (Jha et al., 2023; Mita
et al., 2024) for reliable data analysis and effec-
tive model training. To address Principle (2), a
wide range of paraphrased expressions were cov-
ered beyond simple phenomena such as “word

15213



order changes” by providing explicit stylistic in-
structions during paraphrase generation. Finally, in
line with Principle (3), the dataset was constructed
using methods compatible with open distribution
for research purposes. Specifically, we leveraged
crowdsourcing and utilized open LLMs whose li-
censes permit the redistribution of the generated
content.

3.2 Collecting Paraphrase Candidates

ADPARAPHRASE V2.0 was constructed based on
CAMERA (Mita et al., 2024), a publicly available
Japanese ad text dataset for ATG. In this study, by
leveraging all ad texts from the dataset as source
texts, we collected paraphrase pairs by generat-
ing their paraphrases using both LLMs and crowd-
workers. While the quality would be ensured by
relying solely on professional ad writers to create
paraphrases, it is impractical to construct large-
scale datasets with the method because of resource
constraints. To address this issue, we leveraged
133 high-quality paraphrase pairs from ADPARA-
PHRASE V1.0 created by professional ad writers
as references for LLMs and crowdworkers. This
approach combines the expertise of professional
writers with automated methods to efficiently gen-
erate numerous paraphrase candidates. The proce-
dure for generating paraphrases using LLMs and
crowdworkers is as follows:

Paraphrase Generation using LLMs Para-
phrase candidates were generated using LLMs,
known for their paraphrase-generation capabili-
ties (Cegin et al., 2023), via In-Context Learning
(ICL) (Brown et al., 2020). For this approach, high-
quality paraphrase examples from professional
writers were provided as few-shot examples, along
with instruction texts as prompts. To enhance the
diversity of paraphrases in accordance with Princi-
ple (2), stylistic instructions were also incorporated
into the prompts. We defined 40 types of stylis-
tic instructions, such as “Use simpler syntax”, to
guide LLMs in generating paraphrase candidates
based on specified styles.” Stylistic instructions
were randomly selected for each ad text. Examples
of prompts and stylistic instructions are provided
in Appendix A. Moreover, multiple LLMs with dif-
ferent training datasets and model sizes were used.
The selection of LLMs was based on Principle (3)

The results from our analysis of the effect of stylistic in-
structions are provided in Appendix E. We confirmed that ex-

plicitly specifying stylistic instructions enables the generation
of lexically and syntactically diverse paraphrase candidates.

and whether they were pre-trained on Japanese cor-
pora. Specifically, we selected four models.> For
example, Swallow-7@B is a model based on Llama
3.1 and is distributed under the Llama 3.1 license,*
which permits the use of model-generated texts for
research purposes, including model training.

Paraphrase Generation by Crowdworkers We
used a crowdsourcing service.> The same instruc-
tions and paraphrase examples as those given to
the LLMs were provided to the crowdworkers as
annotation guidelines. Because most workers lack
experience in creating ad texts, additional knowl-
edge about ad text creation (e.g., “Include words
that encourage action”) was also included in the
guidelines. The complete guidelines are available
in Appendix A.

3.3 Paraphrase Identification

Manual labeling was conducted to indicate whether
the generated candidates are really a paraphrase at
the sentence level. To reduce the manual labor,
we first applied rule-based filtering to exclude (1)
candidates that are clearly not a paraphrase (e.g.,
contain different dates or monetary amounts) and
(2) ad texts exceeding 30 characters. The length
constraint was based on guidelines from ad plat-
forms such as Google Ads® because texts beyond
this limit cannot be delivered. Paraphrase iden-
tification (PI) was conducted via crowdsourcing,
whereby five workers evaluated each ad text pair
and made a binary judgment on whether it qualifies
as a paraphrase. The final label for each pair was
determined by majority vote. The instructions pro-
vided to the workers and example paraphrase pairs
are presented in Appendix B and D, respectively.

3.4 Human Preference Judgment

Preference judgments were conducted for valid
paraphrase pairs via crowdsourcing, with each pair
judged by ten workers. Workers were asked to se-
lect the more attractive ad text or “skip” if both
were equally attractive. To address the subjec-
tive nature of preference judgments, we followed
the guidelines of Wang et al. (2021) and provided

3The four models include tokyotech-llm/Llama-3.1-
Swallow-8B-Instruct-v0.1, tokyotech-1lm/Llama-3.1-
Swallow-70B-Instruct-v0.1, cyberagent/calm2-7b-chat, and
cyberagent/calm3-22b-chat on Hugging Face Hub (Wolf et al.,
2020).

4https: //www.l1lama.com/1lama3_1/license/

5ht’cps: //crowdsourcing.yahoo.co. jp/

®https://ads.google.com
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Pass Rates

Model #Generated #Filtered #Para.

| PI Pref

CALM2-7B 16,365 2,107 1,173 | 7.2 229
CALM3-22B 16,365 6,287 4,551 |27.8 21.4
Swallow-8B 16,365 4942 3,623 (22.1 209
Swallow-70B 16,365 5,226 4,174 255 19.5
Crowd worker 5,000 3,775 2939 |58.8 25.8
Total 70,460 22,337 16,460|234 217

Table 2: Statistics of ADPARAPHRASE V2.0. #Gener-
ated, #Filtered, #Para. refer to the number of generated
paraphrase candidates, the number of paraphrase candi-
dates that passed the rule-based filtering, and the number
of valid paraphrases judged by a majority of workers,
respectively. PI and Pref stand for the pass rates of para-
phrase identification and preference judgment.

the workers with multiple aspects of attractiveness,
such as “more clickable?” and “easier to under-
stand” as well. The complete annotation guidelines
are provided in Appendix C.

3.5 Quality Control

Several measures were implemented to ensure high
annotation quality despite inherent biases, such
as positional bias (Wang et al., 2024). Positional
bias was mitigated by randomizing the order of
the options presented to the workers. In addition,
attention checks (Klie et al., 2024) were included
using identical ad text pairs with predefined correct
answers (e.g., paraphrase for the PI task and skip
for preference judgment), rejecting responses from
annotators failing these checks to maintain quality.

4 Dataset Statistics and Analysis

4.1 Dataset Statistics

Table 2 summarizes the dataset statistics obtained
for the paraphrase construction process described
in §3. First, for paraphrase candidate collection,
16,365 ad texts from CAMERA were used as
inputs, obtaining 70,460 paraphrase candidates
through four LLMs and crowdsourcing. As source
text, crowdworkers used 5,000 texts randomly sam-
pled from CAMERA. Second, rule-based filtering
was applied, resulting in 22,337 paraphrase candi-
dates. Many candidates were removed during this
filtering step primarily because they exceeded the
length constraints. Third, 16,460 candidates were
judged as paraphrases in PI. Finally, conducting
preference judgments on the identified paraphrase
pairs yielded 16,460 pairs of preference judgment
data.

3000
2000

Count

1000

0 1 2 3 4 5 6 7 8 9 10
Maximum number of votes between ad text pair

Figure 1: Distribution of maximum number of votes
between ad text pair in preference judgments.

4.2 Inter-Annotator Agreement

Inter-annotator agreement (IAA) for PI (§3.3) and
preference judgment (§3.4) was measured using
Fleiss’ kappa (Fleiss et al., 1971). The kappa value
for PI was 0.442, indicating moderate agreement,
whereas that for preference judgment was 0.167, in-
dicating slight agreement (Landis and Koch, 1977).
The relatively low agreement in preference judg-
ment likely reflects the subjective nature, which is
consistent with the results of previous studies on
ad text evaluation (Mita et al., 2024).

4.3 Evaluation of Paraphrase Candidates

Table 2 presents the pass rates for PI and preference
judgment across different models. The pass rate
for PI represents the proportion of generated texts
that passed both rule-based filtering and manual
annotation, whereas the pass rate for preference
judgment indicates the proportion of paraphrases
judged as attractive by at least eight evaluators.
For PI, crowdworkers achieved the highest pass
rate, and larger LLMs such as CALM3-22B per-
formed better. In preference judgment, crowdwork-
ers again outperformed LLMs, with 25.8% of their
paraphrases judged as attractive. Among LLMs,
CALM2-7B showed a slightly higher rate. The
gap between LLMs and crowdworkers in prefer-
ence judgment was small, suggesting that LL.Ms,
despite slightly underperforming humans, are still
effective for generating attractive paraphrases.

4.4 Distribution of Preference Judgments

The histogram showing the distribution of prefer-
ence judgment results is presented in Figure 1. The
x-axis represents the number of evaluators who pre-
ferred the same ad text, excluding “skip” responses.
For example, a value of seven indicates that seven
out of ten evaluators preferred the same ad text,
whereas zero indicates that all evaluators skipped it.

The distribution of preference judgments and
their IAA (§4.2) revealed an inconsistency in hu-
man preference for ad text paraphrase pairs. Specif-
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Ver. Labels #Pairs Pref. Training Creators
Para 16,460 Vv Crowdworker,

V2.0 Non-Para 5877 — Allowed o LIMs
Para 725 .. Ad writers,

V1.0 Non-Para 513 Limited Closed LLMs

Table 3: Comparison of ADPARAPHRASE V1.0 and
v2.0.

ically, the most common agreement level involved
five to six evaluators. However, 3,570 cases, with
at least eight evaluators preferring the same ad text,
showed moderate agreement with an IAA of 0.480,
measured by Fleiss’” kappa. This non-random agree-
ment level, which was particularly noticeable in
cases of strong preference, suggests that differences
in linguistic expressions are likely to influence hu-
man preferences.

4.5 Dataset Comparison

Table 3 compares ADPARAPHRASE V1.0 and
v2.0. ADPARAPHRASE V2.0 includes over 20
times more paraphrases compared to v1.0. Further-
more, our dataset adheres to Principle (3), in that
it is freely available for research, including model
training. In contrast, v1.0 relies on GPT-3.5 and
GPT-4 via the Azure OpenAl API, that imposes
licensing restrictions that limit its usability.”

5 Experiments

Through dataset construction, we collected ad text
pairs with human preference annotations that were
20 times larger in scale than those in v1.0. Using
the dataset, we conducted two experiments: (1) an
analysis of linguistic features influencing human
preferences and (2) an ATG task. The first exper-
iment leveraged our larger dataset to identify the
linguistic features influencing human preferences
that were not revealed in v1.0. The second ex-
periment evaluated the effectiveness of recent text-
generation techniques, such as instruction tuning
(Wei et al., 2022) and preference tuning (Rafailov
et al., 2023), for the ATG task. This extends the
prior work limited to ICL. Through the experiment,
we assessed the potential of these methods for gen-
erating more attractive ad texts.

7https ://azure.microsoft.com/en-us/products/
ai-services/openai-service/

5.1 Analysis of Linguistic Features

In this experiment, we focused on 3,570 paraphrase
pairs with moderate preference agreement (§4.4),
analyzing how differences in linguistic expressions
influence preferences using a chi-square test.

5.1.1 Experimental Settings

Linguistic Features The objective of ad texts
is to capture people’s attention and draw their in-
terest. Thus, factors such as visibility, informa-
tiveness, and readability play a crucial role in en-
hancing their attractiveness (Wang and Pomplun,
2012; Schwab, 2013). We analyzed how linguistic
features related to expression and style influence
human preferences. Following Murakami et al.
(2025), linguistic features were categorized into
four groups: raw text, lexical, syntactic, and stylis-
tic. A list of the linguistic features is presented in
Table 4.8 As a raw text feature, we used charac-
ter count, which affects the informativeness and
readability of the text. The lexical features include
the number of content words, character types, and
lexical choice. Content words are related to infor-
mativeness, whereas character types are associated
with readability (Sato et al., 2008). Lexical choice
was measured by counting common and proper
nouns, assuming that commonly used words are
preferred. Syntactic features measure text complex-
ity and fluency, including the depth of the depen-
dency tree, the dependency link length, and per-
plexity (PPL). Stylistic features include emotion,
textual specificity, and decorative use of symbols.
The emotion and specificity labels were assigned
using external classifiers, as described in Appendix
F. For decorative symbols, the presence of brackets
was included, as they are widely used in Japanese
ad texts to emphasize key information.

Analysis Method To analyze the relationship be-
tween each linguistic feature and human preference,
we used the chi-square test of independence. This
method assesses the independence between two cat-
egorical variables: (1) ad texts preferred by most
evaluators and (2) superiority or inferiority of each
linguistic feature. For example, when studying
PPL, the relationship between preferred ad texts
and their perplexity scores is analyzed.

Dataset We used 3,570 ad text pairs for which at
least eight out of ten evaluators expressed a pref-
80nly a subset of features is presented in Table 4 due to

space limitations. The complete list of 26 features, along with
their definitions and analysis results, is in Appendix F.
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Linguistic Features df N X’ ¢

Raw text Text length

features  character’+ ™ * 12,925 723.8 0497
Content words
noun’H T 1 1,406 326.6 0.482
verbb b 1 535 6.9 0.114
adjective 199 0.9 0.094
Lexical  [exical choice
features common noun™*"* 1 1397 288.1 0.454
proper noun® ™ 1 152 7.6 0223
Character type
hiraganai’i’* 12,047 232 0.107
kanjit T 11,503 2577 0.414
Dependency tree
~ deptht¥* 11,914 169 0.094
Syntactic  Jength 1 2,349 1.9 0.028
features Others
noun phrases™*T* 1 1,895 259.8 0.370
perplexity "+ 13,570 2233 0.250
Emotion
joy*Fb 1 693 701 0.318
Stylistic  anticipation® ™ 1 683 893 0.362
features Others
specificity® 1 186 1164 0.791
brackets '+ T 1 1,667 1,372.6 0.907

Table 4: Results of the chi-square test. Df, N, and ¢
refer to the degree of freedom, the number of cases for
each feature, and the measure of effect size, respectively.
T indicates linguistic features, identified in v2.0, that
influence preference judgments, while f denotes those
identified in V1.0. 1 and | indicate that ad texts with
higher and lower feature scores, respectively, are pre-
ferred. * indicates a significant relationship with human
preferences (p < 0.01).

erence (§3.4), ensuring the reliability of the factor
analysis influencing preferences. In addition, to
focus on the differences in linguistic expressions
between ad text pairs, we analyzed only the pairs
with different scores for linguistic features, such
that the number of cases for each feature varied.
For example, 2,925 pairs had different character
counts.

5.1.2 Results

Table 4 presents the chi-square test results. Lin-
guistic features with higher chi-square values (x?)
and lower p-values indicate a stronger relationship
with human preferences. We also report Phi (¢),
a commonly used measure of effect size for the
chi-square test (Cohen, 1988). ¢ is defined as
v/ (x?/N), where N is the number of observations.
A value of 0.1 is considered a small effect, 0.3 a
medium effect, and 0.5 a large effect.

These results reveal that several linguistic fea-

tures, such as textual specificity and certain emo-
tions (e.g., joy, anticipation), which were not iden-
tified by V1.0, are significantly related to human
preferences. Specifically, cross-tabulations be-
tween linguistic features and preference judgments
showed that ad texts with the following characteris-
tics were preferred: longer text, more nouns, shal-
lower dependency trees, lower perplexity, higher
specificity, and the presence of brackets. These are
examples of preferred features, and the full results
are presented in Appendix F. Conversely, no signif-
icant differences were observed for features such
as the number of adjectives.

5.2 Ad Text Generation

In this experiment, we focus on ad text refinement
(Mishra et al., 2020), a task that generates more at-
tractive ad texts by rephrasing the linguistic expres-
sions without adding or removing any information.

5.2.1 Experimental Settings

Comparison Methods In exploring multiple
methods for generating more attractive ad texts, we
focused on recent LLM-based techniques, such as
instruction tuning (Wei et al., 2022), preference tun-
ing (Rafailov et al., 2023), and ICL (Brown et al.,
2020). For ICL, we tested three types of prompts:
(1) zeroshot, which provides only basic instruc-
tions for rephrasing an input ad text into a more
attractive ad text; (2) zeroshot-findings, which
further incorporates feature analysis findings (in
§5.1) into the prompt; and (3) fewshot-findings,
which extends zeroshot-findings by including
20 paraphrase examples sampled from the training
data. As the findings, we incorporated higher char-
acter counts, greater fluency, and the use of brack-
ets into the prompt. The few-shot examples were
selected based on preference judgments, pairing
less-preferred input texts with their corresponding
preferred outputs. For instruction tuning, the LLMs
were fine-tuned using less-preferred ad texts as in-
puts and highly preferred ad texts as outputs, based
on human preference judgments. The instruction-
tuned models were further refined by preference
tuning via direct preference optimization (DPO)
(Rafailov et al., 2023). For further implementation
details, including the training setups and prompts
used for each model, please refer to Appendix G.

LLMs Three LLMs, CALM3-22B (Ishigami,
2024), Swallow70B (Fujii et al., 2024), and GPT-
40 (OpenAl, 2024), were employed. The first two
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Model PI  Att Att&Length
CALM3-22B
zeroshot 74.0 23.0 12.8
zeroshot-findings 74.0 42.6 23.0
fewshot-findings 85.0 38.8 31.2
instruct-zeroshot  90.5 31.5 29.3
dpo-zeroshot 70.5 84.4 8.5
Swallow70B
zeroshot 90.5 15.5 8.3
zeroshot-findings 80.0 44.4 17.5
fewshot-findings  86.5 40.5 26.0
instruct-zeroshot  94.0 18.6 17.6
dpo-zeroshot 62.5 71.2 8.0
GPT-40
zeroshot 86.0 12.8 12.8
zeroshot-findings  95.5 39.3 34.6
fewshot-findings 92.5 37.8 335
Crowdworker 89.1 239 223

Table 5: Human evaluation results of ATG experi-
ments. The evaluation used three metrics: PI, Att, and
Att&Length, denoting the pass rate for paraphrase iden-
tification, the pass rate for attractiveness judgment, and
the pass rate for attractiveness when length constraints
are also considered, respectively.

models were chosen because they were pre-trained
on Japanese corpora, either from scratch or through
continual learning. We used GPT-40 via the Azure
OpenAl API, version 2024-09-01-preview. Ad-
ditionally, to compare the human performance with
those of LLMs, the paraphrases created by crowd-
workers were evaluated. Crowdworkers were in-
structed to create paraphrases from the given ad
text based on the guidelines described in §3.2.

Dataset A revised version of ADPARAPHRASE
v2.0 was used for model training.” Specifically,
the triplets (z, y1, y2) were formed by pairing
source ad text x and two paraphrases y; and ys
generated by the different models in v2.0. Subse-
quently, preference judgments were conducted for
y1 and y2 using the annotation process in §3.4, col-
lecting responses from ten evaluators. As a result,
we constructed a dataset of 8,721 triplets (x, yfref,
5, where 4" and 5™ denote preference-
labeled paraphrases. The dataset was split into
training, development, and test sets at a ratio of
9:0.5:0.5.

Evaluation Methods The generated texts were
evaluated using three criteria: (1) paraphrase identi-

°In AdParaphrase v2.0, preference judgments were con-
ducted on (z, y). However, this data format is not suitable for
preference tuning such as DPO. Thus, the triplets (z, y1, y2)
were created, and preference data were collected for (y1, y2).

Model Perplexity| #Char{ Bracketst
CALM3-22B
zeroshot 155.6 27.5 5.0
zeroshot-findings 157.6 30.7 64.5
fewshot-findings 146.7 27.0 69.0
instruct-zeroshot 168.5 24.1 48.5
dpo-zeroshot 92.2 42.3 37.0
Crowdworker 264.3 23.8 45.8
Source ad texts 169.7 23.6 39.5

Table 6: Linguistic features of generated ad texts. #Char
and Brackets denote the average number of characters
per text and the proportion of generated texts that in-
clude the bracket symbol, respectively.

fication, (2) attractiveness, and (3) attractive while
satisfying length constraints. Criteria (1) and (2)
were assessed using the human evaluations de-
scribed in §3.3 and §3.4. For (1), the percentage of
generated texts judged as paraphrases by the major-
ity of evaluators was calculated. For (2), among the
texts judged as paraphrases, we reported the per-
centage judged as attractive by the majority. This
evaluates the ability to generate an ad text that is
both a valid paraphrase and attractive. For (3),
among the texts judged as paraphrases, the percent-
age judged as attractive and satisfying the length
constraint of 30 characters was determined. As ad
texts that exceed length constraints cannot be deliv-
ered in online advertising, this metric evaluates the
practical capability of generating attractive ad texts
within the length constraint.

5.2.2 Results

The evaluation results are presented in Table 5.
For paraphrasing, the instruction-tuned methods
demonstrated better performance. In terms of at-
tractiveness, DPO-based models performed best
overall. Furthermore, zeroshot-findings and
fewshot-findings, which incorporate the find-
ings of linguistic feature analysis, generated more
attractive texts than zeroshot. This demonstrates
that the findings obtained from the analysis con-
tributed to improving the attractiveness of the
generated texts. When considering attractive-
ness in conjunction with length constraints, the
zeroshot-findings outperformed DPO-based
models. This is because DPO-based models gen-
erated many texts that failed the length constraint,
thereby reducing their score in this comparison.
Table 6 presents the linguistic features of the gen-
erated texts, including PPL, character count, and
the presence of brackets, which were the key fea-
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©0.8 Alignment ratio with pCTR
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Number of evaluators who preferred the same ad text

Figure 2: Alignment between human preferences and
predicted Click-Through Rate (pCTR). The x-axis in-
dicates human agreement level (number of evaluators
with same preference). The y-axis shows the alignment
ratio with pCTR. Higher human agreement correlates
with increased alignment ratio, suggesting stronger con-
sensus means better alignment.

tures incorporated into the prompt. The results in-
dicate that models with higher attractiveness scores
in Table 5 performed better across these linguistic
features. Notably, DPO-based models exhibited
higher character count. This suggests that DPO-
based models tend to generate longer texts, poten-
tially benefiting from length heuristics (Park et al.,
2024), a bias where evaluators tend to perceive
longer texts as more attractive.

6 Analysis

In this section, we report on the analyses conducted
from two main perspectives, to contribute to the
future development of attractive ad text genera-
tion. The first is an analysis of the relationship
between human preferences and ad performance.
Given that the ultimate goal of advertising is to
optimize ad performance (e.g., clicks), clarifying
the relationship between ad text preferences and
ad performance is crucial. The second perspective
concerns automatic evaluation of PI and attractive-
ness. Although PI and attractiveness were evalu-
ated manually in this study, verifying automatic
evaluation metrics as alternatives to manual eval-
uation is required to enhance efficiency in future
research.

For the former perspective, we conducted two ex-
periments: evaluating the relationship between hu-
man preference and predicted CTR (pCTR) (§6.1)
and assessing ad performance in a real-world en-
vironment online (§6.2). For the latter, a meta-
evaluation was performed to assess the relationship
between human evaluation and existing automatic
evaluation metrics (§6.3).

Ad delivery period CTR1 CVRT CTVRT CPCJ| CPA|

Fitness  2weeks 91.5 141.4 1294 1107 794
Education 2 Weeks 777 2490 2000 100.5 404
ucation  month 934 1389 1273 906 65.3

Table 7: Relative improvement of advertising perfor-
mance metrics for different ad types (Fitness, Education)
and delivery periods, compared to a baseline (100%).
Bold values indicate statistically significant differences,
as determined by a z-test (p < 0.01).

6.1 Relationship between Human Preferences
and pCTR

It is critical to understand how the attractiveness of
ad texts influences user behavior because the goal
of advertising is to capture attentions and drive
actions such as clicks. To explore this, we ana-
lyzed the relationship between human preferences
and ad performance. Specifically, we examined
whether the ad texts preferred by most evaluators
also achieved a higher pCTR, a proxy for CTR.
Figure 2 shows the alignment between human
preference and pCTR in ADPARAPHRASE V2.0.
The pCTR for each ad text was obtained using an
in-house CTR prediction model. The x-axis repre-
sents the number of evaluators who preferred the
same ad text, whereas the y-axis denotes the per-
centage of cases with pCTR and human preferences
in agreement. For example, an x-axis value of ten
means all evaluators preferred the same ad text in a
pair, and the corresponding y-axis value shows the
percentage of cases which also have higher pCTR.
The results revealed a strong correlation between
human preferences and pCTR (Pearson’s correla-
tion coefficient: 0.946), confirming that the ad texts
preferred by the majority achieved higher CTRs.
However, even when all the evaluators agreed on
their preferences, the percentage of cases with a
higher pCTR was approximately 60%, suggesting a
potential upper limit for improving ad performance.

6.2 Online Evaluation of Ad Performance

In the online evaluation, we analyzed whether
rephrasing ad texts into more attractive expressions
influences ad performance, such as CTR. Specif-
ically, we conducted an A/B test, comparing an
existing group of ad texts with paraphrased ads
generated using the fewshot-findings method!'®
in §5.2. The tests were conducted on Google Ads,
focusing on the headline text for ads from two com-

OFor this evaluation, we used GPT-4 as the model.
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Paraphrase Attractiveness

Metrics r p T r p T

BLEU 0.948 0.950 0.831 -0.707 -0.484 -0.410
ROUGE-1 0.279 0.277 0.199 0.138 0.204 0.065
ROUGE-2 0.162 0.275 0.167 0.061 -0.113 -0.110
ROUGE-L 0.239 0.306 0.260 0.197 0.159 0.051
BERTScore 0.927 0.934 0.805 -0.769 -0.511 -0.385
GPT-40 0.948 0.965 0.895 0.886 0.758 0.615

Table 8: System-level meta-evaluation results with Pear-
son (1), Spearman (p), and Kendall (7).

panies in the fitness and education industries. The
ads for the former ran for two weeks, whereas those
for the latter ran for two weeks or one month. De-
tails of the evaluation setup are provided in Ap-
pendix H.

Table 7 summarizes the relative improvement
rates of paraphrased ads over existing ads us-
ing metrics such as CTR, conversion rate (CVR),
CTVR, cost per click (CPC), and cost per action
(CPA).!" Among these, CTVR, defined as the prod-
uct of CTR and CVR, is a comprehensive indicator
of ad performance. The results indicate that as CTR
decreases, CVR improves, reflecting actions such
as purchases or sign-ups. Notably, for fitness ads,
relative improvements in CVR and CTVR were
statistically significant compared to the baseline.

6.3 Reliability of Automatic Evaluation
Metrics

Adopting automatic evaluation methods is essential
for enhancing efficiency in future studies. Thus,
we analyzed whether existing automatic evalua-
tion metrics can substitute human evaluations by
conducting a system-level meta-evaluation. Specifi-
cally, we examined the correlations between human
evaluation results from the ATG experiments (§5.2)
and various automatic metrics. The evaluation met-
rics are presented in Table 8. Inspired by the LLM-
as-a-judge paradigm (Gu et al., 2025), we included
LLM-based evaluations using GPT-40. For GPT-
40, we used human evaluation guidelines for PI
and preference judgment as prompts. The LLM-
based evaluation was reference-free, whereas the
other metrics were reference-based, using human-
created paraphrases (§5.2) as reference texts. The
automatic evaluation scores are provided in Ap-
pendix G.

Table 8 presents the correlations between the

UFor advertising terms, see https://support.google.
com/google-ads/topic/3121777.

scores and human evaluation results. For PI, BLEU,
BERTScore, and GPT-40 exhibited strong positive
correlations with human evaluations. With regard
to attractiveness, GPT-4o showed a strong posi-
tive correlation, whereas BLEU and BERTScore
displayed negative correlations. These results sug-
gest that both reference-based and reference-free
metrics are effective in predicting PI. However,
reference-free metrics are more suitable for assess-
ing attractiveness.

7 Conclusion

This study introduced ADPARAPHRASE V2.0, a
dataset for ad text paraphrasing that contains hu-
man preference data. Compared to V1.0, our
dataset is 20 times larger, enabling a comprehensive
analysis of the key features that make ad text attrac-
tive. We identified multiple linguistic features that
contribute to engaging ad texts and investigated var-
ious methods for generating attractive ad texts. Our
analysis revealed the relationship between human
preference and ad performance, and demonstrated
the potential of reference-free evaluation for assess-
ing ad text attractiveness.

Future work will include enhancing ATG meth-
ods by addressing challenges such as adhering to
length constraints, optimizing both human pref-
erence and ad performance, and investigating the
influence of other factors on preferences, such as
demographic information and product category.

8 Limitations

This study has several limitations that should be
addressed in future studies.

Many Paraphrased Texts are LLM-Generated
Many paraphrased texts are generated by LLMs,
potentially resulting in linguistic features that dif-
fer from real ad texts. However, please note that
the original CAMERA ads, used as source ad texts,
were actually distributed ads, and so not all texts
are LLM-generated. Future research could exam-
ine expression differences between human-written
and LLM-generated ads or analyze how linguistic
features influence preferences, focusing on human-
authored texts.

Language-Specific Features and Generalizabil-
ity ADPARAPHRASE V2.0 is based on Japanese
ad texts, meaning its linguistic feature analysis in-
cludes characteristics specific to Japanese, such as
character types. However, other languages, such
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as English and Chinese, also have unique linguis-
tic features that may influence preferences, such
as uppercase usage in English. It is important to
note that our findings do not necessarily generalize
to other languages. Future work could extend the
dataset to multiple languages to explore whether
certain linguistic features affecting preferences are
shared across languages. To realize this multilin-
gual extension, there are two possible approaches
for multilingual adaptation: translating existing
datasets like ADPARAPHRASE V2.0 or construct-
ing new ones from scratch. Given that ads often
include language- and region-specific proper nouns
(e.g., product or service names), translation may
lead to unnatural results. Therefore, we believe
building datasets from scratch is more appropriate.
This would involve collecting ad texts in the tar-
get language and applying the same process: para-
phrase generation, identification, and preference
annotation.

Limited Participants in Preference Judgments
Due to time and financial constraints, the prefer-
ence judgments were conducted with ten partici-
pants. Therefore, their preferences may not accu-
rately reflect those of a broader population. To ob-
tain more reliable and robust preference judgment
results, collecting opinions from a larger number of
participants is necessary. Additionally, this study
recruited only Japanese participants. Since pref-
erences can be influenced by demographic factors
such as nationality, age, and gender, by collecting
such additional information, it would be possible to
analyze whether these factors influence preferences.
An analysis incorporating demographic informa-
tion would be a valuable future direction.
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You are a professional copywriter responsible for creating
search engine ads. Please rephrase the provided ad text to
make it more attractive according to the following conditions

# Conditions

- An ad text must be within 30 characters.

- Do not add new information or remove existing information
from a given ad text.

30 paraphrase
examples created
by ad writers

i Examples
Input: Recommended in Kannai: Nail Salon
Output: Recommended Nail Salon @ Kannai

Input: Sell Gift Cards at a High Exchange Rate
Output: Sell Gift Cards at the Best Exchange Rate

Input: Up to ¥21,000 Discount for Online Applications
Output: Online Application: Up to ¥21,000 Discount

# Answer

Additional conditions: {stylistic instruction}
Input: {source ad text}

Output: {paraphrased ad text}

Figure 3: Prompt for paraphrase candidate generation
using LLMs.

A Collecting Paraphrase Candidates

ADPARAPHRASE V2.0 was constructed based on
v1.0 and CAMERA, a Japanese ad text dataset.
Both are governed by the CC BY-NC-SA 4.0 li-
cense, and we adhered to the intended use. The
details of paraphrase candidate generation using
LLMs and crowdworkers are as follows:

LLMs The prompt used to generate the para-
phrase candidates is shown in Figure 3. For the
few-shot examples, we used 30 paraphrase exam-
ples created by professional ad writers from AD-
PARAPHRASE V1.0. In addition, to enhance para-
phrase diversity, we defined 40 types of stylistic
instructions, which are listed in Table 9. These
instructions were defined based on previous studies
on ATG (Kamigaito et al., 2021) and best practices
in copywriting (Schwab, 2013). During paraphrase
generation, a stylistic instruction was randomly se-
lected for each source text. The effectiveness of
these stylistic instructions is discussed in Appendix
E. For all models, the temperature and top-p were
set to 0.8 and 0.95, respectively.

Crowdworkers Figure 4 shows the annotation
guidelines presented to the workers. The workers
were given the same instructions and paraphras-
ing examples as those provided to the LLMs. To
avoid increasing the annotation burden, we avoided
providing explicit stylistic instructions to the hu-

Please rephrase the provided ad text to make it more
attractive according to the following conditions.

# Conditions

- An ad text must be within 30 characters.

- Do not add new information or remove existing information
from a given ad text.

# Tips for paraphrasing

Here are some tips for paraphrasing. However, you don’t have
to strictly follow them.

- Change the word order to make it clearer.

- Use simpler words.

- Choose more catchy expressions.

- Use synonyms with the same meaning.

- Add decorative symbols.

- Modify the character types.

- Place the most important information at the beginning.
- Use more abstract expressions.

- Use more specific expressions.

- Include words that encourage action.

- Use casual language.

- Turn statements into questions.

# Examples
Input: Recommended in Kannai: Nail Salon
Output: Recommended Nail Salon @ Kannai

Input: Sell Gift Cards at a High Exchange Rate
Output: Sell Gift Cards at the Best Exchange Rate

Input: Up to ¥21,000 Discount for Online Applications
Output: Online Application: Up to ¥21,000 Discount

# Answer
Input: {source ad text}
Output: {paraphrased ad text}

Figure 4: Guidelines for paraphrase candidate creation
presented to crowd workers.

man annotators, unlike the method used for LLMs.
Because most workers had no prior experience in
ad text creation, the guidelines also included tips
on effective paraphrasing. These guidelines were
developed based on insights from previous work
(Kamigaito et al., 2021) on ATG and best prac-
tices in ad text creation (Schwab, 2013). We used
Yahoo! Crowdsourcing as the crowdsourcing plat-
form.!? Native Japanese speakers were involved in
the annotation process. Additionally, in accordance
with the regulations of the crowdsourcing platform,
each worker was compensated with 10 yen per task.
The workers were informed in advance that their
annotation results would be used for research pur-
poses. Personally identifiable information was not
obtained.

12https ://crowdsourcing.yahoo.co. jp/
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# Instructions # Instructions

(1)  Use many hiragana characters. (21)  Use content words.

2 Use many katakana characters. (22)  Use common words.

(3)  Use many kanji characters. (23)  Use technical terms.

4 Write like a news article headline. (24)  Use positive words.

(5)  Use more specific expressions. (25)  Use negative words.

(6) Use more abstract expressions. (26)  Use neutral words.

(7)  Use first-person pronouns. (27)  Use formal language.

(8)  Use second-person pronouns. (28)  Use casual language.

(9)  Use third-person pronouns. (29)  Place important information at the beginning.
(10)  Use expressions that convey excitement. (30)  Place important information an the end.
(11)  Use expressions that convey joy. (31)  Use more complex syntax.

(12)  Use calming and soothing expressions. (32)  Use simpler syntax.

(13)  Use expressions that convey urgency. (33) Make it a question.

(14)  Use expressions that encourage action. (34)  Use simple words.

(15)  Use brackets. (35)  Use difficult words.

(16)  Use numbers. (36) Emphasize the benefits.

(17)  Use verbs. (37)  Show how to solve the problem.
(18)  Use adjectives. (38)  Include a catchy phrase.

(19)  Use nouns. (39)  Use a visually clear expression.
(20)  Use adverbs. (40)  Use an easy-to-read expression.

Table 9: List of stylistic instructions for paraphrase candidate generation using LLMs

Please determine whether the following pair of ad texts is a
paraphrase.

# Criteria

Does the pair have the same meaning?

Does the pair convey the same content in different
expressions?

# Choices
- {ad text #1}
- {ad text #2}

Figure 5: Guidelines for paraphrase identification pre-
sented to crowd workers.

B Paraphrase Identification

Figure 5 presents the annotation guidelines for
paraphrase identification provided to the workers.
To ensure consistency between ADPARAPHRASE
v1.0 and v2.0, we adopted the annotation guide-
lines used by Murakami et al. (2025). The crite-
rion for paraphrase identification is whether two
sentences convey the same meaning at the sen-
tence level. We used Yahoo! Crowdsourcing as
the crowdsourcing platform. The annotation work-
ers were native Japanese speakers. Each worker
was compensated with 10 yen per task in accor-
dance with the regulations of the crowdsourcing
platform. No personally identifiable information
was collected during the annotation process. The
workers were informed that their annotation results
would be used for research purposes.

C Human Preference Judgments

Figure 6 presents the annotation guidelines for the
preference judgments provided to the workers. To
ensure that preference judgment criteria were con-
sistent with ADPARAPHRASE V1.0, we adopted
the same annotation guidelines as those used by
Murakami et al. (2025). We used Yahoo! Crowd-
sourcing as the crowdsourcing platform. Native
Japanese speakers were involved in the annotation
process. In accordance with the regulations of the
crowdsourcing platform, each worker was compen-
sated with 10 yen per task. Personally identifiable
information was not obtained. The workers were
informed in advance that their annotation results
would be used for research purposes.

D Example Paraphrase Pairs

Table 10 presents the example paraphrase pairs
included in ADPARAPHRASE Vv2.0.

E Effect of Stylistic Instructions

We analyzed the effect of stylistic instructions on
Principle (2). This analysis evaluated diversity
from two perspectives: (1) differences between
input and generated texts, and (2) diversity of gen-
erated texts. The first perspective uses a similar-
ity score based on the Levenshtein edit distance
(Levenshtein, 1966). The second perspective uses
self-BLEU (Zhu et al., 2018). For self-BLEU, we
measured lexical and syntactic diversity by eval-
uating word and part-of-speech (POS) sequences,
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No. Ad Text 1

Ad Text 2

(1) Canterbury/Official Online Store

(2) Recommended Hair Salon in Tama Center

(3) [2022] In-Depth Comparison of No-Installation WiFi
(4)  Cheap Hotel Reservations in Kumamoto

(5) If You’re Serious About Solving Hair Problems

(6) [Official] Bleu : Blanc

(7)  Budget Hotels Near Saiki Station

(8) [Official] Sumitomo Forestry Detached Homes for Sale

(9) Car Appraisal — Get the Best Price in 32 Seconds
(10) [Fine Save] Official Website

Official Online Store of Canterbury

Top Hair Salons — Tama Center

2022 Edition: Complete Comparison of No-Installation WiFi
Hotel Reservations in Kumamoto [Affordable]

Hair Problems? Solve Them Seriously

Official Bleu Blanc Website

Book Cheap Hotels Near Saiki Station Now

[Official] Sumitomo Forestry Residential Homes for Sale
What’s the Highest Car Appraisal in 32 Seconds?

[Official] Fine Save Site

Table 10: Example paraphrase pairs in ADPARAPHRASE V2.0.

Please select more attractive ad text between the two ad
texts. Here are some criteria you can consider.

# Criteria

- Which do you want to click on?
- Which is more memorable?

- Which is more attractive?

- Which is more eye-catching?

- Which is easier to understand?
- Which is easier to read?

# Notes
If the impression of both ads is the same, please select "skip”.

# Choices

- {ad text #1}
- {ad text #2}
- skip

Figure 6: Guidelines for preference judgments pre-
sented to crowd workers.

Levenshtein (|) Self-BLEU (])

edit distance Word POS
Baseline prompt 0.542 27.8 90.3
w/ stylistic instruction 0.504 264 88.9

Table 11: Effects of stylistic instructions on diversity of
paraphrase candidates generated by LLMs.

with POS diversity serving as a proxy for syntactic
variation (Shaib et al., 2024). The results are sum-
marized in Table 11, where lower scores for both
perspectives indicate greater diversity. Introducing
stylistic instructions improved the diversity of the
paraphrase candidates generated by LLMs for both
perspectives. These findings suggest that explic-
itly specifying textual styles in prompts effectively
enhances the diversity of the generated texts.
Additionally, we analyzed the impact of each
stylistic instruction on textual diversity. The results
are summarized in Table 12, where each instruc-
tion number corresponds to an item in the stylistic
instructions listed in Table 9. Our results show that

the effects vary according to the instruction type.
For example, “Emphasize the benefits” and “Place
important information at the end” improved edit
distance, whereas “Include a catchy phrase” en-
hanced lexical diversity and “Use simpler syntax”
contributed to syntactic diversity.

F Analysis of Linguistic Features

F.1 Linguistic Features

Table 13 presents the 26 linguistic feature types
used to analyze the factors influencing preference
judgments. The definitions and extraction methods
are described below. The extraction methods for
each feature followed the same procedure outlined
in Murakami et al. (2025).

Raw Text Features Character and word counts
were used as raw text features because they affect
the informativeness and readability of the text. Su-
dachi (Takaoka et al., 2018) was employed as a
tokenizer for Japanese text.

Lexical Features The lexical features included
the number of content words, character types, and
lexical choices. Content words are indicative of
the informativeness of ad texts, whereas character
types are associated with readability (Sato et al.,
2008). The number of content words was counted
along with each character type. For the lexical
choice, assuming that more frequently used words
are preferred, the average word frequency was cal-
culated using a balanced corpus of contemporary
written Japanese (BCCWIJ) (Maekawa et al., 2010).
Additionally, the number of common and proper
nouns was counted.

Syntactic features Syntactic features are mea-
sures of the complexity and fluency of ad texts.
They include dependency tree depth, length of
dependency links, number of noun phrases, and
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# Stylistic Levenshtein (|) Self-BLEU (])
instruction edit distance Word POS
(1) Hiragana 0472  29.6 83.4
(2) Katakana 0.553 32.0 85.7
(3) Kanji 0.577 31.6 87.2
(4) News title 0.503 34.1 92.1
(5) Specificity 0.524 354 92.5
(6) Abstractness 0.368 274 89.1
(7) First personal pronoun 0.527 36.1 90.8
(8) Second personal pronoun 0.450 289 86.8
(9) Third personal pronoun 0.537 342 88.5
(10) Excitement 0.445 23.0 87.7
(11) Joy 0.430 27.8 90.4
(12) Ease 0495 38.1 93.5
(13) Urgency 0.485 31.1 92.2
(14) Action 0.423 283 90.9
(15) Brackets 0.622 44.6 92.0
(16) Numbers 0.508 33.0 90.8
(17) Verbs 0.523  39.6 90.9
(18) Adjectives 0.552 35.6 88.9
(19) Nouns 0.580 343 83.2
(20) Adverbs 0.497 324 89.1
(21) Content words 0.550 31.1 85.9
(22) Common words 0.544 356 85.5
(23) Uncommon words 0.499 28.1 85.9
(24) Positive words 0.478 323 89.1
(25) Negative words 0479 26.2 86.8
(26) Neutral words 0.520 349 83.0
(27) Formal words 0.534 28.8 83.2
(28) Casual words 0.438 31.6 90.1
(29) Important words to left 0.465 40.1 88.6
(30) Important words to right 0.382 415 88.7
(31) Complex syntax 0.500 28.6 88.2
(32) Simple syntax 0.549 325 78.3
(33) Question 0.524 42.1 914
(34) Simple words 0.498 354 83.7
(35) Complex words 0.456 24.3 89.0
(36) Benefits 0.353 239 92.5
(37) Solutions 0.435 263 91.4
(38) Catch-copy 0.392  17.7 87.3
(39) Visibility 0.547 352 88.0
(40) Readability 0.570 39.2 86.3

Table 12: Impact of each stylistic instruction on textual
diversity. For each metric, the stylistic instruction ex-
hibiting the largest impact is indicated in bold.

perplexity. Dependency parsing and noun phrase
extraction were performed using spaCy with
GiNZA 3. Perplexity was calculated using GPT-
2 !4 trained on web-crawled and Wikipedia corpora.
The depth of a dependency tree is the longest path
from the root to the leaf node, whereas the length of
a dependency link is the number of words between
the syntactic head and its dependent.

Stylistic Features Stylistic features included
emotion, textual specificity, and decorative use of
symbols in the text. Following Murakami et al.
(2025), we assigned emotion and textual-specificity

13https://github.com/megagonlabs/ginza
14https://huggingface.co/rinna/
japanese-gpt2-medium

Features df N X2 &
Text length
Raw Xt " haracter!H1* 12,925 7238 0497
wordb T* 12,725 6784 0.499
Content words
noun’# T 1 1,406 326.6 0.482
verbH+* 1 535 69 0.114
adjective 199 09 0.09%
adjectival verbb™* 1 105 8.0 0.276
adverb 1 127 0.7 0.073
. Lexical choice
géz)t(llﬁgls word frequency®+* 1 2,666  70.8 0.163
common noun™®™* 1 1397 2881 0.454
proper noun® " 1 152 7.6 0.223
Character type
hiragana®+* 12,047 232 0.107
katakana®T>* 1 601 426 0.266
kanjit T 11,503 2577 0.414
symbol#T+* 12332 7959 0.584
digitsH T 1 66 210 0564
Dependency tree
~ deptht+~ 11914 169 0.094
Syntactic  length 1 2,349 1.9 0.028
features Others
noun phrases™#"* 1 1,895 259.8 0.370
perplexityT#+* 13570 2233 0.250
Emotion
joyHb 1 693 70.1 0318
anticipation® ™" 1 683 893 0.362
Stylistic sadnesst* 1 17 7.2 0.653
features surprise 1 28 0.2 0.083
Others
specificity b1 1 186 1164 0.791
brackets>#1>* 1 1,667 1,372.6  0.907
question marks 1 78 1.9 0.158

Table 13: Results of the chi-square test for linguistic
features. Df, N, and ¢ refer to the degree of freedom
and the number of cases, and the measure of effect size,
respectively. i indicates linguistic features, identified in
v2.0, that influence preference judgments, while § de-
notes those identified in v1.0. 1 and | indicate that ad
texts with higher and lower feature scores, respectively,
are preferred. * indicates a significant relationship with
human preferences (p < 0.01).

labels to each ad text using external classifiers. In
addition to previously studied emotions such as
Jjoy and anticipation, we investigated sadness and
surprise. Details of the classifiers can be found in
§F.2. Regarding the decorative use of symbols, fea-
tures such as the presence of brackets and question
marks were considered. Brackets were included as
features because they are widely used in Japanese
ad text to emphasize important information and im-
prove readability. Although question marks have
not been studied in previous work, they are fre-
quently used in ad texts to attract people’s attention;
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Longer Ad Texts Adl  Ad2

Preferred Adl 1,308 549
Ad Texts  Ad2 200 868

Table 14: Example of Cross-tabulation between human
preferences and number of characters in ad texts.

thus, we introduced them in this study.

F.2 External Classifiers

The following classifiers were used to assign la-
bels for emotion and textual-specificity to each ad
text. The use and construction of the classifiers
followed the same procedure as that of Murakami
et al. (2025).

Emotion The LUKE model!® (Yamada et al.,
2020), trained on WRIME (Kajiwara et al., 2021),
a Japanese emotion analysis dataset based on so-
cial media text, was used to label the emotions in
ad texts. This model is an eight-class classifier
that assigns the most appropriate emotion from the
following eight categories: joy, sadness, anticipa-
tion, surprise, anger, fear, disgust, and trust. The
classifier achieved an accuracy of 68.6%.

Textual Specificity A specificity classifier was
created using GPT-4 via the Azure OpenAl API
(2024-09-01-preview) with a few-shot setting.
This task was formulated as a three-class classifi-
cation problem, in which the model compared two
ad texts to determine which has higher specificity.
If both had equivalent specificity, a label of “equal”
was output. To evaluate model performance, 100
predictions were randomly sampled and manually
evaluated, achieving an accuracy of 88.0%.

F.3 Results

Table 13 presents the results of the chi-square test
for all the features. Several features that were not
identified in v1.0 (Murakami et al., 2025) were
found to be strongly related to preference judg-
ments. Specifically, I indicates the linguistic fea-
tures identified in v2.0that influenced preference
judgments, whereas T denotes those identified in
v1.0.

In addition, we analyzed the relationship be-
tween each feature and human preferences by cross-
tabulating feature values. Table 14 shows the cross-
tabulation of preference judgments and text length

15https://huggingface.co/Mizuiro—sakura/
luke-japanese-large-sentiment-analysis-wrime

You are a professional copywriter responsible for creating
search engine ads. Please rephrase the provided ad text to
make it more attractive according to the following conditions.

# Conditions

- An ad text must be within 30 characters.

- Do not add new information or remove existing information
from a given ad text.

i# Tips for Creating Attractive Ad Texts Findings |
i- Utilize bracket symbols suchas [] or Ty . '
i- Use the full character limit (30 characters).

i- Make the text more fluent.

i# Examples (20 cases) wplﬁé
{Input: 4-minute walk from Fujiidera Station i
EOutput: From Fujiidera Station, a 4-minute walk

Elnput: Experienced Talent Hiring [For Corporations]
:Output: Immediate Hiring of Experienced Talent for
iCorporations

# Answer
Input: {ad text}
Output: {paraphrased ad text}

Figure 7: Prompt for fewshot-findings in ATG ex-
periment.

(in characters) for ad text pairs, where Ad 1 and Ad
2 refer to the source and paraphrased ad text, re-
spectively. In Table 14, 1,308 cases were observed,
where Ad 1, which has a higher character count,
was preferred by the majority of evaluators. We per-
formed this analysis for each feature. In Table 13,
the 1 and | symbols indicate that ad texts with
higher and lower feature scores, respectively, are
preferred. For example, we found that ad texts with
the following characteristics are preferred: longer
text, more nouns, lower dependency tree, lower per-
plexity, and inclusion of brackets, suggesting that
these features are key for enhancing the attractive-
ness of ad texts.

G Ad Text Generation

Implementation Details of ATG Models Figure
7 presents the prompt for the fewshot-findings
model, which is an ICL-based approach. The
few-shot examples consist of 20 paraphrases ran-
domly sampled from the training data, and the
findings incorporate insights from linguistic fea-
ture analysis, encouraging longer, more fluent
sentences and use of brackets. The zeroshot
model relies solely on basic instructions and ex-
cludes few-shot examples and findings, whereas
the zeroshot-findings model incorporates only
the findings. The instruction-tuned and DPO mod-
els were implemented using a quantized low-rank
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Model BL R-1 R2 RL Bs CFPTdo
Para Att
CALM3-22B
zeroshot 27.4 293 9.8 292 86.5 75.0 33.0

zeroshot-findings 30.2 30.8 10.5 31.0 86.8 66.5 49.0
fewshot-findings 40.0 32.0 10.5 31.3 89.5 79.0 25.5
instruct-zeroshot 46.8 32.4 11.0 32.3 90.3 89.5 11.0

dpo-zeroshot 15.9 29.8 10.5 29.7 81.5 59.5 80.0
Swallow-70B
zeroshot 41.8 31.0 11.5 31.2 89.2 90.0 11.5

zeroshot-findings 37.8 31.5 10.3 31.0 87.8 78.0 32.5
fewshot-findings 44.5 32.5 10.5 31.6 89.2 83.0 18.0
instruct-zeroshot 50.5 29.4 10.7 29.0 90.9 90.5 6.5
dpo-zeroshot 20.1 30.0 10.5 29.7 82.8 61.5 65.5

GPT-40
zeroshot 37.7 27.1 9.2 26.9 88.1
zeroshot-findings 48.0 31.2 9.5 31.0 90.7
fewshot-findings 49.5 32.3 10.9 31.5 91.0

90.0 3.0
92.0 55
90.5 7.5

Table 15: Automatic evaluation results of ATG experi-
ment.

adaptation (QLoRA) (Dettmers et al., 2023) and
trained for one epoch. The implementation fol-
lowed the code in the repository'®. Greedy decod-
ing was used during inference.

Automatic Evaluation Metrics For automatic
evaluation, multiple metrics were used, including
BLEU (BL) (Papineni et al., 2002), ROUGE-1 (R-
1), ROUGE-2 (R-2), ROUGE-L (R-L) (Lin, 2004),
BERTScore (BS) (Zhang et al., 2020), and LLM-
based evaluation with GPT-4o0 (Liu et al., 2023; Gu
et al., 2025). These metrics were chosen for their
widespread use in paraphrase and other text genera-
tion tasks. The F1 scores are reported for ROUGE
and BERTScore. For LLM-based evaluation, we
used human evaluation guidelines for PI and pref-
erence judgments as prompts. These guidelines are
displayed in Figures 5 and 6. The LLM-based eval-
uation is reference-free, whereas the other metrics
are reference-based. For reference-based metrics,
the human-created paraphrases in §5.2 were used
as the reference text.

Automatic Evaluation Results Table 15
presents the automatic evaluation results. Here,
we report the results of a single run. In automatic
evaluations using BLEU, ROUGE, BERTScore,
and GPT-4o for PI, the instruction-tuned model
and fewshot-findings outperformed the other
models. Conversely, in the GPT-40 evaluation of
attractiveness, the DPO model achieved the best
performance.

https://github.com/ghmagazine/11m-book

Model Perplexity| #Char{ Bracketst
CALM3-22B
zeroshot 155.6 27.5 5.0
zeroshot-findings 157.6 30.7 64.5
fewshot-findings 146.7 27.0 69.0
instruct-zeroshot 168.5 24.1 48.5
dpo-zeroshot 92.2 42.3 37.0
Swallow70B
zeroshot 158.3 27.7 13.0
zeroshot-findings 129.3 32.9 89.0
fewshot-findings 116.8 29.7 63.5
instruct-zeroshot 170.7 23.7 39.0
dpo-zeroshot 70.5 42.4 42.0
GPT-40
zeroshot 236.9 21.5 34.5
zeroshot-findings 228.9 25.0 100.0
fewshot-findings 183.8 25.7 73.0
Crowdworker 264.3 23.8 45.8
Source ad texts 169.7 23.6 39.5

Table 16: Linguistic features of generated ad texts.

Linguistic Features of Generated Texts Ta-
ble 16 presents the linguistic features of the gener-
ated texts for all models, including PPL, character
count, and presence of brackets, which were the key
features incorporated into the prompt. These results
suggest that the models with higher attractiveness
scores in Table 5 performed better across these
linguistic features. Notably, DPO-based models
exhibited lower PPL and greater character counts,
indicating that these factors contribute to the attrac-
tiveness of the generated ad texts.

H Online Evaluation

In the online evaluation, ad texts paraphrased using
the few-shot-findings method described in §5.2
were deployed to analyze whether paraphrasing
more attractive expressions influenced user behav-
ior, such as clicks. Specifically, an A/B test was
conducted to compare an existing ad group as base-
line with a paraphrased ad group. This evaluation
was conducted using Google Ads. In search ad-
vertising, each ad consisted of 15 headlines and
3 descriptions. The paraphrasing method was ap-
plied to the headlines of the existing ads, whereas
the descriptions remained the same as those in the
baseline. Ads from two companies in the fitness
and education industries were used for evaluation,
and prior consent was obtained. The ads from the
first company were deployed for two weeks. For
the second company, ads were deployed twice for
different durations. The results from the two-week
and one-month deployments are reported.
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Table 7 presents the results of the online evalua-
tion, comparing the click-through rate (CTR), con-
version rate (CVR), CTVR, cost per click (CPC),
and cost per action (CPA) between the existing and
paraphrased ads. Here, CTVR is the product of
CTR and CVR and serves as a comprehensive met-
ric for evaluating ad effectiveness. CPC and CPA
represent the costs incurred per click and action,
respectively; lower values are preferable for cost
efficiency.

Statistical significance tests were conducted us-
ing the z-test for CTR, CVR, and CTVR. For each
metric, the z-test compares the rate between the
tested ad and baseline, thereby calculating a z-value
based on the underlying counts to derive a p-value.
The p-values below the significance level (0.01)
indicated a statistically significant difference for
that metric.
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