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Abstract

Large language models (LLMs) are widely
used for conversational systems, but they face
significant challenges in interpretability of dia-
logue flow and reproducibility of expert knowl-
edge. To address this, we propose a novel
method that extracts flowcharts from dialogue
data and incorporates them into LLMs. This
approach not only makes the decision-making
process more interpretable through visual rep-
resentation, but also ensures the reproducibil-
ity of expert knowledge by explicitly model-
ing structured reasoning flows. By evaluating
on dialogue datasets, we demonstrate that our
method effectively reconstructs expert decision-
making paths with high precision and recall
scores. These findings underscore the potential
of flowchart-based decision making to bridge
the gap between flexibility and structured rea-
soning, making chatbot systems more inter-
pretable for developers and end-users.

1 Introduction

The rapid advancement of large language models
(LLMs) has enabled their widespread adoption in
real-world applications, including customer sup-
port, medical diagnosis, and security incident re-
sponse (Sun et al., 2024; Hu et al., 2024; Wang
et al., 2024; Liu, 2024; Hays and White, 2024;
Ouyang et al., 2022). In particular, conversational
agent systems use LLMs for more flexible and
adaptive interactions compared to traditional rule-
based approaches(Xi et al., 2025; Adamopoulou
and Moussiades, 2020; Hussain et al., 2019). How-
ever, two fundamental challenges remain: inter-
pretability of dialogue flows and reproducibility of
expert knowledge.

First, LLM-driven dialogues lack interpretabil-
ity, making it difficult for system administrators to
control and manage interactions. While retrieval-
augmented generation (RAG) and fine-tuning can
improve LLM knowledge, the decision-making

process remains opaque (Lewis et al., 2020; Gao
et al., 2023; Barnett et al., 2024; Ding et al., 2023;
Rafailov et al., 2024; Ovadia et al., 2023).

Second, the reproducibility of expert knowledge
is critical in high-stakes domains such as medi-
cal diagnosis and troubleshooting. Experts rely on
structured decision-making processes, but existing
LLM-based conversational agent systems lack ex-
plicit modelling of these reasoning flows, leading
to inconsistencies. Moreover, expert knowledge is
constantly evolving, making it challenging to keep
dialogue systems up-to-date with the latest domain
expertise (Hudeček and Dušek, 2023; Sekulić et al.,
2024; Ulmer et al., 2024).

To address these challenges, we propose a novel
method that extracts flowcharts from dialogue data
and incorporates them into LLMs. This approach
not only makes the decision-making process more
interpretable through visual representation, but also
ensures the reproducibility of expert knowledge
by explicitly modeling structured reasoning flows.
The flowchart-based representation allows system
administrators to easily monitor, update, and main-
tain the dialogue system while preserving the ex-
pert decision-making patterns embedded in the
training data.

Our method consists of three main steps: extract-
ing key decision points from dialogues by identify-
ing expert questions and suggestions, structuring
them into logical decision flows, and constructing
a refined flowchart by aggregating these flows.

Contributions. The key contributions of this
paper are:

• We propose a novel method for extracting and
visualizing expert decision flows from dialogue
data using flowcharts.

• We evaluate the reproducibility of expert deci-
sion flows using the Flo-dial dataset, measuring
precision, recall, and F1-score.

14836



2 Proposed Method

Flowcharts are effective tools for visualizing com-
plex processes (Gilbreth and Gilbreth, 2023).
Our method extract decision-making flows as
flowcharts from dialogue data between expert oper-
ators and users, as illustrated in Figure 1. This ap-
proach is particularly effective in high-stakes appli-
cations such as disease diagnosis and troubleshoot-
ing, where operators identify and resolve users’
issues. Our method consists of the following three
steps: (1) Question and Suggestion Extraction, (2)
Dialogue Flow Extraction, and (3) Flowchart Con-
struction.

Step 1: Question and Suggestion Extraction
The first step involves identifying key deci-

sion points within dialogues, specifically questions
posed by experts and suggestions provided in re-
sponse to user inputs.

Each dialogue is processed using an LLM to cat-
egorize utterances into two types: (1) Questions:
Information-seeking utterances that guide the user
(e.g., "Do you have a fever?"). (2) Suggestions:
Recommendations, diagnoses, or conclusions pro-
vided by the expert (e.g., "You might have a cold.").
The classification process also filters out irrelevant
statements such as greetings and acknowledgments.

Since this classification is conducted indepen-
dently for each dialogue, the extracted lists of
questions and suggestions often contain signifi-
cant semantic redundancy. To address this, similar
questions (e.g., "Are you experiencing dizziness?"
and "Do you feel lightheaded?") are grouped us-
ing an LLM-based merging process. Suggestions
with equivalent meanings but different expressions
are also normalized to ensure consistency in the
flowchart representation. This allows us to extract
questions and suggestions from all dialogues based
on a unified perspective.

The prompts used for extracting and merging
questions, as well as their equivalents for sugges-
tions, are summarized in Table 1.

Step 2: Dialogue Flow Extraction
After identifying questions and suggestions, the

next step is to structure their connections within di-
alogues. Using the extracted elements from Step 1,
unstructured dialogues are converted into ordered
sequences of questions, user responses, and opera-
tor suggestions.

First, each question posed by the operator in a
dialogue is mapped to the corresponding question
ID from the extracted list. Next, for each identi-

fied question, the user’s response is extracted and
normalized into short categorical answers such as
"Yes", "No", or "I don’t know". This normalization
ensures that decision branches in the flowchart are
clearly defined based on user input. Finally, we
identify the operator’s suggestion following each
sequence of questions and responses, using the
extracted list of suggestions. By structuring dia-
logues in this manner, we convert conversational
interactions into an ordered series of questions,
user responses, and expert suggestions, creating
a structured representation suitable for flowchart
construction.

The prompts used for mapping questions, user
responses, and suggestions are summarized in Ta-
ble 2.

Step 3: Flowchart Construction
In this step, the structured sequences of ques-

tions, user responses, and expert suggestions from
Step 2 are aggregated to form the final flowchart.
The goal is to create a decision tree that accurately
represents expert decision-making while removing
infrequent transitions for clarity.

The flowchart is represented as a directed graph,
where nodes correspond to extracted questions or
suggestions, and edges represent transitions based
on user responses. The construction process begins
by sorting questions based on their frequency as
parent nodes, ensuring that frequently asked ques-
tions are prioritized. The most common question
is linked to a root node ("ROOT"), establishing the
starting point of the flowchart.

For each parent node, child nodes are determined
using recorded transitions from the dialogue data.
These transitions are sorted by frequency, and low-
frequency transitions are discarded to reduce noise.
User response types (e.g., "Yes", "No", or "I don’t
know") are explicitly recorded as edge attributes to
clarify decision paths. If a child node represents
a suggestion rather than a follow-up question, it
is registered as a terminal node, ensuring a clear
distinction between inquiry and decision points.

Throughout this process, cyclic dependencies are
checked and removed to maintain a well-structured
hierarchy. Additionally, if multiple edges exist
between the same nodes with different response
labels, they are merged into a single edge while
preserving all response variations. This ensures
that the resulting flowchart remains compact and
interpretable while effectively reconstructing ex-
pert reasoning patterns. The complete flowchart
construction process is outlined in Algorithm 1.
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(a) Question and suggestion extraction (b) Dialogue flow extraction (c) Flowchart construction

Figure 1: Overview of the proposed method: Our approach (a) first extracts questions and suggestions from dialogue
data, (b) then structures these elements into sequential flows, and (c) finally aggregates them into a comprehensive
flowchart, enabling systematic transformation of expert dialogues into structured decision flowchart.

Table 1: Prompts used for question extraction. Similar templates are used for suggestion extraction as well.

Task Prompt Template

Question Extrac-
tion

Refer to the following conversation between USER and OPERATOR to identify questions
that the operator should ask the user, together with sample questions. The questions
should be as closed-ended as possible, eliciting information useful for assisting the
user. Split multi-topic questions into separate simple ones.
## conversation {text}

Question Merg-
ing

Merge the two provided sets of questions into a single, consolidated set.

- Include all unique questions from both sets.
- Merge semantically similar questions into a single entry.
- Choose the simpler and clearer version for merged questions.
## questions 1 {questions1}
## questions 2 {questions2}

3 Experiments

We conducted experiments using GPT-4o-2024-08-
06 as the LLM to evaluate the effectiveness of our
proposed method (Achiam et al., 2023).

3.1 Dataset

The FloDial dataset consists of 2,738 troubleshoot-
ing dialogues between users and customer support
operators, collected via Amazon Mechanical Turk
(Raghu et al., 2021). These dialogues are based
on 12 distinct troubleshooting flowcharts covering
technical issues with cars and laptops. The dataset
is released under the CDLA-Sharing-1.0 license.

On average, each flowchart corresponds to 228.2
dialogues and contains 15.25 unique decision paths,
representing different troubleshooting scenarios.
Dialogues have an average of 7.19 turns, where
users describe initial fault symptoms, and operators
diagnose issues through targeted questions.

Our experiments focused on reconstructing
flowcharts from these dialogues.

3.2 Evaluation Metrics

To evaluate our method, we compare the decision-
making paths in the generated and ground truth
FloDial flowcharts, measuring their overlap to as-
sess structural similarity.

We extract all possible paths from both the
ground truth and generated flowcharts, where each
path represents a sequence of questions, responses,
and suggestions. These paths are then compared
using an LLM-based similarity assessment to de-
termine whether they represent the same problem-
solving flow (Zheng et al., 2023; Gu et al., 2024).
We used GPT-4o-2024-08-06 for this similarity as-
sessment; the prompt is shown in Appendix A.

To quantify the accuracy of the generated
flowcharts, we compute precision (P = M/G), re-
call (R = M/T ), and F1 score (F1 = 2PR/(P +
R)), where M is the number of matched paths, G
is the total number of generated paths, and T is the
total number of ground truth paths. Matched paths
are those generated paths that were successfully
matched to a ground truth path.
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Table 2: Prompts used for dialogue flow extraction.

Task Prompt Template

Question Map-
ping

Please select the IDs of the question contained in the following utterance from the
list of questions. A single utterance can contain multiple questions with different
meanings, or none at all. If no questions are included, respond with an empty list.
## Utterance {utterance}
## Questions {question_list}

User Response
Mapping

Please extract the user’s response to the following question below based on the user’s
most recent utterances in the following conversation. The answer should be as concise
as possible (Yes, No, I don’t know, etc.).
## Conversation {conversation}
## Question {question}

Suggestion Map-
ping

Refer to the following conversation and select the solution IDs proposed by the
OPERATOR to the USER from the list of solutions.
## Conversation {conversation}
## Solutions {solution_list}

Algorithm 1 Flowchart Construction
Require: Sequences (Q,A,C) where
Q: question,
A: user response,
C: next question or suggestion

Ensure: Directed Graph G representing the flowchart
G← initialize graph
cnt← count occurrences of (Q,A,C)
pcnt← count occurrences of each Q as parent
plist← sort pcnt by frequency (desc)
add_edge(G, "ROOT", plist[0], "START")
for each p in plist do

ccnt← filter cnt where key = (p, ∗, ∗)
clist← sort ccnt by frequency (desc)
for each (p, r, c) in clist do

if c /∈ G or no cycle(G, c, p) then
add_node(G, c)
if edge(p, c) exists then

update_edge(G, p, c, r)
else

add_edge(G, p, c, r)
end if

end if
end for

end for
return G

3.3 Results

The evaluation results of our flowchart reconstruc-
tion method are summarized in Table 3. We as-
sessed the precision, recall, and F1-score for each
of the 12 flowcharts in the FloDial dataset.

Overall, our method demonstrated a strong abil-
ity to capture the complete decision-making paths
present in the ground truth flowcharts, as evidenced
by the high recall scores. In several cases, such as
"Engine Overheats", the recall reached a perfect
1.000, indicating that all relevant decision paths
were successfully captured. This highlights our
method’s effectiveness in ensuring comprehensive
coverage of expert reasoning.

Table 3: Evaluation results of flowchart reconstruction.

Flowchart Precision Recall F1-score

Brake Problem 0.750 0.947 0.837
Car Electrical Failure 0.722 0.929 0.813
Car Steering 0.900 0.947 0.923
Car Won’t Start 0.708 1.000 0.829
Engine Overheats 0.809 1.000 0.894
Laptop Battery 0.666 1.000 0.799
Laptop Drive 0.800 0.800 0.800
Laptop Overheating 0.846 0.846 0.846
LCD Problem 0.714 1.000 0.833
Power 0.722 0.867 0.788
Ticking 0.900 0.750 0.818
Wireless 0.666 0.933 0.777

Average 0.767 0.918 0.830

However, the precision scores were relatively
lower, suggesting that the generated flowcharts in-
cluded some extraneous paths. This is likely due
to challenges in merging similar questions and sug-
gestions, leading to redundant nodes. For example,
the "Laptop Battery" flowchart exhibited a preci-
sion of 0.666, indicating room for improvement in
distinguishing between similar decision paths.

The F1-scores, consistently above 0.80 across
various flowcharts, demonstrate the effectiveness
of the proposed method in reconstructing expert
decision-making processes. While there is room for
improving precision by reducing redundant paths,
the high recall scores validate our approach’s ability
to capture comprehensive troubleshooting knowl-
edge. This structured representation of dialogue
flows enables the development of more explain-
able and reliable chatbot systems. An example of
a generated flowchart, along with the correspond-
ing gold-standard flowchart for comparison, is pro-
vided in Appendix B.
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3.4 Human Evaluation
To validate the reliability of our LLM-based sim-
ilarity assessment used for evaluating the match
between generated and reference flowchart paths,
we conducted a limited human evaluation.

Specifically, we sampled 3 representative de-
cision paths for each of the 12 flowcharts in the
FloDial dataset (totaling 36 pairs), and manually
judged whether each generated path semantically
matched the corresponding reference path. The
human annotation was performed by one of the au-
thors with expertise in dialogue systems and task-
oriented modeling.

The human judgments were compared with the
LLM-based similarity assessment. We found that
GPT-4o’s judgments aligned with the human an-
notations in 33 out of 36 cases, resulting in an
agreement rate of 91.7%. Qualitatively, discrepan-
cies arose mostly in borderline cases where syn-
onymous but structurally different sequences were
present. This result supports the reliability of us-
ing LLMs for semantic path matching, consistent
with prior studies (Zheng et al., 2023) demonstrat-
ing high agreement between LLM-based evaluators
and human annotators.

Despite its limited scale and single annotator,
the evaluation suggests that our automatic method
aligns well with human judgment.

4 Conclusion

We introduced a method for extracting and visualiz-
ing expert decision flows from dialogue data using
flowcharts, addressing interpretability and repro-
ducibility challenges in conversational agent sys-
tems. Utilizing the FloDial dataset, our approach
effectively captures comprehensive decision paths,
as evidenced by high recall scores.

These findings underscore the potential of
flowchart-based decision making to enhance the
transparency and reliability of chatbot systems,
making them more interpretable for developers and
end-users.

5 Limitations

While our method for extracting and visualizing
expert decision flows using flowcharts offers sig-
nificant advancements in interpretability and re-
producibility, several limitations must be acknowl-
edged.

Firstly, our approach does not fully account for
scenarios where questions can be asked in any or-

der, such as asking for a name and gender. Al-
though Step 3 prioritizes statistically frequent pat-
terns, it does not explicitly incorporate the con-
cept of "order independence," which may lead to
inefficiencies. Introducing a flow alignment step
between Steps 2 and 3 could address this limitation.

Secondly, the method focuses on extracting struc-
tured decision-making processes, which may not
fully capture the nuances of complex dialogues.
This could limit its effectiveness in domains where
context dependency is high, potentially restricting
its applicability in such areas.

Thirdly, our experiments were conducted exclu-
sively with GPT-4o, which may not generalize to
other models. The task of merging questions is
particularly challenging for LLMs, and achieving
high accuracy may require models with capabili-
ties similar to GPT-4o. Additionally, our evaluation
was limited to the FloDial dataset, as it is the only
dataset with corresponding ground truth flowcharts.
This dependency on the quality and comprehen-
siveness of dialogue data means that incomplete
datasets may result in flowcharts that do not fully
reflect expert reasoning processes.

Finally, we have not yet evaluated the perfor-
mance of chatbots incorporating these flowcharts.
While we assume that accurate flowcharts facilitate
the creation of guided chatbots, future work should
include performance metrics such as Winrate to
validate this assumption across other datasets like
MultiWOZ (Budzianowski et al., 2018).

Despite these limitations, our method provides a
valuable framework for enhancing the transparency
and reliability of chatbot systems, offering a struc-
tured approach to decision-making that can be fur-
ther refined and expanded upon in future research.
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Figure 2: Example of a generated flowchart for car steering troubleshooting. The flowchart captures the main
decision points and solutions.

Figure 3: Ground truth flowchart for car steering troubleshooting.

A Prompts used for evaluation

Table 4: Prompt used for LLM-based path similarity
evaluation.

Prompt Template

Determine if two paths represent the same
problem-solving flow. If similar questions and
answers are exchanged in the same order and
the final solution is similar, regard them as
equivalent.
Compare the following two troubleshooting flows
and determine if they represent the same
problem-solving process.
## Path 1: {path1}
## Path 2: {path2}

To assess the similarity between generated and ref-
erence decision paths, we used GPT-4o to perform
LLM-based matching. The prompt used for this
evaluation is shown in Table 4. It was consistently
applied across all similarity assessments, includ-
ing the subset used for comparison with human
judgments.

B Example of a generated flowchart

To demonstrate the effectiveness of our method,
Figure 2 presents an example flowchart generated
for car steering troubleshooting, which achieved
the highest F1 score in our evaluation experiments.
As a comparison, Figure 3 shows the ground truth
flowchart for car steering troubleshooting.
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