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Abstract

Argument schemes represent stereotypical pat-
terns of reasoning that occur in everyday ar-
guments. However, despite their usefulness,
argument scheme classification, that is classi-
fying natural language arguments according to
the schemes they are instances of, is an under-
explored task in NLP. In this paper we present
a systematic evaluation of large language mod-
els (LLMs) for classifying argument schemes
based on Walton’s taxonomy. We experiment
with seven LLMs in zero-shot, few-shot, and
chain-of-thought prompting, and explore two
strategies to enhance task instructions: employ-
ing formal definitions and LLM-generated de-
scriptions. Our analysis on both manually an-
notated and automatically generated arguments,
including enthymemes, indicates that while
larger models exhibit satisfactory performance
in identifying argument schemes, challenges
remain for smaller models. Our work offers
the first comprehensive assessment of LLMs
in identifying argument schemes, and provides
insights for advancing reasoning capabilities in
computational argumentation.

1 Introduction

Computational argumentation is an area of research
that engages natural language processing (NLP)
tasks including argument mining, assessment, rea-
soning, and generation (Lauscher et al., 2022). De-
spite extensive research efforts, one task that has
received limited attention is argument scheme clas-
sification. Argument schemes provide structured
templates capturing stereotypical forms of argu-
ments consisting of inferences from premise(s) to
a conclusion. These schemes have traditionally
been used in formal logic-based argumentation
to support reasoning and deliberation (Modgil,
2017), with particular emphasis on supporting dia-
logues for value alignment (Bezou-Vrakatseli et al.,
2024b), but have also been explored within the
NLP field.

Classifying argument schemes (i.e. classify-
ing natural language arguments according to the
schemes they are instances of) enhances under-
standing of the reasoning process behind arguments
and is an important step towards supporting hu-
man and Al uses of argument in reasoning and
deliberation. Additionally, scheme classification
helps in assessing the validity of arguments (in-
cluding identifying fallacious reasoning) and in
strengthening their quality and scope. Classifying
argument schemes can enhance decision-making
in Al systems, particularly in domains requiring
complex reasoning, such as legal and medical ap-
plications. Incorporating argument schemes into
decision-making processes promotes transparency
and explainability, which are essential in high-
stakes applications, such as healthcare, finance, and
governance.

Various taxonomies have been proposed to sys-
tematically categorise these schemes; the most
prevalent being the taxonomy developed by Wal-
ton et al. (2008). However, classifying argument
schemes is a particularly challenging task (Walton
and Macagno, 2015; Anthony and Kim, 2015; Lin-
dahl et al., 2019; Bezou-Vrakatseli et al., 2024a).
Indeed, the cognitive load and resources associated
with this task is higher compared to other tasks
such as identifying distinct components of argu-
ments and their stance towards a topic or other
arguments (Musi et al., 2016).

Large language models (LLMs) are increasingly
being used to automate resource intensive cogni-
tively demanding tasks. In particular, they have
shown impressive in-context learning (ICL) ability,
whereby the model learns to perform tasks from
prompts consisting of input-output examples, sig-
nificantly advancing the NLP field. Given their re-
markable results in a variety of tasks, recent works
have begun evaluating the performance of LLMs
on several computational argumentation tasks, in-
cluding argument component classification (Chen
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et al., 2024; Al Zubaer et al., 2023; Ren et al.,
2024), fallacy classification (Pan et al., 2024), ar-
gument validity and novelty (Van Der Meer et al.,
2022), argument quality (Mirzakhmedova et al.,
2024), stance detection (Chen et al., 2024; Gorur
et al., 2025), and argument generation (Chen et al.,
2024; Verma et al., 2024). Despite these advances,
use of LL.Ms for reasoning with and about argu-
ments, in particular via use of argument schemes,
remains relatively understudied (Gupta et al., 2024;
Castagna et al., 2024; Saadat-Yazdi and Kokciyan,
2024; Trajano et al., 2024).

In this paper, we systematically evaluate whether
LLMs are capable of classifying argument schemes
based on the taxonomy developed by Walton et al.
(2008). We examine the performance of LLM mod-
els for argument scheme classification in zero-shot,
few-shot, and chain-of-thought prompting. More-
over, we explore two approaches for enhancing
the task instructions: using formal definitions and
LLM-generated descriptions of argument schemes.

We evaluate seven open-source and proprietary
models that vary in size: Llama-3.2 (Touvron et al.,
2023), Mistral (Jiang et al., 2023), Claude-3.5 Son-
net (Anthropic, 2024), GPT-4 (Achiam et al., 2023),
GPT-40 (OpenAl, 2024), Gemini-1.5-Pro (Team
et al., 2024), and Grok-2 (X.Al, 2024). Further-
more, we analyse which argument schemes pose a
challenge to the models. Our experiments on both
manually annotated and automatically generated
arguments, as well as enthymemes (i.e. natural
language arguments in which premises and/or the
conclusion of the argument is left implicit) reveal
that Claude-3.5 performs consistently better com-
pared to the other models, although there is room
for improvement in this task.

In summary, our contributions are as follows.

* To the best of our knowledge, our work is the
first to systematically evaluate the capabilities
of LLMs in classifying argument schemes.

* We evaluate the performance of seven LLMs
in various setups: zero-shot, few-shot, chain-
of-thought prompting, and explore two meth-
ods for enhancing the task instruction: norma-
tive information and LLM-generated descrip-
tions.

* We examine whether there are differences in
how LLMs handle manually annotated human-
made arguments versus automatically gener-
ated arguments.

* Additionally, we investigate the impact of en-
thymemes on LLMs and evaluate the effec-
tiveness of the models in handling the implicit
content found in everyday natural language
arguments.

* Our comprehensive evaluation reveals that
larger models can identify argument schemes
satisfactorily while smaller models struggle.

2 Background

Argument Schemes (AS) represent stereotypi-
cal patterns of reasoning that occur in everyday
arguments (Walton and Godden, 2005). Their ori-
gin traces back to Aristotle’s topics, and have be-
come pivotal in modern-day argumentation the-
ory (Macagno et al., 2017). Taxonomies for sys-
tematically categorising AS include the pragma-
dialectical classification (Van Eemeren et al., 2004),
the periodic table of arguments (Wagemans, 2016),
and Walton’s taxonomy (Walton et al., 2008). In
this paper we focus on the latter, which pro-
poses over 60 argument schemes each of which
relate premises to a conclusion, and each of which
have associated critical questions that identify
how to challenge arguments that are instances of
the scheme. Table 1 illustrates commonly used
schemes and their definitions.

Enthymemes In natural language arguments, ei-
ther some of the premises and/or the conclusion are
left implicit. Such arguments are referred to as en-
thymemes (Walton, 2009). For example, consider
the following enthymeme taken from a debate on
the topic Should the death penalty be abolished?:

A: “The death penalty negatively affects
both the families of the victims as well
as the defendant(s).”

The argument’s conclusion, “therefore the death
penalty should be abolished”, is left implicit. It
is assumed that a reader will infer the intended
conclusion from context (i.e. the debate topic).

3 Related Work

3.1 Argument schemes

NLP research on argument scheme classification
has mainly focused on developing scheme clas-
sification guidelines (Walton, 2012; Walton and
Macagno, 2015; Musi et al., 2016; Lawrence et al.,
2019; Visser et al., 2021) or developing datasets of
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Argument from Consequences

P: If A is brought about, good/bad consequences occur.
C: Therefore, A should (not) be brought about.
Argument from Example
P: In this particular case, a has properties F' and G.

C: So, generally, if x has property F', then it also has G.
Argument from Values
P1: Value V is positive/negative as judged by agent a.
P2: If V is positive it is a reason to commit to goal G.
P2’: If V is negative it is a reason to not commit to goal G.
C: V is areason for agent a to (not) commit to goal G.
Argument from Cause to Effect
PI: Generally, if A occurs, then B will (might) occur.
P2: In this case, A occurs (might occur).

C: Therefore, in this case, B will (might) occur.
Argument from Expert Opinion

PI: Source E is an expert in subject S.

P2: F asserts that proposition A of subject S is true/false.
C: A is true/false.

Argument from Alternatives

P1: Either X or Y can be the case.

P2: X is plausibly not the case.

C:Y is plausibly the case.

Argument from Analogy

P1: Generally, case C'1 is similar to case C2.

P2: Ais true (false) in case C'1.

C: A is true (false) in case C'2

Table 1: Commonly used argument schemes in dis-
course along with their definition, in the form of premise
(P) and conclusion (C).

arguments annotated as instances of schemes. The
majority of existing datasets tend to be based on
Walton’s taxonomy (Feng and Hirst, 2011; Hansen
and Walton, 2013; Schneider et al., 2013; Lawrence
and Reed, 2015; Bezou-Vrakatseli et al., 2024a),
while some works have created categories based on
argument schemes (Song et al., 2014; Green, 2018;
Reisert et al., 2018; Jo et al., 2020; Kondo et al.,
2021).

Most of the available corpora that use Walton’s
taxonomy are either small in size (Feng and Hirst,
2011; Lawrence and Reed, 2015), have a large num-
ber of schemes (Hansen and Walton, 2013; Schnei-
der et al., 2013), or concentrate on a very small
subset (e.g. 2) of schemes (Jo et al., 2021) in or-
der to avoid the complexity of handling numerous
schemes. Among existing datasets, EthiX (Bezou-
Vrakatseli et al., 2024a) covers a wide range of
commonly used argumentative structures, achiev-
ing a good balance in terms of size and number
of classes (i.e. argument schemes), as well as a
moderate inter-annotator agreement (a level typical
of agreement in argument mining tasks (Lawrence
and Reed, 2020)).

There have also been attempts to automati-
cally generate arguments using argument schemes.
Ruiz-Dolz et al. (2024) generated arguments from

Walton’s taxonomy using LLMs (GPT-3.5-Turbo
and GPT-4), whilst Saha and Srihari (2023) used
RoBERTa to annotate scheme-based control codes
derived from Walton’s argument schemes.

Other uses of argument schemes include their ap-
plication in educational frameworks to reconstruct
students’ arguments (Macagno and Konstantinidou,
2013) and mapping schemes to discourse relation
categories (Cabrio et al., 2013).

3.2 LLMs for Computational Argumentation

Given the exceptional performance of LLMs in
understanding and generating natural language, re-
cent works have started evaluating the capabilities
of LLMs in several computational argumentation
tasks such as argument component classification
(Chen et al., 2024; Al Zubaer et al., 2023; Ren et al.,
2024), fallacy classification (Pan et al., 2024), ar-
gument validity and novelty (Van Der Meer et al.,
2022), argument quality (Mirzakhmedova et al.,
2024), stance detection (Chen et al., 2024; Gorur
et al., 2025), and argument generation (Chen et al.,
2024; Verma et al., 2024).

Chen et al. (2024) assessed the performance of
various LLMs (GPT-3.5-turbo, Flan and Llama
models) in zero-shot and few-shot settings in ar-
gument mining (in particular claim, evidence, and
stance detection, as well as evidence type classifi-
cation) and argument generation. Their findings in-
dicate promising performance across most datasets
used in evaluation. Gorur et al. (2025) investigated
the effectiveness of several LLMs (Llama, Mistral,
Mixtral, and GPT-3.5-Turbo) for relation-based ar-
gument mining, a task similar to stance detection
which involves identifying support and attack rela-
tions between arguments. Pan et al. (2024) evalu-
ated various LLMs on the task of classifying logical
fallacies. They proposed single-round and multi-
round prompting strategies, which incorporated
task instructions such as extraction, summariza-
tion, and chain-of-thought reasoning, and showed
that LLMs have potential as zero-shot fallacy clas-
sifiers.

Other studies have explored GPT-3.5 and GPT-4
for argument component classification in the legal
domain (Al Zubaer et al., 2023) as well as argument
mining and argument pair extraction (de Wynter
and Yuan, 2024), showing significant variation in
the performance of these models. Mao et al. (2024)
proposed two prompt frameworks for argument
pair extraction from dialogues to improve the com-
prehension of complex argumentative dialogues.
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Some studies focus on the argument quality as-
sessment task. Mirzakhmedova et al. (2024) tested
the capabilities of GPT-3 and PaLM 2 in evaluating
the quality of arguments and found that LLMs ex-
hibit greater consistency compared to humans. Van
Der Meer et al. (2022) compared GPT-3 to trans-
former models trained with different paradigms,
multi-task, contrastive, and intermediate-task learn-
ing, showing that GPT-3 works best for predicting
argument validity, while a model trained using all
three paradigms is better at predicting argument
novelty.

There are few works that have explored the use
of LLMs for argument reasoning. Gupta et al.
(2024) introduced the argument explication task
based on Toulmin’s model of argumentation (Toul-
min, 2003) and proposed a two-stage framework
where LLMs are prompted to automatically ex-
tract claims, reasons, and warrants from informal
arguments. Castagna et al. (2024) also used Toul-
min’s model as well as critical questions to enhance
the logical and mathematical reasoning capabili-
ties of LLMs by incorporating them into a prompt-
ing method inspired by chain-of-thought. Saadat-
Yazdi and Kokciyan (2024) used LLMs to classify
arguments according to their canonical form fol-
lowing Wagemans (2016)’s taxonomy of argument
schemes. Finally, Trajano et al. (2024) used the ar-
gument schemes defined by Walton et al. (2008) to
provide references to LLMs for translating natural
language to computational arguments.

4 LLMs for Argument Scheme
Classification

4.1 Datasets

We use two datasets annotated using Walton’s tax-
onomy (Walton et al., 2008) in our evaluation:
EthiX (Bezou-Vrakatseli et al., 2024a) and the
English version of NLAS-multi (Ruiz-Dolz et al.,
2024) that we will refer to as NLAS.

EthiX is a manually annotated dataset with 686
arguments extracted from Kialo,! a user-generated
platform with structured and moderated debates.
Each instance in the dataset contains an argument
and the central question of the debate from which
they were extracted. Kialo has been extensively
used in argumentation research due to its struc-
tured (arguments are pro/con a topic or other ar-
guments) yet naturalistic representation of argu-
mentative dialogue (arguments are user-generated).

"https://www.kialo.com

In our experiments, we combined argument from
positive consequences and argument from negative
consequences into a single class named argument
from consequences. This change aligns with the
argument from values scheme, which does not dis-
tinguish between positive and negative values.

NLAS (Ruiz-Dolz et al., 2024) comprises 1,893
arguments generated automatically using GPT-3.5-
Turbo and GPT-4, spanning 50 topics and instantiat-
ing 20 argument schemes. As the number of classes
is large and in order to allow a direct comparison
with EthiX, we select the argument schemes that
appear in both datasets, namely argument from ex-
ample, argument from cause to effect, argument
from expert opinion, and argument from analogy.

We also use a subset of EthiX consisting of en-
thymemes only (see Section 2), allowing us to test
the effectiveness of the models in handling implicit
content. Table 2 shows statistics for the datasets
used in our evaluation and Table 3 shows examples
from each dataset.

Scheme EthiX EthiX. EthiXy NLAS,
Arg from consequences® 174 109 - -
Arg from example 120 72 120 97
Arg from values 117 55 -

Arg from cause to effect 88 23 88 98
Arg from expert opinion 81 33 81 100
Arg from alternatives 56 24 - -
Arg from analogy 50 23 50 99

Table 2: Distribution of argument schemes across
datasets. EthiX, ony contains enthymemes. EthiXy
and NLAS, contain the four classes that appear in both
datasets.

4.2 Models

To assess the extent to which LLMs understand
argument schemes, we evaluate seven open-source
and proprietary models that vary in size: Llama-
3.2 (Touvron et al., 2023), Mistral (Jiang et al.,
2023), Claude-3.5 Sonnet (Anthropic, 2024), GPT-
4 (Achiam et al., 2023), GPT-40 (OpenAl, 2024),
Gemini-1.5-Pro (Team et al., 2024), and Grok-2
(X.AI 2024). In our experiments, we set the tem-
perature parameter to zero. We evaluate model
performance using accuracy and macro F7.

4.3 Experimental setup

To evaluate the capabilities of LLMs in classifying
argument schemes, we divide our experiments into
two primary setups: zero-shot and few-shot. We

Zpositive consequences: 96; Negative consequences: 78.
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Scheme NLAS4 EthiXy
Argument | A:“Premise: In this particular case, John has terminal cancerand | A: “In some places in the US, health-
from also the right to die with dignity through euthanasia. Conclusion: | care workers are required to get vaccinated
Example Therefore, generally, if any individual has terminal cancer, then | against the seasonal flu.”*
they also have the right to die with dignity through euthanasia.” | D: Should Covid-19 vaccines be manda-
D: Euthanasia tory?
Argument | A: “Major Premise: Generally, if a person has a favorable physi- | A: “The cost of palliative care is extremely
from cal appearance, then they will be perceived more positively by | high, thus many people who opt for euthana-
Cause to | others. Minor Premise: In this case, the person has made efforts | sia are more likely to be poor.”
Effect to improve their physical appearance. Conclusion: Therefore, in | D: Should euthanasia be legalised?
this case, the person is likely to be perceived more positively by
others, which can potentially lead to personal success.”
D: Physical appearance for personal success
Argument | A: “Major Premise: Dr. Nora Volkow is an expert in neuro- | A: “Masks reduce Covid transmission ac-
from science and drug abuse research. Minor Premise: Dr. Volkow | cording to WHO.”*
Expert asserts that legalizing cannabis can lead to negative public health | D: Do people have a right to not wear a
Opinion outcomes, including addiction, cognitive impairment, and mental | mask in public spaces during the COVID-
health issues. Conclusion: Legalising cannabis is not advisable | 19 pandemic?
as it can have negative public health outcomes.”
D: Legalisation of cannabis.
Argument | A: “Similarity Premise: Generally, killing another human being | A: “The right to reproductive freedom al-
from is considered morally wrong. Base Premise: Abortion involves | ready includes assisted reproductive tech-
Analogy the deliberate termination of a developing human being Conclu- | nologies such as in-vitro fertilisation.
sion: Abortion should be considered morally wrong.” Cloning humans could be seen as another
D: Abortion assisted reproductive technology.”
D: Is cloning humans ethical?

Table 3: Example of arguments (A) for the four schemes in NLAS, and EthiXy, along with the debate topic and
question (D), respectively. Arguments marked with an asterisk in EthiXy also appear in EthiX.

aim to assess the models’ capabilities in identifying
argument schemes by evaluating their performance
across different setups. To achieve this, in addition
to the standard zero- and few-shot prompting, we
experiment with chain-of-thought (CoT) and ex-
plore whether enhancing the task instruction with
normative information or LLM-generated descrip-
tions of argument schemes improves the perfor-
mance of the models tested in recognising these
schemes.

Zero-shot Prompting We provide task instruc-
tions, clarifying the expected input (the argument
and the debate topic the argument is about) and
the required answer (classification into one of the
predefined classes). The models classify a test
instance without prior specific examples.® In all
setups, we enrich the prompt with the phrase “Ac-
cording to [Walton’s taxonomy]”, which is shown
to enhance the model’s ability to ground the in-
formation against previously observed text (Weller
etal., 2024).

Few-shot Prompting In the few-shot setting, the
model is given a small set of labeled examples
to guide its response, leveraging in-context learn-
ing (Dong et al., 2024). We provide task instruc-
tions and two examples from each class to include

3The prompts are provided in Appendix B.

in the prompt as follows: first, we give one example
for each scheme, and then we give a second exam-
ple for each scheme in the same sequence. We
observed that this scheme-by-scheme progression
led to better performance, compared to grouping
examples by scheme.

Chain-of-Thought Prompting CoT breaks
down a task into intermediate reasoning steps.
For the zero-shot setting, we use the approach by
Kojima et al. (2022), which requires low human
engineering to craft the prompt, and add ‘Let’s
think step by step’ at the end of the prompt. For
the few-shot setting, following Wei et al. (2022),
we augment the standard few-shot prompting with
the reasoning steps that lead to the answer.*

4.3.1 Enhanced task instructions

We experiment with two approaches for enhanc-
ing the task instructions in the prompts. The first
utilises the formal definitions of the schemes as
found in Walton’s taxonomy (Walton et al., 2008),
whereas the second relies on descriptions gener-
ated using an LLM. This comparison will provide

*We also experimented with more structured CoT ap-
proaches, including explicitly encoding Visser’s scheme classi-
fication criteria (i.e., the Argument Scheme Key steps (Visser
et al.,, 2021)) as intermediate reasoning steps within the
prompts. However, these structured approaches did not yield
meaningful improvements.
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further insights into the utility of structured tem-
plates for prompting relative to the LLMs’ ability
to ‘intuitively’ generate the most helpful directives.

Enriching prompts with Formal Definitions In
this setup, we include the formal definitions of the
schemes (see Table 1 for the definitions) in the
task instruction to evaluate whether this structured
approach helps ground the LLM’s responses.

Enriching prompts with LLM-generated de-
scriptions We use ChatGPT-4 to generate de-
scriptions of the schemes, which we include in
the task instruction instead of the formal repre-
sentations. Our aim was to test whether LLMs
inherently “know best” what types of descriptions
facilitate their own reasoning, as they match the
representations naturally recognised by the mod-
els themselves (analogously to how human experts
often construct such descriptions for human anno-
tators, including informal explanations, appealing
to human intuitions to effectively grasp schemes).
Table 4 shows the prompt and the generated de-
scriptions.

Prompt

Provide concise descriptions of the following argument
schemes to aid an LLM in accurately classifying argu-
ments according to these categories: argument from conse-
quences, argument from example, argument from values,
argument from cause to effect, argument from expert opin-
ion, argument from alternatives, argument from analogy.

Output

*Argument from Consequences: This argument predicts
positive or negative outcomes from a proposed action or
policy and uses these consequences as a reason to support
or oppose the action.

*Argument from Example: This scheme uses one or more
specific cases or examples to support a general conclusion.

*Argument from Values: This argument scheme appeals to
the values or principles that are held by a community or
an individual. It supports a conclusion based on how well
it aligns with these values.

*Argument from Cause to Effect: This argument predicts
that a specific cause will lead to a specific effect, using the
causal connection to support the conclusion.

*Argument from Expert Opinion: This scheme supports
a conclusion by citing an authority or expert in the field
relevant to the argument.

*Argument from Alternatives: This scheme presents differ-
ent options or courses of action and arguing for one over
the others based on certain criteria or the relative advan-
tages.

*Argument from Analogy: This type of argument claims

that because two things are similar in certain respects, they
are likely similar in other respects as well.

Table 4: Descriptions of argument schemes generated
using ChatGPT-4.

5 Results & Discussion

5.1 Which LLM performs the best?

Table 5 shows the model performances across dif-
ferent experimental setups, with the highest scores
highlighted in bold. A notable trend is the consis-
tently superior performance of Claude-3.5 across
all variants of EthiX, especially prominent in few-
shot settings. Claude-3.5 achieves the highest
macro F7i in the few-shot with descriptions setup
for EthiX and EthiX,. For EthiX,, Claude-3.5
achieves the highest macro F} in two setups: stan-
dard few-shot and few-shot with descriptions. For
NLAS,, two models achieve a perfect macro Fi:
GPT-4o in standard few-shot and few-shot with
definitions, and Gemini-1.5 in few-shot with defi-
nitions setup.

Large vs Smaller models The larger models
(Claude-3.5, GPT-4 variants, Gemini-1.5, and
Grok-2) yield better results accross all datasets and
setups and consistently outperform smaller models.
Mistral and Llama-3.2 tend to score significantly
lower, sometimes by 40-50% difference in F7. This
indicates that on a challenging dataset, the larger
models deliver substantially better performance.

5.2 Which setup has the best results?

Zero-shot vs Few-shot Few-shot setups con-
sistently outperform their zero-shot counterparts.
The best performance on the EthiX dataset is ob-
served in the few-shot with descriptions setting,
where the difference in F; compared to zero-shot
is 11%. This trend is also evident in the NLAS,
dataset, where few-shot approaches secure perfect
or near-perfect scores.

Moreover, while enriching the prompt with for-
mal definitions or descriptions might lead to better
results, the overall gains remain lower compared to
the improvement obtained by including task demon-
strations. This suggests that the models are able to
generalise from examples.

Formal definitions vs. LLM-generated descrip-
tions In the zero-shot setting, using descriptions
as opposed to definitions results in improvements
for Llama-3.2 and Claude-3.5 on the three vari-
ants of EthiX. With few-shot, Claude-3.5 yields the
best performance across the EthiX variants using
descriptions. However, in this setup, the differ-
ences between using descriptions and definitions
are overall smaller than in zero-shot. Indeed, for-
mal definitions tend to use technical language that
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Models Zero-shot Few-shot
Standard CoT Definitions Descriptions Standard CoT Definitions Descriptions
F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acec F1 Acc Fl1 Acc
Mistral 0.31 0.38 0.34 0.39 038 045 034 044 (035 0.34 0.34 0.38 0.38 045 040 046
Llama-3.2 |0.18 0.20/0.15 0.19]0.19 0.28 [0.26 0.35 [0.24 0.31]0.24 0.31|0.24 0.32 |0.26 0.36
"7 "Claude-3.5 [0.56 0.58]0.50 0.49 052 0.54 [054 ~0.55 |0.61 0.60[0.56 0.55|0.60 0.61 |0.65 0.65
E GPT-40 0.49 0.53/0.50 0.54({0.49 0.51 {048 0.50 |[0.57 0.58|0.56 0.58|0.53 0.53 |{0.54 0.56
m GPT4 0.45 0.47]048 0.49(044 048 [047 051 [0.55 0.57]0.56 0.56[0.57 0.58 |{0.57 0.57
Grok-2 0.49 0.54|0.48 0.53{0.49 0.53 {050 0.53 |0.57 0.58|0.53 0.55|0.57 0.58 {0.55 0.56
Gemini-1.5]0.45 0.52/0.45 0.51]0.43 0.50 {0.47 0.52 [0.56 0.58|0.55 0.57|0.55 0.58 |{0.56 0.58
Mistral 0.29 0.37/0.34 0.39(0.38 0.50 {0.37 0.50 [0.29 0.37]0.36 0.37|0.38 048 |{0.36 0.45
Llama-3.2 |0.17 0.22/0.15 0.19]0.23 0.32({0.29 0.41 [0.26 0.33]0.27 0.35/0.29 0.38 {0.28 0.36
" Claude-3.5 [0.57 0.62]0.49 0.46 050 055 [053 055 |0.57 0.61[0.54 0.51]0.57 0.5970.62" 0.62
% GPT-4o 0.48 0.56(0.50 0.55{0.47 0.50 {045 0.49 [0.58 0.60|0.57 0.60|0.51 0.53 |{0.54 0.58
E GPT-4 0.42 0.46[0.44 0.49(043 048 [045 052 [0.51 0.58]0.51 0.59(0.52 0.58 {0.53 0.57
Grok-2 0.51 0.58|0.48 0.56{0.49 0.55 (049 0.54 |0.55 0.58|0.52 0.54|0.55 0.57 {0.53 0.56
Gemini-1.5]0.48 0.58|0.47 0.57|0.47 0.57 {047 0.56 [0.57 0.61]0.56 0.57|0.56 0.63 |0.55 0.60
Mistral 0.26 043|041 044|044 044 ({042 047 ]0.52 0.53]/0.60 0.60|0.49 0.50 {0.55 0.56
Llama-3.2 |0.17 0.17|0.14 0.16|0.15 0.18 {0.19 0.26 [0.36 0.38|0.34 0.34|0.28 0.36 {0.28 0.37
" - Claude-3.5 [0.67 0.67]0.61 0.62[0.63 0.64 |0.67 067 [0.72 0.72[0.71 0.71]0.70 0.70 | 0.72" 0.72 ~
% GPT-4o 0.57 0.58|0.56 0.570.54 0.53 [0.57 0.58 [0.67 0.66|0.68 0.68|0.66 0.66 |{0.69 0.69
E GPT-4 0.51 0.53]0.55 0.55[{0.55 0.56 [0.53 0.54 [0.68 0.66|0.69 0.68]0.68 0.69 |0.69 0.69
Grok-2 0.53 0.57(0.54 0.57|0.57 0.60 [0.53 0.56 [0.65 0.66|0.68 0.68|0.63 0.64 |0.64 0.65
Gemini-1.50.57 0.60|0.59 0.62|0.61 0.64 |0.63 0.63 |0.66 0.66|0.66 0.67|0.67 0.67 |0.67 0.67
Mistral 0.86 0.86/0.86 0.86{0.94 0.94 [0.87 0.87 [0.87 0.87{0.90 0.91|0.91 091 |0.88 0.88
Llama-3.2 |0.45 0.50(0.32 0.39|0.77 0.77 {0.73 0.76 [0.47 0.50|0.79 0.80|0.63 0.64 |0.46 0.54
" - Claude-3.5 [0.98 0.98]0.98 0.98[0.98 098 |0.98 0.98 [0.99 0.99/0.99 0.99]0.99 0.990.99 099 ~
2 GPT-40 0.98 0.98/0.98 098099 0.99 {098 0.98 [1.00 1.00|0.99 0.99|1.00 1.00 {0.99 0.99
E GPT-4 0.94 094]0.95 095098 0.98 [095 095 [097 097]0.98 0.98[0.99 0.99 [0.98 0.98
Grok-2 0.91 091(0.93 093099 0.99 {096 0.96 [0.99 0.99]0.99 0.99/0.99 0.99 {0.99 0.99
Gemini-1.50.94 094094 094{0.99 0.99 [0.96 096 [0.99 0.99(0.99 0.99|1.00 1.00 |0.99 0.99

Table 5: Model performance across different setups and datasets. The horizontal dashed line distinguishes large

models from smaller ones.

may not align well with the training data used to de-
velop these models, which is typically more diverse
and includes various forms of natural language. As
a result, when prompted with their own descrip-
tions, presumably more reflective of the language
and styles they encountered during training, LLMs
appear to engage more effectively with the task.

In NLAS4, however, definitions prove to be a
more effective prompt. This can be attributed to the
structured format of arguments in NLAS;, which
closely mirrors the explicit form of the definitions
used in the prompts. This alignment naturally
enhances the relevance and efficacy of definition-
based prompting in this context.

Our findings suggest there is potential value
in using LL.M-generated explanations or defini-
tions either as complementary resources alongside
expert-authored descriptions or as practical alterna-
tives, particularly in contexts where formal, expert-
generated resources are scarce or costly to produce.

Does CoT improve results? Using CoT leads
to similar or even worse results for the majority
of the models. The highest drop in performance
when using CoT can be seen with Claude-3.5 on
the three variants of the EthiX dataset, with up to
8% difference in F; compared to standard zero-
shot. In contrast, Mistral showcases a stronger
ability to distinguish between argument schemes
using CoT on the EthiX dataset variants, with up
to 15% improvement in F}. In the few-shot setting,
using CoT for Llama-3.2 on NLAS, increases F
from 0.47 in the standard setup to 0.79, suggesting
that for smaller models, the structured reasoning
provided by CoT can be particularly beneficial.

5.3 Do LLMs perform differently on
manually annotated arguments compared
to generated arguments?

Comparing EthiX; with NLAS, reveals a stark dif-
ference in how LLMs handle manually annotated
human-made arguments versus those generated au-
tomatically. The results on EthiX, performance
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Figure 1: Confusion matrices for the best performing model, Claude-3.5 with few-shot descriptions, for EthiX (left

figure) and EthiX, (right figure).

scores are significantly lower across all setups and
models. On NLAS,, models achieve near-perfect
scores, with even the smaller models, although
more variable, showing substantially higher scores.

This discrepancy suggests that LLMs are much
more adept at handling automatically generated ar-
guments. This is not surprising, as the generated
arguments in NLAS, are more structured and con-
sistent, with parts of the scheme name often appear-
ing in the argument (see Table 3, e.g. “Dr. Nora
Volkow is an expert in neuroscience”). In contrast,
a manually annotated dataset with real-world argu-
ments exhibits greater variability and subtlety in
argument structure and language, posing a greater
challenge for the models.

It is also interesting to note that for EthiXy, per-
formance differences among setups in the few-shot
setting are minimal. This finding could suggest that,
for datasets with fewer classes, simpler prompting
methods that only provide a few examples might al-
ready suffice, with more elaborate prompts (such as
few-shot definitions or few-shot CoT) not yielding
substantial additional benefits.

5.4 Which argument schemes are more
challenging?

Across all datasets, argument from cause to ef-
fect was the most misclassified scheme, often con-
fused with argument from consequences or argu-
ment from example. This frequent misclassification
may stem from the inherent nature of the scheme;
its distinctive feature, causality, is also a common
element in other schemes, leading to overlaps in
classification.

The argument from expert opinion was the sec-
ond most misclassified scheme in EthiX, mostly

misclassified as argument from example or argu-
ment from consequences as well. This misclassifi-
cation suggests a challenge with source-based argu-
ments, which embed other arguments. For example,
the argument “Masks reduce Covid transmission
according to WHO” in Table 3 can be interpreted
as ‘“We should do something because it is good’,
indirectly communicated by a source of expertise.
Thus, the more complex, source-based argument
Jfrom expert opinion (which presupposes the unex-
pressed premise that the fact that the claim is made
by an expert implies its truth and acceptability)
can be perceived to embed the format of another
scheme, argument from consequences. Figure 1
illustrates the confusion matrices of Claude-3.5
in the few-shot descriptions setting, for Ethix and
EthiX,.

Lastly, in NLAS,, argument from example and
argument from analogy were often misclassified as
one another, reflecting the fine line between gener-
alising from a specific case and comparing case to
case. This similarity highlights the subtle distinc-
tions that pose challenges in classification tasks.

5.5 How do models perform on enthymemes?

The best performance on EthiX,, which contains
only enthymemes, is obtained with Claude-3.5 in
the few-shot setting including the descriptions of
the argument schemes in the prompt. Overall,
we can observe the same pattern in model per-
formance on EthiX, as on the entire version of
EthiX in most experiments. For example, Claude-
3.5 and GPT-40 show similar I} on EthiX and
EthiX, in the standard zero-shot setting. In standard
few-shot, Claude-3.5’s performance drops from
0.61 on EthiX to 0.57 on EthiX,, while Mistral de-
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creases from 0.35 to 0.29. These differences may
indicate that the implicit nature of enthymemes
introduces a small additional challenge for some
models.

It is important to note that the enthymemes
in EthiX, primarily involve implicit conclusions,
which can often be inferred or assumed using the
debate topic. However, we did not instruct the mod-
els to reconstruct the enthymemes (only to take
the debate topic into account), demonstrating how
effectively LL.Ms leverage context independently.
Regarding Gemini’s improvement, a potential ex-
planation could be the pre-training dataset used,
which suggests that Gemini could be particularly
adept at identifying or internally reconstructing
implicit textual elements, potentially revealing an
enhanced capability for context-driven reasoning.

5.6 Do LLMs perform better than pre-trained
language models?

Compared to pre-trained language models
(PLMs) (Bezou-Vrakatseli et al., 2024a), LLMs
generally perform better. For example, BERT
achieves Fj of 0.53, with other PLMs not exceed-
ing 0.55. In contrast, in the few-shot setting, nearly
all larger LLMs achieve F} scores above 0.55. The
best PLM reported on EthiX, ERNIE, yields F}
of 0.63, while the top-performing LLM, Claude,
surpasses this with an F score of 0.65.

6 Conclusion

In this paper, we evaluated the ability of large
language models to identify argument schemes.
Our comprehensive evaluation covered zero-shot,
few-shot, and chain-of-thought prompting methods
across seven open-source and proprietary models
on manually annotated human-made arguments,
including enthymemes, as well as automatically
generated arguments. Furthermore, we explored
two approaches for enhancing the task instruc-
tions: normative information (i.e. the formal defi-
nitions of argument schemes as per Walton’s taxon-
omy) and LLM-generated descriptions of argument
schemes. Our analysis revealed that larger mod-
els can identify argument schemes satisfactorily in
few-shot settings when given descriptions of argu-
ment schemes, in contrast to smaller models which
struggle more. Given the inherent complexity of
recognising argument schemes, a task that poses
challenges even for human annotators (Walton and
Macagno, 2015; Anthony and Kim, 2015; Lindahl

et al., 2019; Bezou-Vrakatseli et al., 2024a), our
findings are promising.

In future work, we plan to extend our analysis
to other schemes and taxonomies for a more com-
prehensive evaluation. Furthermore, we plan to
investigate argument generation using argument
schemes and their associated critical questions as
well as the potential of large language models for
appropriate use of these schemes in dialogues.

Limitations

The presented work has certain limitations that
future investigations could address. Specifically,
our current work is focused exclusively on the En-
glish language. Although we have used widely
recognised argument schemes from Walton’s tax-
onomy to evaluate the classification capabilities of
LLMs, argument schemes and their understanding
by LLMs can vary significantly across different
languages. Further research is needed to extend
argument scheme classification beyond English.

Moreover, in our experiments, we only focus on
Walton’s taxonomy of schemes. Alternative tax-
onomies, such as the one proposed by Wagemans,
might provide different insights into the capabili-
ties of LLMs. Furthermore, our focus is restricted
to specific argument schemes. While these schemes
are the most prevalent in discourse, the exclusion
of less common but equally significant schemes
may skew our understanding of a model’s overall
argumentation proficiency. The schemes we in-
cluded are primarily selected based on the available
datasets, which represent schemes frequently en-
countered in argumentation literature and practice.
Classifying argument schemes is a complex task,
further compounded by the extensive list of argu-
ment schemes, which often leads to low annotator
agreement (Hansen and Walton, 2013; Schneider
et al., 2013; Lawrence and Reed, 2015). Although
these schemes may appear clearly distinct at first
glance, there remains meaningful overlap and po-
tential ambiguity in distinguishing them (Bezou-
Vrakatseli et al., 2024a). Understanding the ability
of LLMs to distinguish amongst commonly en-
countered schemes serves as a valuable baseline
for current applications and lays the groundwork
for future research focused on distinguishing more
closely related schemes. These limitations suggest
a potential avenue for future research to explore
other schemes and taxonomies.

Finally, whilst we explored different prompting
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strategies, our results show that LLMs are sensitive
to the specifics of prompt design. This indicates
that the performance variability could stem more
from how the tasks are framed rather than from the
models’ capabilities, pointing towards the need for
developing more robust evaluation methods that
minimise prompt dependence.
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A Implementation Details

The publicly available information about the mod-
els’ parameters is the following: Llama-3.2 has 3B
parameters and Mistral has 7B. The exact number
of parameters of the bigger models has not been
disclosed yet. Based on estimates (e.g. Abacha
et al. (2024)), the larger models are calculated to
have hundreds of billions of parameters.

All computations were performed on a Macbook
Pro. Llama-3.2 and Mistral were run locally, us-
ing ollama. All other models were implemented
without a dedicated GPU. GPT-40, GPT-4, and
Grok-2 were implemented using openai, Claude
anthropic, and Gemini google.generativeai.

For Llama-3.2, we use temperature: 0, top p:
0.90, and top k: 50. For zero-shot CoT and few-
shot CoT, we set max output tokens: 1000; for all
other setups we use max output tokens: 50. For
Mistral, GPT-40, and GPT-4, we use temperature:
0, top p: 1.00, frequency penalty: 0, and presence
penalty: 0. zero-shot CoT and few-shot CoT, we
set max output tokens: 1000; for all other setups
we use max output tokens: 50. For Gemini, we
use temperature: 0, top p: 0.95, and top k: 40.
zero-shot CoT and few-shot CoT, we set max out-
put tokens: 1000; for all other setups we use max
output tokens: 50. For Claude-3.5 and Grok-2, we
use temperature: 0, top p: 1.00, and top k: 40.
zero-shot CoT and few-shot CoT, we set max out-
put tokens: 1000; for all other setups we use max
output tokens: 50.

B Prompts
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Prompt

Your task is to classify the Argument into one of the following argument schemes, given its Debate question, according to Walton’s taxonomy. The input is given
in the form: [Argument]: argument. [Debate]: debate question. You need to give an answer for the [Scheme] slot.

There are four schemes that you can choose to fill it and only these: argument from example, argument from cause to effect, argument from expert opinion,
argument from analogy.

Below are the formal definitions of the schemes in the form [Definition]: Premise, Conclusion.

[Scheme]: argument from example. [Definition]: Premise: ‘In this particular case, the individual a has property F and also property G.”, Conclusion: ‘Therefore,
generally, if x has property F, then it also has property G.”

[Scheme]: argument from cause to effect. [Definition]: Major Premise: ‘Generally, if A occurs, then B will (might) occur.’, Minor Premise: ‘In this case, A
occurs (might occur).”, Conclusion: ‘Therefore, in this case, B will (might occur).’

[Scheme]: argument from expert opinion. [Definition]: Major Premise: ‘Source E is an expert in subject domain S containing proposition A.”, Minor Premise: ‘E
asserts that proposition A is true (false).”, Conclusion: ‘A is true (false).”

[Scheme]: argument from analogy. [Definition]: Similarity Premise: ‘Generally, case C1 is similar to case C2.’, Base Premise: ‘A is true (false) in case C1.,
Conclusion: ‘A is true (false) in case C2.

Below are the descriptions of the schemes:

[Scheme]: argument from example. [Description]: This scheme uses one or more specific cases or examples to support a general conclusion.

[Scheme]: argument from cause to effect. [Description]: This argument predicts that a specific cause will lead to a specific effect, using the causal connection to
support the conclusion.

[Scheme]: argument from expert opinion. [Description]: This scheme supports a conclusion by citing an authority or expert in the field relevant to the argument.
[Scheme]: argument from analogy. [Description]: This type of argument claims that because two things are similar in certain respects, they are likely similar in

other respects as well.

Some examples:

[Argument]: Some humans in non-developed areas rely on food in nature to survive, including meat from local animals. [Debate]: Is cannibalism ethically
permissible?. [Scheme]: argument from example

[Argument]: Creating something in a controlled environment limits the potential for misuse, so developing AGI in a control environment will limit the potential
of harm. [Debate]: Should an artificial general intelligence be created?. [Scheme]: argument from cause to effect

[Argument]: According to many philosophers, the fate of the universe tends towards Goodness. [Debate]: What’s the right solution to the trolley problem?.
[Scheme]: argument from expert opinion

[Argument]: The right to reproductive freedom already includes assisted reproductive technologies such as in-vitro fertilization. Cloning humans could be seen
as another assisted reproductive technology. [Debate]: Is cloning humans ethical?. [Scheme]: argument from analogy

[Argument]: Exposure to online harassment - stressor to contend with for some resulting in some youths committing suicide -remember Ask.fm?. [Debate]: Has
social media been good for humanity?. [Scheme]: argument from example

[Argument]: Nature causes irreparable damage to itself as well as constant harm, pain, and suffering to other living organisms without any help from humans.
None of this can be avoided without humans. [Debate]: Would the world be a better place without humans?. [Scheme]: argument from cause to effect
[Argument]: This 2006 survey showed 49% of state prisoners, 40% of federal prisoners and 60% of all inmates in the USA have a symptom of a mental disorder.
[Debate]: Should individuals sentenced to life in prison be allowed to choose death instead?. [Scheme]: argument from expert opinion

[Argument]: Airlines sometimes require ‘fitness to fly” certificate from passengers flying with them. This could be extended to include proof of immunization
from COVID-19. [Debate]: Should Covid-19 vaccines be mandatory?. [Scheme]: argument from analogy

[Argument]: argument. [Debate]: debate_question. [Scheme]: Return one and only one of these 4 schemes, all in lowercase letters and written exactly as
they are here. No other schemes. Do not include any additional text, repetition of the argument, or explanations!

Input

Argument: While certain attributes of the virus are still being investigated, the overwhelming consensus of scientists is that the wearing of masks will limit the
spread of the virus.

Debate: Do people have a right to not wear a mask in public spaces during the Covid-19 pandemic?

Expected Output
argument from expert opinion

Table 6: Experimental setups for EthiX,. The standard zero-shot prompt is described in black text. For the standard
Sfew-shot setup, the red text is included. The zero-shot definitions setup includes the standard prompt as well as the
definitions in blue, while the few-shot definitions setup includes the standard prompt, the definitions in blue, and the
red text. Similarly, zero-shot descriptions includes the standard prompt as well as the descriptions in green, while
few-shot descriptions includes the standard prompt, the descriptions in green, and the red text.
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Promptl

Your task is to classify the Argument into one of the following argument schemes, given its Debate question, according to Walton’s taxonomy. Choose the
scheme carefully and provide reasoning for your decision.

The input is given in the form: [Argument]: argument. [Debate]: debate question. You need to give an answer for the [Scheme] slot. There are four schemes that
you can choose to fill it and only these: argument from example, argument from cause to effect, argument from expert opinion, argument from analogy.

Some examples:

[Argument]: Some humans in non-developed areas rely on food in nature to survive, including meat from local animals. [Debate]: Is cannibalism ethically
permissible?. [Reasoning]: This argument is best classified as an "argument from example" because it uses the specific instances of people in non-developed
areas relying on naturally available meat for survival to support the broader claim about the permissibility of cannibalism in extreme survival situations. By
stating this example, the arguer aims to provide a concrete instance that illustrates when eating meat for survival is necessary and extrapolates this necessity to
justify the possibility of cannibalism under dire conditions. [Scheme]: argument from example

[Argument]: Creating something in a controlled environment limits the potential for misuse, so developing AGI in a control environment will limit the potential
of harm. [Debate]: Should an artificial general intelligence be created?. [Reasoning]: This is an argument from cause to effect because it establishes a causal link
between controlled development (cause) and limited potential for harm (effect). The arguer is reasoning that because controlled environments generally cause
limited misuse (causal principle), therefore controlling AGI development will cause limited harm (specific application). The argument’s core structure relies on
this causal relationship rather than examples, values, expert opinions, alternatives, or analogies. [Scheme]: argument from cause to effect

[Argument]: According to many philosophers, the fate of the universe tends towards Goodness. [Reasoning]: This argument clearly relies on the authority
of philosophers as experts in moral and philosophical matters. The structure follows the classic expert opinion pattern where the argument’s strength comes
from citing what experts (in this case, "many philosophers") believe about the nature of the universe and goodness. The argument doesn’t provide examples,
draw analogies, or discuss consequences - instead, it bases its persuasive power on the expertise and credibility of philosophers as authorities on moral and
metaphysical questions. [Debate]: What's the right solution to the trolley problem?. [Scheme]: argument from expert opinion

[Argument]: The right to reproductive freedom already includes assisted reproductive technologies such as in-vitro fertilization. Cloning humans could be
seen as another assisted reproductive technology. [Debate]: Is cloning humans ethical?. [Reasoning]: This is clearly an argument from analogy because: 1.
It compares human cloning to an already accepted practice (IVF); 2. It suggests that because both share the characteristic of being "assisted reproductive
technologies," they should be treated similarly; 3. The argument tries to transfer the acceptance of one practice (IVF) to another (cloning) based on their shared
properties; 4. The structure follows the classic form of analogical reasoning: "A is like B in relevant ways, B is accepted, therefore A should be accepted too”.
[Scheme]: argument from analogy

[Argument]: Exposure to online harassment - stressor to contend with for some resulting in some youths committing suicide -remember Ask.fm?. [Reasoning]:
This is best classified as an argument from example because it uses the specific historical case of Ask.fm and its associated suicides as an example to support the
broader claim about social media’s negative impact. The arguer is saying "Remember Ask.fm?" as a way to provide a concrete instance of how social media
harassment has led to tragic outcomes. The argument relies on this specific example to make its broader point about social media’s harmful effects on humanity.
[Debate]: Has social media been good for humanity?. [Scheme]: argument from example

[Argument]: Nature causes irreparable damage to itself as well as constant harm, pain, and suffering to other living organisms without any help from humans.
None of this can be avoided without humans. [Debate]: Would the world be a better place without humans?. [Reasoning]: This argument is best classified as an
"argument from cause to effect” because it identifies a cause (natural processes and phenomena) and directly links it to specific effects (damage, harm, pain, and
suffering to itself and other living organisms). [Scheme]: argument from cause to effect

[Argument]: This 2006 survey showed 49% of state prisoners, 40% of federal prisoners and 60% of all inmates in the USA have a symptom of a mental disorder.
[Debate]: Should individuals sentenced to life in prison be allowed to choose death instead?. [Reasoning]: This argument is classified as an "argument from
expert opinion" because it relies on the findings of a survey—presumably conducted by researchers or specialists in the field—as the basis for asserting a factual
claim about the prevalence of mental health issues among prisoners. By referencing statistical data from a survey conducted in 2006, the arguer leverages the
authority and credibility of the survey’s authors (experts in criminology, psychology, or a related field) to substantiate the claim. [Scheme]: argument from expert
opinion

[Argument]: Airlines sometimes require ‘fitness to fly” certificate from passengers flying with them. This could be extended to include proof of immunization
from COVID-19. [Debate]: Should Covid-19 vaccines be mandatory?. [Reasoning]: This is an argument from analogy because it: 1. Draws a parallel between
two similar situations (fitness certificates and vaccination proof); 2. Uses an existing practice to justify a similar proposed practice; 3.Suggests that since one
health requirement is acceptable, another similar health requirement would also be acceptable; 4. Relies on the similarity between two cases to transfer the
acceptability from one to the other. The argument doesn’t rely on consequences, expert opinion, values, examples, or cause-effect relationships. Instead, it
fundamentally works by drawing an analogy between existing airline health requirements and proposed vaccination requirements. [Scheme]: argument from
analogy

[Argument]: argument. [Debate]: debate_question. [Scheme]: Return only 1 of these 4 schemes. [Reasoning]: Give the reason you chose the scheme
you chose. Let’s think step by step!

Prompt 2

Your task is to classify the Argument into one of the following argument schemes, given its Debate question, according to Walton’s taxonomy. You are provided
with the Reasoning for the classification.

The input is given in the form: [Argument]: argument. [Debate]: debate question. [Reasoning]: reasoning. You need to give an answer for the [Scheme] slot.
There are four schemes that you can choose to fill it and only these: argument from example, argument from cause to effect, argument from expert opinion,
argument from analogy.

[Argument]: argument. [Debate]: debate_question. [Reasoning]: reasoning. [Scheme]: Return only 1 of these 4 schemes, all in lowercase letters and
written exactly as they are here. No other schemes. Do not include any additional text, repetition of the argument, or explanations!

Table 7: Chain-of-thought setups for EthiX,. CoT is a 2-stage setup, we prompt with Prompt1 and give the answer
to the model via Prompt2. The zero-shot CoT prompt is described in black text. For the few-shot CoT setup, the red
text is included.
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Prompt

Your task is to classify the Argument into one of the following argument schemes, given its Debate topic, according to Walton’s taxonomy. The input is given in
the form: [Argument]: argument. [Topic]: debate topic. You need to give an answer for the [Scheme] slot.

There are four schemes that you can choose to fill it and only these: argument from example, argument from cause to effect, argument from expert opinion,
argument from analogy.

Below are the formal definitions of the schemes in the form [Definition]: Premise, Conclusion.

[Scheme]: argument from example. [Definition]: Premise: ‘In this particular case, the individual a has property F and also property G.’, Conclusion: ‘Therefore,
generally, if x has property F, then it also has property G.”

[Scheme]: argument from cause to effect. [Definition]: Major Premise: ‘Generally, if A occurs, then B will (might) occur.”, Minor Premise: ‘In this case, A
occurs (might occur).”, Conclusion: ‘Therefore, in this case, B will (might occur).”

[Scheme]: argument from expert opinion. [Definition]: Major Premise: ‘Source E is an expert in subject domain S containing proposition A.’, Minor Premise: ‘E
asserts that proposition A is true (false).”, Conclusion: ‘A is true (false).”

[Scheme]: argument from analogy. [Definition]: Similarity Premise: ‘Generally, case C1 is similar to case C2.’, Base Premise: ‘A is true (false) in case C1.’,
Conclusion: ‘A is true (false) in case C2.”

Below are the descriptions of the schemes:

[Scheme]: argument from example. [Description]: This scheme uses one or more specific cases or examples to support a general conclusion.

[Scheme]: argument from cause to effect. [Description]: This argument predicts that a specific cause will lead to a specific effect, using the causal connection to
support the conclusion.

[Scheme]: argument from expert opinion. [Description]: This scheme supports a conclusion by citing an authority or expert in the field relevant to the argument.
[Scheme]: argument from analogy. [Description]: This type of argument claims that because two things are similar in certain respects, they are likely similar in
other respects as well.

Some examples:

[Argument]: "premise": "In this particular case, John has terminal cancer and also the right to die with dignity through euthanasia", "conclusion": "Therefore,
generally, if any individual has terminal cancer, then they also have the right to die with dignity through euthanasia”. [Topic]: Euthanasia. [Scheme]: argument
from example

[Argument]: "major premise": "Generally, if a person has a favorable physical appearance, then they will be perceived more positively by others.", "minor
premise": "In this case, the person has made efforts to improve their physical appearance.”, "conclusion": "Therefore, in this case, the person is likely to be
perceived more positively by others, which can potentially lead to personal success.". [Topic]: Physical appearance for personal success. [Scheme]: argument
from cause to effect

[Argument]:"major premise": "Dr. Nora Volkow is an expert in neuroscience and drug abuse research”, "minor premise": "Dr. Volkow asserts that legalizing
cannabis can lead to negative public health outcomes, including addiction, cognitive impairment, and mental health issues", "conclusion": "Legalizing cannabis
is not advisable as it can have negative public health outcomes". [Topic]: Legalisation of cannabis. [Scheme]: argument from expert opinion

[Argument]: "similarity premise": "Generally, killing another human being is considered morally wrong", "base premise": "Abortion involves the deliberate
termination of a developing human being", "conclusion": "Abortion should be considered morally wrong". [Topic]: Abortion. [Scheme]: argument from analogy
[Argument]: "premise": "In this particular case, individuals who are vaccinated against COVID-19 have a significantly lower risk of contracting and spreading
the virus than those who are unvaccinated.", "conclusion": "Therefore, generally, if individuals in a population are vaccinated against COVID-19, the overall risk
of community transmission will be reduced and the population will be better protected from the virus.”. [Topic]: Mandatory vaccination in pandemic. [Scheme]:
argument from example

[Argument]: "major premise": "Generally, if a person commits a heinous crime, then they deserve a severe punishment.”, "minor premise": "In this case, a person
has committed a heinous crime.", "conclusion": "Therefore, in this case, the person deserves a severe punishment, which could include capital punishment.".
[Topic]: Capital punishment. [Scheme]: argument from cause to effect

[Argument]: "major premise”: "Legal scholar X is an expert in constitutional law", "minor premise": "Legal scholar X asserts that freedom of speech should be
limited in cases where it leads to hate speech and incitement to violence", "conclusion": "Limiting freedom of speech in cases of hate speech and incitement to
violence is necessary to protect individuals from harm and maintain a civil society". [Topic]: Freedom of speech. [Scheme]: argument from expert opinion
[Argument]: "similarity premise": "Generally, creating identical copies of an object or entity is similar to creating identical copies of an animal or human being
through cloning technology", "base premise": "Cloning technology has been successfully used to create identical copies of animals, such as Dolly the sheep, and
has the potential to create identical copies of humans", "conclusion": "Therefore, if creating identical copies of objects or entities is accepted practice (such
as in the production of computer chips or mass-produced products), then cloning animals and humans should also be accepted and permissible.". [Topic]:
Animal/human cloning. [Scheme]: argument from analogy

[Argument]: argument. [Topic]: debate_topic. [Scheme]: Return one and only one of these 4 schemes, all in lowercase letters and written exactly as they
are here. No other schemes. Do not include any additional text, repetition of the argument, or explanations!

Input

Argument: While certain attributes of the virus are still being investigated, the overwhelming consensus of scientists is that the wearing of masks will limit the
spread of the virus.

Debate: Do people have a right to not wear a mask in public spaces during the Covid-19 pandemic?

Expected Output
argument from expert opinion

Table 8: Experimental setups for NLAS,. The standard zero-shot prompt is described in black text. For the standard
Sfew-shot setup, the red text is included. The zero-shot definitions setup includes the standard prompt as well as the
definitions in blue, while the few-shot definitions setup includes the standard prompt, the definitions in blue, and the
red text. Similarly, zero-shot descriptions includes the standard prompt as well as the descriptions in green, while
Sfew-shot descriptions includes the standard prompt, the descriptions in green, and the red text.
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Promptl

Your task is to classify the Argument into one of the following argument schemes, given its Debate topic, according to Walton’s taxonomy. Choose the scheme
carefully and provide reasoning for your decision.

The input is given in the form: [Argument]: argument. [Topic]: debate topic. You need to give an answer for the [Scheme] slot. There are four schemes that you
can choose to fill it and only these: argument from example, argument from cause to effect, argument from expert opinion, argument from analogy.

Some examples:

[Argument]: "premise”: "In this particular case, John has terminal cancer and also the right to die with dignity through euthanasia", "conclusion": "Therefore,
generally, if any individual has terminal cancer, then they also have the right to die with dignity through euthanasia". [Topic]: Euthanasia. [Scheme]: argument
from example. [Reasoning]: This argument takes a specific instance (John’s case) and uses it to make a generalization about all similar cases. It moves from a
particular case to a universal claim, which is the defining characteristic of argument from example. The arguer uses John’s specific situation with terminal cancer
to justify a broader conclusion about all individuals with terminal cancer having the same right.

[Argument]: "major premise": "Generally, if a person has a favorable physical appearance, then they will be perceived more positively by others.", "minor
premise": "In this case, the person has made efforts to improve their physical appearance.", "conclusion": "Therefore, in this case, the person is likely to be
perceived more positively by others, which can potentially lead to personal success.". [Topic]: Physical appearance for personal success. [Scheme]: argument
from cause to effect. [Reasoning]: This argument follows a causal chain where physical appearance (cause) leads to positive perception (effect), which in
turn leads to personal success. The major premise establishes a general causal relationship between appearance and perception, while the minor premise and
conclusion follow this causal chain to its outcome. The argument structure clearly shows how one event (improving appearance) is expected to lead to another
(positive perception) and ultimately to a final effect (personal success).

[Argument]: "major premise": "Dr. Nora Volkow is an expert in neuroscience and drug abuse research", "minor premise": "Dr. Volkow asserts that legalizing
cannabis can lead to negative public health outcomes, including addiction, cognitive impairment, and mental health issues", "conclusion": "Legalizing cannabis
is not advisable as it can have negative public health outcomes". [Topic]: Legalisation of cannabis. [Scheme]: argument from expert opinion. [Reasoning]: This
argument relies on the authority and expertise of Dr. Nora Volkow in neuroscience and drug abuse research. The structure follows the classic expert opinion
pattern where the expert’s credentials are established (major premise), their statement on the topic is presented (minor premise), and the conclusion is drawn
based on accepting their expert testimony. The argument’s strength comes from Dr. Volkow’s recognized expertise in the relevant field of study.

[Argument]: "similarity premise": "Generally, killing another human being is considered morally wrong", "base premise": "Abortion involves the deliberate
termination of a developing human being", "conclusion”: "Abortion should be considered morally wrong". [Topic]: Abortion. [Scheme]: argument from analogy.
[Reasoning]: This argument draws a parallel between two situations: general killing of humans and abortion. It establishes a similarity between these cases (both
involve ending human life) and transfers the moral evaluation from one case to the other. The argument relies on the comparison of properties between these two
situations to draw its conclusion, which is characteristic of analogical reasoning.

[Argument]: "premise": "In this particular case, individuals who are vaccinated against COVID-19 have a significantly lower risk of contracting and spreading
the virus than those who are unvaccinated.", "conclusion": "Therefore, generally, if individuals in a population are vaccinated against COVID-19, the overall risk
of community transmission will be reduced and the population will be better protected from the virus.”. [Topic]: Mandatory vaccination in pandemic. [Scheme]:
argument from example. [Reasoning]: This argument uses a specific observed instance (particular case of vaccinated individuals showing lower transmission
rates) to draw a broader generalization about the effects of vaccination on population-level transmission. It moves from a specific example or case to a general
conclusion, which is characteristic of argument from example.

[Argument]: "major premise": "Generally, if a person commits a heinous crime, then they deserve a severe punishment.", "minor premise": "In this case, a person
has committed a heinous crime.", "conclusion": "Therefore, in this case, the person deserves a severe punishment, which could include capital punishment.".
[Topic]: Capital punishment. [Scheme]: argument from cause to effect. [Reasoning]: This argument follows a causal pattern where the act of committing a
heinous crime (cause) leads to deserving severe punishment (effect). The argument establishes a general causal relationship in the major premise and applies it
to a specific case to reach the conclusion about deserved punishment. It’s not based on examples, expert opinions, or analogies, but rather on a direct causal
relationship between actions and their consequences.

[Argument]: "major premise": "Legal scholar X is an expert in constitutional law", "minor premise": "Legal scholar X asserts that freedom of speech should be
limited in cases where it leads to hate speech and incitement to violence", "conclusion": "Limiting freedom of speech in cases of hate speech and incitement to
violence is necessary to protect individuals from harm and maintain a civil society". [Topic]: Freedom of speech. [Scheme]: argument from expert opinion.
[Reasoning]: This argument relies on the authority and expertise of a legal scholar in constitutional law to support the conclusion about limiting freedom of
speech. The structure follows the classic expert opinion pattern where the expert’s credentials are established (major premise), followed by their assertion
(minor premise), which is then used to support the conclusion. The argument’s strength comes from the expert’s credibility in the relevant field rather than from
examples, causal relationships, or analogies.

[Argument]: "similarity premise": "Generally, creating identical copies of an object or entity is similar to creating identical copies of an animal or human being
through cloning technology", "base premise": "Cloning technology has been successfully used to create identical copies of animals, such as Dolly the sheep, and
has the potential to create identical copies of humans", "conclusion": "Therefore, if creating identical copies of objects or entities is accepted practice (such
as in the production of computer chips or mass-produced products), then cloning animals and humans should also be accepted and permissible.". [Topic]:
Animal/human cloning. [Scheme]: argument from analogy. [Reasoning]: This argument draws a parallel between two situations: creating copies of objects and
creating clones of living beings. It attempts to transfer the acceptability of one practice (copying objects) to another practice (cloning animals/humans) based on
their shared characteristic of creating identical copies. The argument relies on the similarity between these two situations to justify its conclusion, which is a
classic structure of analogical reasoning.

[Argument]: argument. [Debate]: debate_topic. [Scheme]: Return only 1 of these 4 schemes. [Reasoning]: Give the reason you chose the scheme you
chose. Let’s think step by step!

Prompt 2

Your task is to classify the Argument into one of the following argument schemes, given its Debate topic, according to Walton’s taxonomy. You are provided
with the Reasoning for the classification.

The input is given in the form: [Argument]: argument. [Topic]: debate topic. [Reasoning]: reasoning. You need to give an answer for the [Scheme] slot. There
are four schemes that you can choose to fill it and only these: argument from example, argument from cause to effect, argument from expert opinion, argument
from analogy.

[Argument]: argument. [Topic]: debate_topic. [Reasoning]: reasoning. [Scheme]: Return only 1 of these 4 schemes, all in lowercase letters and
written exactly as they are here. No other schemes. Do not include any additional text, repetition of the argument, or explanations!

Table 9: Chain-of-thought setups for NLAS,. CoT is a 2-stage setup, we prompt with Prompt] and give the answer
to the model via Prompt2. The zero-shot CoT prompt is described in black text. For the few-shot CoT setup, the red
text is included.
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