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Abstract

In the era of Large Language Models (LLMs),
establishing effective evaluation methods and
standards for diverse human-Al interaction sys-
tems is increasingly challenging. To encour-
age more transparent documentation and facili-
tate discussion on human-Al system evaluation
design options, we present an evaluation card
SPHERE, which encompasses five key dimen-
sions: 1) What is being evaluated?; 2) How
is the evaluation conducted?; 3) Who is par-
ticipating in the evaluation?; 4) When is eval-
uation conducted?; 5) How is evaluation vali-
dated? We conduct a review of 39 human-Al
systems using SPHERE, outlining current evalu-
ation practices and areas for improvement. We
provide three recommendations for improving
the validity and rigor of evaluation practices.

1 Introduction

The proliferation of LLMs has changed the way
humans interact with Al systems. Compared to pre-
viously existing Al models, LLMs can better com-
prehend and generate human-like text, enabling
users to engage with Al through natural language
in a more conversational manner (Brown et al.,
2020). By leveraging these capabilities, system
designers can create human-Al systems! that span
a range of domains and roles. Despite the rapid
advances in designing new human-Al systems, it is
still unclear how to best evaluate them. Standard
evaluation practices in NLP are better suited for un-
derstanding model performance using automated
metrics and static benchmarks. While there have
been efforts to integrate more human-centered eval-
uation, there are also concerns about the validity
and reproducibility of how these evaluations are
conducted (Belz et al., 2023; Howcroft et al., 2020;
Gehrmann et al., 2023).

* Co-first authors.
T Co-last authors.

Given the wide diversity of human-Al systems,
what factors should researchers consider when de-
signing evaluations? How do we ensure that these
evaluations are transparent and replicable? To ad-
dress these questions, we need systematic methods
for documenting how these evaluations are con-
ducted. As a step in this direction, we propose the
SPHERE evaluation card, which provides a compre-
hensive template for designing and documenting
evaluation protocols used to assess human-Al sys-
tems.! Although we focus on systems powered by
LLMs in this work, the evaluation dimensions we
discuss are agnostic to the type of model and can
be applied to Al systems more broadly.

SPHERE Evaluation Card for Human-AI Systems

(Subject) What is being evaluated?

* Component: Model, System

* Design Goal: Effectiveness, Efficiency, Satisfaction
(Process) is the evaluation being conducted?

¢ Scope: Intrinsic, Extrinsic
¢ Method: Quantitative, Qualitative

(Handler) Who is participating in the evaluation?

¢ Automated: Static, Generative
e Human: Expert, User

(Elasped) When is evaluation conducted (duration)?
¢ Time Scale: Immediate, Short-term, Long-term
(Robustness) How is evaluation validated?

 Validation: Reliability, Validity

\. J

The purpose of SPHERE is two-fold. First, re-
searchers can use the template when designing
evaluations (Section 3). We enumerate five high-

"Following the definitions from the literature (Lee et al.,
2023; Amershi et al., 2019), a human-Al system harnesses Al
capabilities that are exposed to end users through an interface.
These systems consist of an AI model, a user interface, and
logic that converts user entry into input for the model. We
instantiate the Al as LLM when we refer to human-Al systems
and evaluation in this paper.
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Table 1: SPHERE covers five dimensions of human-Al system evaluation, with 8 categories and 18 aspects. We provide examples
and visualize the distribution of SPHERE aspects from papers published at HCI (left bar) and NLP venues reviewed in our

literature survey (details in Section 4).

Category  Aspect HCI Examples

NLP Examples

What is being evaluated?

Component Model Accuracy of LLM gen. (Lee et al., 2024b) u BERTScore (Gléria-Silva et al., 2024)
System Knowledge quiz (Shaikh et al., 2024) | Headline quality (Ding et al., 2023)
Design Effectiveness System risk & content (Rajashekar et al., 2024) |l Label quality & stability (Wei et al., 2024)
Goal Efficiency Perceived workload (Lee et al., 2024b) [ | Time on task (Ding et al., 2023)
Satisfaction Likert-scale rating of fun (Wang et al., 2024c) Likert-scale rating of trust (Ding et al., 2023)
is an evaluation conducted?
Scope Intrinsic System Usability Scale (Liu et al., 2024a) Retrieval hit rate (Inan et al., 2024)
Extrinsic Engagement & enjoyment (Fan et al., 2024) Identified concept diversity (Yang et al., 2023)
Method Quantitative Interaction logs (Wu et al., 2022) Micro F1 (Wei et al., 2024)
Qualitative  Interview & grounded coding (Liu et al., 2023) Case study (Cai et al.)
Who is participating in the evaluation?
Human Expert Prolific experts (Zavolokina et al., 2024) u ASL expert (Inan et al., 2024)
User Students & physicians (Rajashekar et al., 2024) | Crowdworkers (Chakrabarty et al., 2022)
Automated Static Perplexity & LIWC scores (Calle et al., 2024) = Precision & recall (Yang et al., 2023)
Generative N/A Consistency by LLaMa?2 (Zhao et al., 2024)

When is evaluation conducted (duration)?

Time Immediate  # of clicks (Lawley and Maclellan, 2024)
Scale Short-term  1-hour usability study (Liu et al., 2024a)
Long-term  3-days session (Fan et al., 2024)

Benchmark (Raheja et al., 2023)
10 minutes per poem (Chakrabarty et al., 2022)
_ 6-months deployment (Inan et al., 2024)

(Meta) How is evaluation validated?

Validation  Reliability

Validity Counterbalancing (Wu et al., 2022)

Krippendroff’s o as IRR (Lee et al., 2024b)

Fleiss’ x for annotation (Zhao et al., 2024)
- Randomized control (Ding et al., 2023)

level questions that scaffold the dimensions that
researchers should think through to ensure that
their evaluation aligns with the intended design
goal. Within each dimension, we discuss popu-
lar practices from both NLP (e.g., benchmarking,
LLM-as-a-judge) and from HCI (e.g., experimen-
tal user studies, semi-structured interviews) that
can be adopted. Second, SPHERE can be used to
document how evaluation is conducted. To address
concerns around the replicability and reproducibil-
ity of results, researchers can use the cards to com-
municate their evaluation design. This practice
helps improve transparency in the field and fosters
a shared language for researchers to communicate
even if the systems being evaluated are different
(see examples in Appendix D).?

Using SPHERE, we analyze 39 human-LLM
systems from NLP and HCI venues (Section 4).
From our analysis, we provide three key recom-
mendations for improving evaluation practices: 1)
establish evaluations in real-world contexts; 2)
strengthen validity and interpretability of results
via triangulating various evaluation methods; and 3)
rigorously evaluate evaluation practices. These rec-

>Template for SPHERE is released on sphere-eval.github.io.

ommendations bridge the strengths of both com-
munities, for example, HCI’s focus on stakeholder
relevance and NLP’s advancements in automatic
quantitative measures, ultimately shaping more ro-
bust and actionable evaluation. Finally, we present
two case studies (Section 5) showcasing SPHERE
for designing and reproducing evaluations.

2 Background

NLP is facing what some scholars have termed
an “evaluation crisis” — how to best evaluate
the capabilities of generative models remains an
open question (Blodgett et al., 2024; Xiao et al.,
2024). Established NLP methods, such as static
benchmarks, are found to be ill-suited to judge
model performance on generative tasks (McIntosh
et al., 2024), spurring efforts to make more dy-
namic and comprehensive benchmarks (Liang et al.,
2023). Others have advocated for more human-
centered evaluations of model capabilities (Liao
and Xiao, 2023; Blodgett et al., 2024; Elango-
van et al., 2024). These concerns also coincide
with alarms around the lack of experimental repro-
ducibility and repeatability in human evaluations
of NLP systems (Belz et al., 2023). Taken together,
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there is growing uncertainty about how evaluations
should be conducted going forward and how to
ensure the quality of evaluation results.

Going beyond model capabilities, evaluating
human-Al systems introduces additional chal-
lenges. Researchers must consider not only the
model performance but also the system’s impact on
users (Weidinger et al., 2023). Although there are
many guidelines about how to design human-Al
systems (Amershi et al., 2019; Wright et al., 2020),
there is less literature on how we should be evalu-
ating them. Examples of work that tackle system
evaluation include Lee et al. (2023)’s framework
for human-LLM interaction evaluation that cap-
tures the process and user preferences beyond static
model outputs quality. Others have also proposed
methods focused on assessing the safety of these
systems (Ibrahim et al., 2024; Weidinger et al.,
2023), or for domain-specific applications (Lee
etal., 2024a). However, there is still a gap in articu-
lating a comprehensive overview of how to design
evaluations for human-Al systems.

To address this, we present the SPHERE evalua-
tion card: a framework covering five dimensions of
human-AI system evaluation that helps researchers
design and document evaluation. As a design tool,
SPHERE structures conversations around key evalu-
ation areas. As documentation (Gebru et al., 2021;
Mitchell et al., 2019), SPHERE contributes to the
transparency and reproducibility of these methods.

3 The SPHERE Evaluation Card

In this section, we present the five dimensions and
corresponding aspects of evaluation included in our
SPHERE evaluation card (Table 1), and we high-
light the challenges and considerations for each
dimension. Similar to existing documentation ef-
forts (Mitchell et al., 2019), we note that these
dimensions are not intended to be exhaustive. Re-
searchers may want to report additional dimensions
of evaluation depending on their system design.
See Fig. 1 for an example SPHERE card.

Method We develop our framework using an
expert-based affinity diagramming approach (Hart-
son, 2012; Lucero, 2015; Harboe and Huang, 2015)
across 9 authors.? Each author enumerated impor-
tant aspects and theories of human-Al system eval-
uation in their domains. Via synchronous conver-
sations, we clustered these aspects into high-level

3 Authors have a median of 4 years experience in human-Al
interaction and system evaluation in NLP and HCIL.

What is being evaluated?

System component’s effectiveness, efficiency, and sat-
isfaction: how many pursuable angles were generated,
mental demand, and perceived helpfulness.

How is evaluation conducted?

Extrinsic within-subjects study compared with IN-
JECT that includes post-task survey (quantitative
Likert ratings) and semi-structured interview (quali-
tative) on feature preferences and workflow impact.

Who is participating in the evaluation?

12 professional journalists (domain experts, intended
users). All were English speakers based in the US.

When is evaluation conducted?
Short-term sessions up to 60 minutes with $30.

How is evaluation validated?

Counterbalancing of tool order to reduce learning
effects for validity.

Figure 1: Example SPHERE card for the system An-
gleKindling (Petridis et al., 2023).

themes, prioritizing the most salient ones. We then
organized the themes using the Who, What, When,
and How questions, taking inspiration from how
these general dimensions have guided exploration
and analysis across domains (Apte et al., 2001).
Finally, we refined the dimensions after applying
them to two example systems (see Appendix D).

3.1 What is being evaluated?

The first question to answer when designing an
evaluation is to determine what is being evaluated.
To answer this, we discuss two categories of as-
pects: which part of the system is the focus of the
evaluation and what goal the evaluation is testing.

Components Since human-Al systems consist
of multiple components, we must identify what
part of the system is being evaluated. A helpful
delineation is between evaluating model behavior
versus the system as-a-whole.

We break out the model as a separate component
in evaluation since it represents a unique design
challenge of human-AlI systems, driven by uncer-
tainty surrounding model capabilities and the com-
plexity of outputs (Yang et al., 2020). Uncertainty
can be compounded by the fact that systems may
include multiple models with different functions
(e.g., Wang et al. (2024c)).

Yet, models are but one part of a more complex
artifact; designers introduce interfaces and inter-
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actions that integrate with the model components
to form a human-Al system. Understanding how
these design choices impact users’ experiences re-
quires evaluating the system holistically.

Design Goals Evaluations should be formulated
to help prove a design goal of the model or sys-
tem. To taxonomize possible design goals, we use
three categories from the ISO standard definition
of usability (Bevan et al., 2016):

» Effectiveness: accuracy, completeness, and
lack of negative consequences with which users
achieved specified goals. This category maps
closely to the quality criteria used in NLG evalua-
tion (Howcroft et al., 2020; Reiter, 2024).

* Efficiency: resources (e.g., time, cognitive effort)
required to achieve the model’s or system’s goals.

* Satisfaction: positive attitudes, emotions, and/or
comfort resulting from the use.

Considerations: selecting design goals and sce-
narios We provide two considerations for decid-
ing what to evaluate. First, human-Al systems
do not have to aim for all three design goals. In
fact, researchers should consider how designing
a system for one goal could harm another. For
example, systems relying on entirely automated
decision-making may be more efficient but can be
considered less trustworthy (Hong et al., 2020).

Second, researchers should factor in how goals
differ across scenarios. System performance will
vary depending on whether we are evaluating the
“average” versus worst case. Particularly in high-
stakes domains, we must consider this long-tail
of system behavior as they may pose immense
harm (Bickmore et al., 2018). One popular tech-
nique is red-teaming systems, although finding ad-
versarial scenarios may be expensive and hard to
identify pre-deployment (Ganguli et al., 2022; Mei
et al., 2023). Once deployed, the system should
be monitored for failures, requiring corrective ac-
tion or even removal of the system in extreme
cases (Syed, 2015; Wolf et al., 2017).

3.2 is the evaluation conducted?

Next, we must consider how the evaluation is con-
ducted, including the scope of the evaluation and
methods used. Note that human-Al systems may
require multiple evaluations employing different
scopes and methods. For example, researchers may
validate the model or interface design before evalu-
ating the system with users. Each evaluation would
be conducted differently.

Scope Evaluating human-Al systems requires as-
sessing both their internal capabilities (intrinsic
evaluation) and performance in real-world sce-
narios (extrinsic evaluation) (Jones and Galliers,
1995). Prior work has pointed out that NLP sys-
tems tend to disproportionately favor intrinsic eval-
uation, and have pushed for more extrinsic evalu-
ation (Gkatzia and Mahamood, 2015; Gehrmann
et al., 2023). While intrinsic evaluations are still
important, researchers should be mindful of how
well these internal metrics correlate to real-world
utility (Reiter and Belz, 2009; Belz and Gatt, 2008).

Method Both quantitative and qualitative meth-
ods can be used to conduct intrinsic and extrinsic
evaluations but yield different types of insights and
can be complementary to each other. In mixed-
method analyses, qualitative methods add more nu-
ance to quantitative results. For example, Petridis
et al. (2023)’s quantitative results establish that
their proposed system outperforms an existing one,
while qualitative responses in a semi-structured in-
terview unearth reasons why their system failed
and highlight possible improvements.

Considerations: selecting and implementing
evaluation methods Different methods have
their own considerations to ensure rigorous ex-
ecution. Quantitative analysis provides general-
izable insights and facilitates comparison across
groups. Therefore, when using quantitative meth-
ods, researchers should consider selecting metrics
and datasets that are representative of the system’s
task (e.g., when benchmarking) or sampling partic-
ipants to ensure experiments have sufficient statis-
tical power (Charness et al., 2012). On the other
hand, qualitative analysis aims to provide a deeper
understanding or “thick description” (Geertz, 2008)
of behavior. Generalizability may not be a prior-
ity (Donmoyer et al., 2000; Soden et al., 2024).
Researchers may want to consider extant theory,
sampling strategies, and coding techniques (e.g.,
open coding, selective coding) (Cairns and Cox,
2008; Cole and Gillies, 2022).

3.3 Who is participating in the evaluation?

When designing evaluation methods, researchers
must consider who (or what) is participating in this
evaluation, including human-centered evaluations
and automated methods spanning from standard
benchmarking techniques to LLM judges.
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3.3.1 Human Evaluators

When selecting human evaluators, we must account
for how participants’ identities or backgrounds may
influence how they interact with human-AlI systems.
HCI work has provided frameworks for thinking
about how demographic background (Bardzell and
Bardzell, 2011; Ogbonnaya-Ogburu et al., 2020;
Schlesinger et al., 2017) influences how individ-
uals may interact with technology. In addition to
these factors, in our SPHERE evaluation cards, we
highlight two aspects: whether participants are the
intended design targets and their level of expertise.

Intended Users When selecting human evalua-
tors, we must first decide, whether the system is
evaluated by the user (i.e., the intended design tar-
get) or another stakeholder. While responses from
intended users will more closely mirror how peo-
ple will interact with the deployed system, there
are other stakeholders who may be affected by the
system and whose input should be considered. For
example, Ma et al. (2024) had teachers evaluate
an Al-infused tutoring system, for which students
are the intended users; other potential evaluators
could have been parents or administrators. Work-
ing across stakeholder groups can lead to tensions
when communities may have differing priorities or
standards for evaluation (Reiter and Belz, 2009).

Experts Another point to consider is the exper-
tise of the evaluators. Expertise can refer to the do-
main expertise, such as having trained physicians
evaluate a clinical decision support system (Ra-
jashekar et al., 2024) and having teachers evalu-
ating a tutoring system (Ma et al., 2024). Here,
expertise is not to be confused with experts from
crowdworking platforms, which can also refer
to workers who have passed qualification stud-
ies (Chakrabarty et al., 2022). Domain expert
evaluations can produce more reliable judgments
than non-experts (Yesilada et al., 2009) and bring
field-specific insights, but their perceptions may
not align with those of the intended system users.
Working with expert evaluators can also be more
expensive and time-intensive.

3.3.2 Automated Evaluators

There are many ways to automatically evaluate
systems. We point out two main categories: evalua-
tions where outputs are compared to an established
reference and evaluations using generative models
to make judgments (Zheng et al., 2024).

Static Evaluators We refer to methods that com-
pare model or system behaviors to some existing
ground-truth behavior as static evaluation. For
example, benchmarking with perplexity metrics
or rule-based evaluations (Blagec et al., 2022;
Van Miltenburg et al., 2020) fall in this category.
Prior work has raised concerns about the usefulness
and validity of existing benchmarks for assessing
generative tasks (Mclntosh et al., 2024). Bench-
marking may not be necessary when systems in-
volve less model implementation, such as when
researchers prompt an off-the-shelf model.

Generative Evaluators Researchers can also use
LLMs to judge outputs (typically originating from
another LLM).* For example, Zhao et al. (2024)
use LLaMA-2-70B to rate the system’s responses
along the dimensions of consistency, relevance,
empathy, and commonsense. Generative evalua-
tors allow researchers to run more ablations under
controlled conditions and iterate on system design
quickly (Zheng et al., 2024). Generative evaluators
operate under the premise that the models’ choices
are similar to that of humans; however, there re-
main concerns about biases inherent in dataset con-
struction methods (Wang et al., 2024b) or prefer-
ences for outputs generated from certain models (Li
et al., 2023; Yin et al., 2023).

Considerations: specifying relevant evaluators
When deciding who to include as evaluators, re-
searchers should aim for specificity. Some human-
Al systems are presented as “general-purpose” or
without a defined intended user group. Works like
Chatbot Arena (Chiang et al., 2024) open up system
evaluation to an indiscriminate potential end-user.
Nonetheless, there is still value in recruiting spe-
cific user groups, such as participants who may be
historically excluded from the development of such
technologies (Ogbonnaya-Ogburu et al., 2020) or
users who might interact with the system in more
high-risk domains (Rauh et al., 2024).

Similar concerns apply when using automated
methods. Researchers should reflect on whose per-
spectives are excluded from the evaluation. Gener-
ative models may not adequately simulate diverse
personas or capture the nuances of different iden-
tity groups (Wang et al., 2024a; Cheng et al., 2023).

*We would not consider an embedding-based evaluation
method such as BERTScore (Zhang et al., 2020) as a gener-
ative evaluation. The method compares BERT embeddings
between the output and a reference rather than using the model
for generation.
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Benchmarks are also not immune; they are shaped
by the design biases and positionality of the dataset
creator (Santy et al., 2023).

3.4 When is evaluation conducted (duration)?

While many standard benchmark evaluations for Al
systems can be run in seconds, evaluating human-
Al systems requires us to consider time factors.
Drawing from Newell and Card (1985)’s time
scales of human action, we discuss evaluations that
can occur at three different time scales:

e Immediate: When evaluation occurs at the
time-scale of milliseconds and seconds, rational
thought processes are not yet at play (Newell and
Card, 1985). For instance, telemetry or log data
can be used to analyze real-time interactions (Liu
et al., 2024d; Kim et al., 2024b). Similarly, auto-
mated benchmarking approaches measure perfor-
mance at a fixed point in time.

* Short-term: Evaluating over the course of min-
utes or hours sheds light on human behaviors and
thoughts in a bounded context. Short-term eval-
uation is crucial for measuring the benefits of in-
teracting with a human-Al system. However, they
may be biased by known psychological phenom-
ena, such as the novelty effect (Elston, 2021), and
fail to capture longer-term impacts of usage.

* Long-term: Studies operating on longer time
scales (days, months, years, and more) capture
behavioral changes and effects from social inter-
action that may not appear in isolated laboratory
experiments. Over time, users also may form dif-
ferent mental models of the systems, changing
their interaction patterns. For example, Bansal
et al. (2019) found that users’ trust in Al systems
evolved with prolonged exposure and interaction.

Considerations: balancing desired outcomes
with practicalities of evaluation duration
When deciding the duration of evaluation, re-
searchers must weigh trade-offs between desired
outcomes and practical factors. Immediate eval-
uations, such as automated methods, are cheap
and efficient, but they may fail to capture the con-
sequences of interacting with the system. Alter-
natively, longitudinal studies are crucial to under-
standing sustained impacts and broader implica-
tions of Al adoption in real-world workflows (e.g.,
privacy expectations (Khowaja et al., 2024), work-
force impact (Butler et al., 2023)). With new tech-
nologies, the novelty effect can bias short-term
evaluation (Long et al., 2024). Long-term evalua-

tions, however, are time-consuming and financially
expensive (Caruana et al., 2015). Researchers
also need to manage high attrition rates and pos-
sibly intervene if drop-out follows systematic pat-
terns (Hogan et al., 2004).

3.5 How is evaluation validated?

Finally, researchers must ensure that their evalua-
tions are sound and replicable. Drawing on con-
cepts from the social sciences (Bandalos, 2018;
Drost, 2011), we present two qualities — reliabil-
ity and validity — that should be assessed when
evaluating the evaluation design. We refer to this
step as “meta-evaluation.”

Reliability Researchers must consider reliability,
or whether the evaluation produces consistent re-
sults. Three important dimensions of reliability are
as follows: stability over time (“Do results remain
the same across time points?”); equivalence (“Are
results consistent across different versions of the
evaluation?”); and internal consistency (“Do the
components of my evaluation method measure the
same concept?”’) (Drost, 2011). For example, Taeb
et al. (2024) included three Likert-scale questions
to evaluate system usefulness; to check internal
consistency, we want to validate that the questions
all measure the same concept.

Validity Measures can be reliable but still not
be valid. Researchers must also consider whether
their evaluation techniques meaningfully capture
the intended construct (Adcock and Collier, 2001).
Assessing validity is particularly important when
evaluating properties that are socially constructed
(e.g., system’s impact on creativity (He et al., 2023;
Fan et al., 2024)) compared to more objective mea-
sures (e.g., task completion time (Liu et al., 2023)).

Considerations: carefully executing valid, re-
liable, and replicable evaluations For reliabil-
ity, a popular measure of internal consistency is
Cronbach’s «, which intuitively captures correla-
tions between test items (Tavakol and Dennick,
2011). When humans or models are used to rate
system outputs, researchers must account for the
reliability of their judgments. For example, LLM
judges can produce different responses even when
given the same prompt (Stureborg et al., 2024; Shi
et al., 2024). We can measure annotation consis-
tency or inter-rater reliability (IRR) across differ-
ent raters (Artstein and Poesio, 2008; Gwet, 2001).
Common metrics for IRR include Fleiss’s x and
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Cohen’s x for categorical labels, correlation met-
rics for continuous scores, and rank-based corre-
lations, including Spearman’s p or Kendall’s 7 for
rank labels. Methods such as test-retest and parallel
measures of the same concept are also useful for
assessing other aspects of reliability (Drost, 2011).

Depending on the evaluation, there are different
considerations for validity. For behavioral experi-
ments, researchers must mitigate systematic biases
(e.g., confirmation bias (Hart et al., 2009), anchor-
ing bias (Block and Harper, 1991)) that can im-
pact experimental results. For automated methods,
particularly generative evaluators, model biases or
errors may differ from those of humans (Bavaresco
et al., 2024). Thus, researchers need to check the
consistency between the automated results and hu-
man perception (Gehrmann et al., 2023; Shankar
et al., 2024). Overall, evaluation experiments must
be carefully executed in order to be meaningful and
provide real-world utility (Reiter, 2024).

4 Applying the SPHERE Evaluation Card

SPHERE provides a structured framework for ana-
lyzing and improving how human-Al systems are
evaluated. In this section, we apply SPHERE to
works published in NLP and HCI venues. Through
this analysis, we uncover trends, gaps, and best
practices that might otherwise be overlooked, such
as underrepresented evaluation aspects or core eval-
uation designs. We distill actionable lessons to
guide researchers in designing more robust eval-
uation paradigms that align with the real-world
contexts in which these systems operate.

4.1 Method

To identify human-LLM systems, we searched
for papers published in human-computer
interaction (CHI) or natural language pro-
cessing (*CL) venues between Jan. 2022
and Sept. 2024. We kept papers that men-
tioned [“humanx*” OR “userx”] AND
“systemx” AND [“large language

model*” OR “LLMx”] in the abstract or
title and then manually inspected to ensure that
a human-LLM system was introduced.! We
reviewed 39 papers — with 21 papers from HCI
venues and 18 from NLP. Six of the authors
analyzed the papers. We first independently coded
two of the 39 papers (Krippendorf’s a@ = 0.69)
before discussing disagreements synchronously.
The remaining papers were then divided among

the authors. We visualize the distribution of
codes across papers from HCI and NLP venues in
Table 1. See Appendix A for details.

4.2 Recommendations

Building on insights learned in our analysis with
SPHERE, we propose three recommendations to im-
prove the quality of human-Al system evaluations.

4.2.1 Evaluate to reflect real-world use

A core challenge of evaluating human-AlI systems
is bridging the gap between model benchmark per-
formance and real-world usage. Extrinsic evalua-
tion is critical for understanding how systems will
perform in the real world. Our analysis found that
only 10 of the 18 NLP papers included extrinsic
evaluation compared to 20 of the 21 HCI papers.

Test systems in the real world The most com-
mon method across the 30 papers is running within-
or between-subjects experiments to quantitatively
compare systems for a pre-determined task. One
issue with this paradigm is that it is limited to con-
trolled laboratory settings, which may lack ecolog-
ical validity. Results may not always translate to
real-world scenarios. Only two of the reviewed
papers deployed the system to the real world and
studied user behavior in situ. Fan et al. (2024) had
participants use the ContextCam system in their
day-to-day lives over three days, and Inan et al.
(2024) had public users use their multimodal dia-
logue system for over six months. Going beyond
general public deployment, researchers can con-
sider evaluating their systems in users’ real-world
workflows, providing deeper insight into the sys-
tem’s utility, particularly for professional contexts
(e.g., Knoll et al. (2022)). Real-world deployment
gives insight into how actual users perceive the sys-
tem in a realistic setting and across contexts — the
ultimate test for human-AlI systems.

Recruit evaluators from relevant stakeholder
groups Selecting evaluators is crucial to ensure
population validity. Researchers should recruit rele-
vant stakeholders when running human evaluations.
Only three of the 13 NLP papers reviewed with
user evaluations recruited domain experts. Others
did not provide details on user background or re-
lied on crowdworkers and students who may not
represent the target user population. Using crowd-
workers or convenience sampling can be more time
and cost-efficient. However, downsides include
higher variance in responses and a potential lack
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of relevant expertise for domain-specific evalua-
tion (Karpinska et al., 2021).

Finding the right evaluators is challenging. One
way to recruit more representative users is through
collaborating with relevant organizations. For ex-
ample, when evaluating their mental health coun-
selor training system, Hsu et al. (2025) worked
with 7 Cups of Tea, an existing platform for online
mental health support, to recruit participants. Ex-
amining evaluation practices has implications up-
stream regarding how systems should be designed.
Working more closely with users during the design
process, such as conducting formative studies or
adopting co-design practices, better motivates the
system and forms relationships for finding evalua-
tors (Burkett, 2012). There has also been growing
interest in using LLMs to simulate human raters or
even using human-LLM collaboration for annota-
tion (Li et al., 2023; Gao et al., 2025). As addressed
in Section 3.3 and Section 3.5, if adopting these
methods, we recommend researchers first evaluate
whether the generated responses align with users.

4.2.2 Cross-verify results across different
evaluation methods

With the vast space of applications and interactions
that human-Al systems afford, we argue that it is
important to adopt different methods to increase
the evaluation robustness and cross-verify the find-
ings. However, less than half of the papers in our
corpus utilized all intrinsic, extrinsic, quantitative,
and qualitative methods to cross-validate their eval-
uation results. When using the SPHERE card to
design evaluations, we advocate researchers pay
attention to whether a multifaceted evaluation is
adopted to help mitigate biases inherent in any sin-
gle evaluation method (Section 3.2).

Triangulate results To improve confidence in
evaluation results, methodological triangulation
— or using more than one method for evalua-
tion — has become a popular approach for tack-
ling complex and nuanced questions across disci-
plines (Heale and Forbes, 2013; Tashakkori and
Creswell, 2007). For example, as discussed in Sec-
tion 3.2, using mixed methods allows researchers
to blend qualitative and quantitative insights.
Triangulation is also important for establishing
credibility, as no method is without its limitations.
For example, user preferences and benchmark re-
sults may not correlate with user task performance,
and different methods will help reveal a richer set

of insights in combination (Mozannar et al., 2025).
In the current landscape of evaluation, extrin-
sic evaluations may overly rely on self-reported
measures. Specifically, eight of the 25 papers that
included a quantitative extrinsic evaluation only
reported users’ Likert scale ratings. While self-
perceived ratings provide useful information about
the system, they are also subject to cognitive bi-
ases and can be unreliable (Elangovan et al., 2024;
Leung, 2011; Bishop and Herron, 2015). Self-
reported results can be supplemented with other
measurements. For example, Kim et al. (2024b)
and Liu et al. (2024d) analyze logs (e.g., click be-
havior, length of input) to understand how users
interact with the system at a more granular level.

Ground methods in existing practices As a
product of triangulation, researchers may draw on
methods outside their field. In this case, it is impor-
tant to base techniques in existing practices. For
example, seven papers from NLP venues include
qualitative results (four offer case studies and three
present select results as examples). One concern
is that they do not justify how case studies were
created or how qualitative examples were selected,
raising concerns about methodological rigor.

To demonstrate how we can ground our meth-
ods in other fields, we refer to HCI papers for
examples on how to conduct qualitative analy-
ses. For inductive analyses, papers often adopt
a grounded-theory approach and discuss how they
developed codes (Thornberg et al., 2014). For ex-
ample, Arawjo et al. (2024) analyzed interview data
“through a combination of inductive thematic anal-
ysis through affinity diagramming.” For deductive
analysis, Lee et al. (2024b) introduced a rubric with
five dimensions. They provided details on dimen-
sions that were created, defined, and then applied
across annotators. See Appendix C.2 for examples
of how qualitative methods are described.

4.2.3 Rigorously evaluate evaluation

It is essential to critically assess the evaluation
methodologies themselves to understand the qual-
ity of findings and support replication in the future.
Consistent with prior work (Thomson et al., 2024;
Card et al., 2020), we find there is a lack of rig-
orous meta-evaluations or validation of evaluation
methodologies across our corpus. For example,
the number of users participating in the evaluation
tends to be small — only five of the 39 papers
we surveyed included more than 30 participants
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in their sample size. This can lead to limited gen-
eralizability, introduce additional biases, and risk
underpowering statistical tests (Christley, 2010).

Expand meta-evaluation methods Current prac-
tices for measuring reliability and validity are also
constrained in scope. For reliability, papers focused
almost exclusively on inter-rater reliability. Only
one study reported on internal reliability (measured
using Cronbach’s «). Other methods, such as test-
retest or split-half, are not employed. For valid-
ity measures, papers mentioned using randomized
controlled experiment designs, employing counter-
balancing, and drawing from pre-validated surveys
(e.g., System Usability Scale (Bangor et al., 2008),
NASA Task Load Index (Hart, 2006)). We suggest
researchers consider other practices to ensure va-
lidity when applicable to customized evaluations,
such as factor analysis, which is commonly used
to check the validity of evaluation items in educa-
tional tests and surveys (Knekta et al., 2019).

Document evaluation practices for replication
Meta-evaluation plays a critical part in steward-
ing scientific best practices. In theory, evaluation
methods should be clearly documented and repro-
ducible by others in the community; however, in
practice, problems with replication have plagued
both the NLP and HCI communities (Belz et al.,
2023; Echtler and HauBler, 2018). Our SPHERE
card aims to facilitate the design and documenta-
tion of evaluation to support replication.

5 Case Study

Finally, we present two case studies demonstrating
how SPHERE can be used both for designing and
reproducing evaluations.

5.1 Using SPHERE to design evaluations

We recruited two first authors (A1, A2) from the
sample of 39 papers surveyed in Section 4. The au-
thors were first asked to reflect on how they would
improve the evaluation design from their paper.
Then, they were asked to create a SPHERE card for
their paper before repeating the reflection process.

The authors reported that using SPHERE encour-
aged them to engage in deeper considerations about
the extrinsic implications of their systems and the
validity of their evaluations. For example, after
creating the SPHERE card, both authors discussed
integrating a long-term deployment study as part of
their evaluation plan to “understand how the sys-
tem can help users in their daily workflow” (A1)

and “to increase ecological validity” (A2). Al
also discussed integrating statistical testing for re-
peated model evaluation, arising from the section
on meta-evaluation in SPHERE’s framework.

5.2 Using SPHERE to reproduce evaluations

SPHERE serves not only as a design tool but also
as documentation. In our second case study, we
recruited two PhD students — one who focuses
on NLP (P1) and the other on HCI (P2). The par-
ticipants were asked to write a reproduction plan
for a human-AlI system from the other domain us-
ing only the paper as reference. After writing the
initial plan, they were given the SPHERE card for
the paper and asked to revise their plans. Then,
we presented the reproduction plans written before
seeing the SPHERE card and after to the original
authors of the paper to evaluate.

Participants reported improved understanding
and confidence in reproducing the system’s evalu-
ation when given the SPHERE card. As P1 stated,
before having access to SPHERE they found it dif-
ficult to understand the overarching design of the
evaluation. In contrast, SPHERE “allow[ed] for
quick understanding” (P2) of the evaluation plan.
Moreover, plans created when participants had ac-
cess to SPHERE were more detailed and accurate.
Before having access to SPHERE, P2’s reproduc-
tion plan only included the user study from the pa-
per, overlooking the automated evaluation and case
study. However, these details were included in the
reproduction plan after having access to SPHERE.

6 Conclusion

We introduce the SPHERE evaluation card that can
be used a priori to help researchers design more
robust evaluations and post-hoc to standardize doc-
umentation on evaluation protocols. SPHERE in-
cludes five key dimensions: what is being evalu-
ated; how is evaluation conducted; who is partic-
ipating in the evaluation; when is evaluation con-
ducted; and how is the evaluation validated. Us-
ing SPHERE, we survey 39 papers presenting new
human-LLM systems published in HCI and NLP
venues and present recommendations charting how
evaluation practices should improve going forward.
Through the adoption of SPHERE evaluation card,
we hope to facilitate new evaluation practices that
are more realistic, rigorous, and reproducible.
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Limitations

This work has several limitations stemming from
the scope and methodology of our review and
framework application. First of all, we applied the
SPHERE card on a set of 39 *CL or CHI papers with
human-AI systems. There is a vast space of venues
that might publish on human-Al systems, such as
domain-specific applications (e.g., AIED, medical
journals) and trustworthy Al (e.g., FAccT). By se-
lecting papers from only *CL and CHI, we may
not fully capture the breadth of evaluation practices
in diverse fields and miss some domain-specific
insights. Additionally, our focus on human-Al sys-
tems that require an explicit interface may have
excluded more NLP-centered studies that do not
meet this criterion.

Furthermore, we limited our inquiry on human-
Al systems to human-LLM systems. While this
focus is in response to the wide adoption of LLMs
in current human-Al system research, it excludes
other Al modalities, such as vision-centric systems,
which may present unique evaluation challenges
and opportunities. SPHERE has the potential to
be applied as a model-agnostic evaluation frame-
work; nonetheless, it should be viewed as a starting
point for broader inquiries into human-Al system
evaluation. Future work could aim to include a
more diverse and representative set of studies and
explore evaluation practices across a wider range
of Al capabilities and application areas.

Finally, we evaluate SPHERE using a case study
that qualitatively examines how practitioners may
apply the card across two settings. In future
work, we encourage more comprehensive evalua-
tion methods, such as quantitative analyses on how
effective SPHERE is, or qualitative studies with
think-aloud protocols, similar to Boyd (2021)’s
evaluation of Datasheets for Datasets (Gebru et al.,
2021), to better understand practitioners’ thought
processes when using SPHERE.

Potential Risks

A potential risk of this work is having documenta-
tion serve solely as an additional burden upon re-
searchers, instead of fostering any positive change
for human-Al system evaluation. For example,
Heger et al. (2022) interviewed machine learn-
ing practitioners on using datasheets (Gebru et al.,
2021) for documenting datasets. They found that
many of the practitioners they interviewed priori-
tized efficiency, and viewed documentation as tak-

ing time away from more important tasks. Some
participants would complete the datasheets with the
minimal amount of information required. In this
case, SPHERE runs the risk of being completed per-
formatively, which deviates from our intentions of
having the framework foster discussion about how
to design evaluations and improve transparency for
others in the community.
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A Methodology Details

A.1 Filtering Criteria

We surveyed 39 papers introducing human-LLM
systems which were identified using the process
outlined in Fig. 2. First, we collected papers from
venues focused on human-computer interactions
(CHD) and natural language processing (*CL
released on ACL Anthology). We filtered using
regular expressions to find papers that contained
keywords [“human*” OR “userx”] AND
“systemx” AND [“large language
modelx” OR “LLM="]. We also used a large
language model to filter whether the abstract and
title discussed a new human-LLM system using
the following prompt:

“You are a helpful literature
review assistant whose job is

to read the below paper and help
me decide if it satisfies all my
criteria.
(1) The paper presents a
human-LLM interaction system and

The criteria are:

evaluate the system in some ways.
(2) The system described in the
paper must have human interact
with large language model in some
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The paper is:

Title: STITLE

Abstract: SABSTRACT

Please give me a binary answer
(yes/no)
satisfies all the criteria

(you should say no as long as

any one of the criteria is not
met). Do not include any other
explanation, the output should be
either yes or no.”

on whether this paper

A.2 Papers Reviewed

The outcome of the annotation using the taxonomy
in Table 1 and the coding guide in Appendix B is
presented in Fig. 3.

A.2.1 Papers published at an HCI Venue
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Liu et al. (2024a); Zavolokina et al. (2024); Cheng
et al. (2024); Calle et al. (2024); Yu and Chat-
topadhyay (2024); Zulfikar et al. (2024); Liu et al.
(2024c¢); Taeb et al. (2024); Wu et al. (2022); Wang
et al. (2024c¢); Rajashekar et al. (2024); Arawjo
et al. (2024); Wang et al. (2023); Zhang et al.
(2024); Kim et al. (2024b); Fan et al. (2024); Liu
et al. (2024d); Liu et al. (2023)

A.2.2 Papers published at an NLP Venue

Zhao et al. (2024); Ding et al. (2023); Ma et al.
(2023); Cai et al.; Chakrabarty et al. (2022); Gléria-
Silva et al. (2024); Fei et al. (2024); Raheja et al.
(2023); Inan et al. (2024); Wei et al. (2024); Ad-
dlesee et al. (2024); Liu et al. (2024b); Yang et al.
(2023); Kim et al. (2024a); Hu et al. (2024); Luo
et al. (2024); Ni et al. (2023); Navarro and Casacu-
berta (2023)

B Annotation Guide

We provide the codebook used to label the evalu-
ations conducted in each paper below. This code-
book is also available in our GitHub repository.
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Figure 3: Distribution of evaluation annotations on the 39 papers by HCI or NLP venues using SPHERE.

B.1 What is being evaluated?

B.1.1 Component types

1. what_model: The evaluation focuses on only the
model capabilities, including the model’s perfor-
mance pre-deployment in traditional benchmark-
ing settings and performance in-situ as users con-
tinue to interact with the model. Mark 1 if the

authors evaluate the model and O if not.

* For example: The authors benchmark the per-
formance of a fine-tuned model used in their
system.

2. what_system: The evaluation covers the sys-
tem as a whole to understand how these design
choices may impact users’ experiences, includ-
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ing different layers of the system, such as in-
terfaces or interactions. Mark 1 if the authors
evaluate the system and O if not.

B.1.2 Design goals
For each design goal, mark 1 if the authors include

* For example, in a writing assistant system,
extrinsic evaluation might involve recruiting
users to co-write with the system and seeing
how this impacts their writing style, productiv-
ity, and satisfaction.

evaluation that covers the concept and 0 otherwise. B.2.2 Method

1.

1. what_effectiveness: Evaluating the accuracy,
completeness, and lack of negative consequences
with which users achieved specified goals.

* For example: Are users able to successfully
complete the task the system is designed for?
What is the performance of the model? )

2. what_efficiency: Evaluating resources (such as
time or effort) needed by users to achieve their
goals.

* For example: How long did it take for a user
to complete the task? What was the cognitive
burden or mental load required to complete the
task?

3. what_satisfaction: Evaluating positive attitudes,
emotions, and/or comfort resulting from use of a
system, product, or service.

how_quantitative: Measuring and analyzing
numerical data to assess system performance
and impact. Examples include measuring Likert
scale ratings or running benchmark evaluations
on the model. Mark 1 if the authors included any
quantitative methods and 0 if not.

. how_qualitative: Analyzing non-numerical data

to gain deeper insights into user experiences, per-
ceptions, and the contextual factors influencing
system performance. Examples include conduct-
ing semi-structured interviews with users. Mark
1 if the authors included any qualitative methods
and 0 if not.

* For example, in NarrativePlay, the authors in-
clude some brief analysis of responses. How-
ever, we do not count listing examples as qual-
itative analysis.

B.3 Who is participating in the evaluation

» For example: What was the user’s satisfaction
with the overall system or parts of the system?
How much did the user trust the system?

process?

B.3.1 Automated Evaluators

Use these tags only when evaluation not involving
B.2 How is the evaluation being conducted? human participants is used.

B.2.1 Scope

1. how_intrinsic: Assessing the system or the in-
ternal model components on specific tasks that
they are designed to perform, by evaluating how
well they achieve these tasks according to some
predefined criteria or benchmarks. Mark 1 if they

include intrinsic evaluation and O if not. 2.

 For example, in a writing assistant system, in-
trinsic evaluation might involve assessing the
system’s accuracy on grammatical correctness
with automatic metrics or how users might rate
the functionality of different system features.

2. how_extrinsic: Measuring the effectiveness of B.3.2

the system in the context of its application in
real-world scenarios, when interacting with users.

Mark 1 if they include extrinsic evaluation and 0 1

if not.
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1.

who_static: Mark 1 if any static evaluation not
directly performed by a human or LLM is in-
cluded and 0 if not. For example, benchmarking
a model’s capability is an example of static eval-
uation.

who_generative: Mark 1 if the authors use a
language model in a generative capacity and O if
not for evaluation. Examples include simulating
participants with LLMs, using LLM to annotate
and rate text, or using LLLM-as-a-judge. Using
a technique like BERTScore is not generative
since it is embedding-based.

Human Evaluators

Use these tags only when human evaluation is used.

who_expert: If the human evaluator is a domain
expert or has equivalent expertise in the area that
the system is designed for. Mark 1 if expert
evaluators are included and O otherwise.



* For example, if the system is a tutoring system,
a teacher would be considered an expert.

* In AngleKindling, which helps journalists
come up with framings for papers, the evalua-
tion is conducted with NYC journalists, who
are domain experts in this field.

2. who_user: If the evaluator is a direct user or
target audience of the system. Mark 1 if the
intended user is included as a human evaluator
and 0 otherwise.

 For example, for a student-facing tutoring sys-
tem, student evaluators will be the design tar-
get, but a teacher will not.

* In AngleKindling, the journalists are also the
intended users for the system, so we would
mark 1.

 If you have a general-purpose system, any
user (including crowdworkers, PhD students)
would be a user.

B.4 When is evaluation conducted?

The time-scale over which the evaluation occurs.

1. when_immediate: Evaluating real-time or im-
mediate interactions. Mark 1 if any immediate
evaluation is conducted and O otherwise.

2. when_shortterm: Evaluation is deployed for
a short duration of time to measure short-term
benefits of using the system. Mark 1 if any short-
term evaluation is conducted and 0 otherwise.

3. when_longterm: Evaluation is conducted over a
longer duration of time. This is typically done to
understand long-term behavioral changes, prac-
tical feasibility, etc. Mark 1 if any long-term
evaluation is conducted and O otherwise.

B.5 How is evaluation validated?

The methods for ensuring the reliability and va-
lidity of the evaluation methods. Mark 1 only if
the authors explicitly mention any techniques for
reliability and validity.

1. reliability: Mark 1 if the authors include tech-
niques or measures to ensure that the evaluation
judgments are consistent.

* For example, looking at internal consistency
(e.g., inter-rater reliability, Cronbach alpha,
split-half reliability), consistency over time
(test-retest reliability), and reproducibility of
results.

2. validity: Mark 1 if the authors include tech-

niques or measures to ensure that the evaluation
method measures the correct constructs.

* For example, methods include removing hu-
man biases using experiment designs, using
statistical methods like factor analysis, men-
tioning ecological validity in their experiment
setup, etc.

C Additional Results

C.1 Paper Annotations

We provide the annotations for the 39 papers we
reviewed using the SPHERE framework in Table 2
and Table 3. The annotations are also available on
our website and GitHub repository.

C.2 Quotations

We provide quotations from papers in our litera-
ture review describing their qualitative methods in
Table 4.

D Case Studies

We present examples of evaluation cards for two
human-AlI systems: LearnLM (Jurenka et al., 2024)
(Fig. 4) and AngleKindling (Petridis et al., 2023)
(Fig. 5). We selected these two systems as exam-
ples since they span different application domains
(education and journalism) and different modes of
model development commonly observed in current
human-AI systems, ranging from fine-tuning and
aligning LLM (LearnLLM) to prompt engineering
(AngleKindling).

D.1 Takeaways

Using SPHERE, in addition to describing existing
system evaluations, we can also identify areas of
improvement in evaluation practices for our case
studies: extrinsic measures, long-term evaluation,
and validations.

First, both cases provide both intrinsic and extrin-
sic evaluations, but there is still a lack of quantita-
tive extrinsic evaluation for the overall effectiveness
and efficiency of the system. The current quantita-
tive extrinsic evaluation focuses on self-perceived
ratings of the systems’ performance. While captur-
ing users’ perceptions is important, self-perceived
ratings may be unreliable and subject to human bias.
Including objective, quantitative measures can pro-
vide a more holistic picture of system performance.

1359


https://sphere-eval.github.io/#annotated-papers
https://github.com/sphere-eval/sphere-eval.github.io/blob/main/data/annotated_papers.csv

%
/}}
s,
Q(,e

U
Q,@/

System W ¥ ng& <

Addlesee et al. (2024) v
Calle et al. (2024)

Ding et al. (2023)

Inan et al. (2024)

Liu et al. (2023)

Navarro and Casacuberta v
(2023)

Rajashekar et al. (2024)

Wau et al. (2022)

Zhang et al. (2024)

AXNav (Taeb et al., 2024)
ChainForge (Arawjo et al.,

2024)

ChatReport (Ni et al., 2023) v
ClarifAl (Zavolokina et al.,

2024)

CoEdit (Raheja et al., 2023) v
CollabKG (Wei et al., 2024)
ContextCam (Fan et al., 2024)
CoPoet (Chakrabarty et al.,
2022)

CoQuest (Liu et al., 2024d)
Dialight (Hu et al., 2024)
DuetSim (Luo et al., 2024)
EmpathyEar (Fei et al., 2024)
EvalLLM (Kim et al., 2024b)
Human I/O (Liu et al., 2024c¢)
InsightPilot (Ma et al., 2023)
Low-code LLM (Cai et al.)
MEGAnno+ (Kim et al.,
2024a)

Memoro (Zulfikar et al., 2024)
NarrativePlay (Zhao et al.,
2024)

NavNudge (Yu and Chattopad-
hyay, 2024)

PaperWeaver (Lee et al.,
2024b)

PlanLLM (Gléria-Silva et al.,
2024)

PopBlends (Wang et al., 2023)
Proofread (Liu et al., 2024b)
Rehearsal (Shaikh et al., 2024)
RELIC (Cheng et al., 2024)
Selenite (Liu et al., 2024a)
VAL (Lawley and Maclellan,
2024)

VirtuWander (Wang et al.,
2024c)

Weaver (Yang et al., 2023) Ve

NN

SENENENENEN
ENEN
SNENEN
SENENENENEN
AN
<

SENENANN

NN NS
SENENANN
<
SENENENN

SN N N RN

Q\

{\

(\
NN NN

SENENEN

\
\
RN N N N N N NN
N N N N N N N N N N N N N N NN

AN N N NN NENEN

AN NN NN
AN N N N N RN

ANEN
ANEN

EN
\
\

NN N N N N N N N N N N NN NENEN
\

AN N N NN
SN N N N NN NN
NN NN

SN N N N NN
NN S NN

N N N N N N N NN
N N N S RN

v v

Table 2: Annotations on the 39 human-LLM systems covering the dimensions of what is being evaluated and how
evaluation is conducted.
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Table 3: Annotations on the 39 human-LLM systems covering the dimensions of who is participating in the
evaluation, when is the evaluation (duration), and how evaluation is evaluated.
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For example, in LearnLM, experts provided rat-
ings for each turn generated during a tutoring ses-
sion. We could also measure changes in student
performance using pre-post test scores, grades, or
drop-out rates.

Second, both studies only perform immediate or
short-term evaluations. Thus, we do not know the
downstream impact that these systems might have.
For example, for AngleKindling, a longitudinal
evaluation could help us understand how journalists
integrate the system into their workflow and the
potential impact on productivity or the types of
stories being written.

Finally, while there is some acknowledgment
of meta-evaluation done in the case of LearnLM,
overall discussion on validating the evaluation
paradigm is not common.
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System Overview: LearnLM-Tutor (Jurenka et al., 2024) is conversational Al designed to serve as a personalized tutor
for learners and a teaching assistant for educators. The model component is a fine-tuned Gemini 1.0 (Team et al., 2023)
using a custom dataset. LearnLM-Tutor is evaluated using seven different methods of which we only present two here as
examples: turn-level pedagogy (TLP, §5.2), and language model evaluation (LME, §6.1).

What is being evaluated?

¢ Component: TLP & LME both evaluated the model component of LearnLM-Tutor.

* Design Goal: Evaluate LearnLM-Tutor’s effectiveness (TLP: how good is each turn’s pedagogy use, and LME: how
well it performs on different pedagogical tasks).

How is evaluation conducted?

¢ Scope: For both TLP & LME, an intrinsic evaluation is conducted to examine the LearnLM model’s capacity.

* Method: For TLP, each turn of unguided tutoring sessions between real learners and either LearnL.M-Tutor or Gemini
1.0 was rated on yes/no/na for nine items of customized pedagogy rubrics (e.g., promotes engagement, monitors
motivation, etc.). Welch t-test with Holm-Bonferroni adjustment was used to compare the turn-level quantitative
scores of LearnLM-Tutor and Gemini 1.0.

For LME, they make the LLM critic generate quantitative binary scores on an expert-curated dataset of different
customized pedagogical tasks (e.g., stay on topic, don’t reveal the answer, etc.), using task-specific prompts (including
task description, reference answer, context, and the generated response).

Who is participating in the evaluation?

¢ Automated: PalLM 2.0 is used as a generative evaluator for the model for LME.

* Human: Approximately 60 human pedagogical experts were recruited to give ratings for TLP (intended users for
LearnLM-Tutor would be the students). There were about 1.5k overall turns for each model rated by at least three
different raters, and a majority vote was used for each model’s response.

When is evaluation conducted?
e Time Scale: LME is conducted immediately since it uses a generative evaluator. For TLP, there is no explicit mention
of the time it takes to label each turn for a human expert, so we mark it as immediate as well.

How is evaluation validated?

» Validation: For TLP, the Krippendorff’s c of 0.3 across all attributes showed a low inter-rater reliability. For LME,
the paper reported that the average LME score highly correlates with humans for different iterations of the tutor
model. However, in terms of validity, the paper lacks details on the score calculation, correlation statistics, and how
the pedagogy rubrics for LME were developed.

§5.2 §6.1
Model component’s effectiveness: how good is each Model component’s effectiveness: how well it performs
turn’s pedagogy use. on different pedagogical tasks.
Intrinsic evaluation: each turn of unguided tutoring Intrinsic evaluation: LLM critic generates quantitative
sessions was rated on yes/no/na for nine rubric items binary scores on an expert-curated dataset of different
(e.g., promotes engagement, monitors motivation, etc.). customized pedagogical tasks (e.g., stay on topic, don’t
Welch t-test with Holm-Bonferroni adjustment was reveal the answer, etc.), using task-specific prompts
used to compare the turn-level quantitative scores of (including task description, reference answer, context,
LearnLM-Tutor and Gemini 1.0. and the generated response).
Approximately 60 pedagogical experts. About 1.5k PalLM 2.0 is used as a generative evaluator for the
overall turns rated by at least three different raters, and model for LME.

a majority vote was used for each model’s response.

Immediate since it uses a generative evaluator.
No explicit mention of time it takes to label each turn
for a human expert, so we mark it as immediate.
Average LME score highly correlates with humans for
different iterations of the tutor model. However, the
The Krippendorff’s a of 0.3 across all attributes paper lacks details on the validity for score calculation,
showed a low inter-rater reliability correlation statistics and rubrics development.

Figure 4: Example SPHERE evaluation card for LearnLM-Tutor (Jurenka et al., 2024). One can apply SPHERE with
one card per human-Al system as in Fig. 5, or one card per evaluation method for cleaner separation.
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System Overview: AngleKindling is designed to help journalists brainstorm different ideas for stories from press
releases. The model component includes few-shot prompting on GPT—3 to extract the main points of press releases and
propose different angles. The user interface displays generated results linked to previous New York Times articles and
historical background.

What is being evaluated?
¢ Component: The authors conducted an evaluation of their system component.

* Design Goal: AngleKindling’s effectiveness (how many pursuable angles were created), efficiency (mental demand),
and user satisfaction (how much they liked different features and overall helpfulness) were evaluated.

How is evaluation conducted?
* Scope: An extrinsic evaluation is conducted.

¢ Method: Participants were first interviewed about their journalism background. Then, in the within-subjects user
study, participants were asked to use both AngleKindling and INJECT, an existing support tool for journalists,
to brainstorm angles for a press release. They then answered a questionnaire after using each tool. Finally, they
participated in a semi-structured interview (qualitative).

The questionnaire had participants rate the following dimensions on a 7-point Likert scale (quantitative): helpfulness,
pursuable angles, and mental demand. Participants also rated how helpful individual features were on both AngleKin-
dling and INJECT. Paired-sample Wilcoxon tests with Bonferroni correction between the Likert scale ratings of
Helpfulness, Pursuable Angles, and Mental Demand for AngleKindling versus INJECT.

Who is participating in the evaluation?

* Automated: N/A

¢ Human: Recruited 12 professional journalists (domain experts & intended users) who worked in any medium (e.g.,
digital publications, newspapers, radio, TV) and were English speakers based in the US. Participants must have
written press releases in the past.

When is evaluation conducted?

* Time Scale: Evaluation occured on the short-term time scale. They took up to 60 minutes to complete and participants
received $30 for their time. Participants were shown a video demonstration of how to use the features in each system
and then given 15 minutes with each tool to brainstorm a story idea

How is evaluation validated?

 Validation: The tool and press release order were counterbalanced to prevent a learning effect (validity). There’s no
mention of reliability measures.

Figure 5: Example SPHERE evaluation card for AngleKindling (Petridis et al., 2023).
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“We analyzed the transcripts through a combination of inductive thematic analysis through affinity diagramming, aug-
mented with a spreadsheet to list participants’ ideas, behaviors (nodes added, process of their exploration, whether they
imported data, etc), and answers to post-interview questions. For our in-lab study, three coauthors separately affinity
diagrammed three transcripts each, then met and joined the clusters through mutual discussion. The merged cluster was
iteratively expanded with more participant data until clusters reached saturation. For interviews, the first author affinity
diagrammed all transcripts to determine themes.”— Arawjo et al. (2024)

“The research team also took field notes during the session and used the notes to guide the analysis...We performed a
thematic analysis on the qualitative data from the user study. Two authors of the paper first individually coded all the
transcripts, then presented the codes to each other and collaboratively and iteratively constructed an affinity diagram of
quotes and codes together to develop themes.”— Taeb et al. (2024)

“Think-aloud data was primarily used for understanding how users generated and interpreted RQs. One researcher first
generated a codebook through open coding using videos and transcripts from three randomly selected participants, and
then three other researchers independently coded the data of the same three participants, reaching an inter-rater agreement
of 0.83 in Krippendorf’s alpha. The annotators then discussed and refined the codebook again until they reached full
agreement. Then, four researchers proceeded to annotate the remaining 17 participants’ behavior data separately. In the
final codebook, whether users interacted with the system was annotated and used for quantitative analysis in RQ3 as
“Acted During Wait”. The final codebook also included sense-making behavior (e.g., reasons for (not) waiting, reason for
providing certain feedback) as qualitative results.”— Liu et al. (2024d)

“All study sessions were recorded and transcribed. Two authors read through the text script of three randomly selected
participants together to understand their user experience of the prototype. Then, they independently coded the script using
an open-coding approach. They combined deductive and inductive coding techniques to form the codebook. The two
coders regularly discussed the codes and resolved disagreements to create a consolidated codebook. Further meetings
were scheduled with the whole research team to discuss the codes and how they should be grouped into themes. The whole
team iterated on the codes and their grouping until they reached consensus. In the end, we arrived at four themes: overall
user behavioral patterns, engagement, diverse information, and in-depth information processing”— Zhang et al. (2024)

Table 4: Set of examples of how qualitative methods were described in papers from HCI venues.
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