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Abstract

The scaling of causal language models in size
and training data enabled them to tackle in-
creasingly complex tasks. Despite the devel-
opment of sophisticated tests to reveal their
new capabilities, the underlying basis of these
complex skills remains unclear. We argue that
complex skills might be explained using sim-
pler ones, represented by linguistic concepts.
As an initial step in exploring this hypothesis,
we focus on the lexical-semantic concept of
synonymy, laying the groundwork for research
into its relationship with more complex skills.
We develop a comprehensive test suite to as-
sess various aspects of synonymy under differ-
ent conditions, and evaluate causal open-source
models ranging up to 10 billion parameters. We
find that these models effectively recognize syn-
onymy but struggle to generate synonyms when
prompted with relevant context.

1 Introduction

As language models (LMs) have grown in size and
have been trained on larger datasets, they have
gained the ability to handle tasks that were pre-
viously out of reach. This advancement has led to
the development of increasingly complex evalua-
tion tasks to explore these new capabilities.

While complex datasets can demonstrate LM
overall progress (Wei et al., 2022), they assess mul-
tiple implicit skills simultaneously, often without
offering a clear picture of what precise skills con-
tribute to performance (Arora and Goyal, 2023).
For instance, a complex skill such as creative writ-
ing involves a combination of subjacent skills, in-
cluding temporal coherence to ensure logical pro-
gression, commonsense reasoning to create plausi-
ble scenes, and the ability to use synonyms to avoid
repetition and enrich the vocabulary. The interest
in the connection between complex skills and their
subjacent ones is twofold. First, Chen et al. (2023)
propose that training first on subjacent skills such

as synonymy may be more effective than training
on complex skills like creative writing directly. Sec-
ond, if performance on subjacent tasks correlates
with performance on complex ones, this could help
explain why language models sometimes appear
to acquire complex abilities suddenly, suggesting
that the necessary building blocks were already in
place.

These subjacent skills might be defined in dif-
ferent ways, such as in terms of performance-
improving datasets (Chen et al., 2023) or logical
reasoning and rhetoric (Yu et al., 2024). Another
way to define them could be via linguistic concepts.
Although this approach might seem trivial, the ma-
jority of benchmarks do not test linguistic concepts,
and the training of LMs does not particularly take
them into account. Given that the skills of LMs are
not yet well defined, we propose linguistic concepts
and their properties as a starting point to structure
the exploration of LM skills.

While a significant amount of work focused
on syntax, either through benchmarks such as
BLiMP (Warstadt et al., 2020) or studies on specific
phenomena (Chowdhury and Zamparelli, 2018;
Da Costa and Chaves, 2020; Hu et al., 2020; Wilcox
et al., 2023), there has been comparatively less em-
phasis on evaluating lexical-semantic capabilities,
particularly for causal LMs. As a result, this area re-
mains relatively underexplored. Our study aims to
examine the lexical-semantic concept of synonymy,
by focusing on its different properties, including
both implicit aspects, such as substituting a word
with its synonym, and explicit aspects, such as ex-
pressing the relation between two words.

In line with previous benchmarks on linguistic
knowledge such as BLIMP (Warstadt et al., 2020)
and SyntaxGym (Gauthier et al., 2020), we create
minimal pairs that we evaluate using sentence per-
plexity. The advantage of this method is that it does
not require a prompt in the form of an instruction
and can be performed on small, pre-trained only
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models. However, while this method does indi-
cate whether a model tends to choose the correct
synonym over an alternative, it does not determine
whether a synonym will actually be generated when
the context constrains the model to do so. There-
fore, we develop a second set of evaluations, based
on gap filling, to complete the study.
Our main contributions are:

* A minimal pairs dataset consisting of 1,600
items and 19,200 sentences and a gap-filling
dataset consisting of 400 items,’

* A methodology for constructing evaluation
datasets under multiple conditions,

* Evaluation of LMs and analyses of the role of
tokenization and of cross-test consistency.

2 Related work

Previous work focuses on masked language mod-
els like BERT (Devlin et al., 2019) and shows
that, while they capture some lexical meaning by
successfully predicting standard lexical relations
(Vuli€ et al., 2020), they struggle with less typical
constructions (Espinosa Anke et al., 2021).
Focusing on synonyms, Garcia (2021) finds that
BERT’s embeddings correctly identify a synonym
as closer in representation to the target word than
an homonym 75% of the time but fail to distin-
guish synonyms from words with different mean-
ings in the same context. Extending these find-
ings, Jang et al. (2022) show that pre-trained-only
masked LMs seem to perform rather poorly in the
synonym/antonym recognition task (SAR), with
performance approaching random guess in the case
of BERT. On the other hand, in synonym masked
word retrieval (MWR) the results seem strong, with
an WHR (weighted hit rate) of only 1.4% (lower
is better). These results show that the way the test
is constructed can significantly affect performance.
In line with these findings, our study aims to de-
velop multiple tests that capture various aspects of
the same concept for a comprehensive evaluation.
While most lexical-semantics research focuses
on masked LMs, the recent prominence of causal
LMs led to a growing number of studies dedicated
to them. Truong et al. (2023) probe causal mod-
els for their knowledge of antonyms through both
cloze-style tasks and prompting. They conclude
that in most cases the models do not effectively
capture this relationship, underlining that the WHR

'Code and datasets used in this study can be found at
https://github.com/ioana-ivan/bm-semlex.

metric, which seemingly indicates strong model
performance in cloze tasks, may not be a reliable
indicator. Since it counts hits from a predetermined
list of completions, it does not account for many
possible irrelevant completions. To avoid this issue
in our gap-filling experiments, we used a list of
correct completions instead of incorrect ones.

3 Experimental settings

This section outlines the experimental settings, in-
cluding minimal pairs and gap-filling tests, subja-
cent data, and models.

3.1 Minimal-pairs tests

The tests based on minimal pairs consist of a cor-
rect example and one or more incorrect ones. We
vary the type of test, the type of negative ele-
ment, and the presence of context (examples in
Appendix A).

Test type Based on properties of synonymy,
we define three types of tests: substitution,
relation and reference. As a starting point in
defining these properties, we consider the following
operational definition, adapted from Cruse (1986):

Two words are synonyms if they share all
or a part of their contexts of occurrence.

The substitution property derives from the defini-
tion: if synonyms share contexts, then we assume a
word can be replaced by its synonym without dra-
matically changing the meaning of the sentence.

She plays the character of a factory worker.
She plays the role of a factory worker.

The second property comes from discourse.
When writing, if a word needs to be repeated in the
following sentence, the writer might prefer to use a
synonym to avoid repetition. We have named this
property reference, as it involves referencing the
initial word by its synonym.

I ——

She plays the character of a factory worker.
This role [...]

Given the difficulty of manually creating a vi-
able continuation after the reference for each item
in our evaluation dataset, we have limited ourselves
to truncated examples as illustrated above. We be-
lieve these provide a relevant approximation, even
though they present a more difficult setting.
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The third property comes from the ability that hu-
mans possess to verbalize the concept of synonymy.
A human can identify that there is a specific rela-
tion between two words and put a name on this
relation. We have called this property simply re-
lation. This test is similar to the MWR test from
Jang et al. (2022), with the difference that in our
case it can also include context.

She plays the character of a factory worker.
Character is a synonym of role.

Negative element Unlike gap filling, in minimal
pairs the compared element must be specified in
advance, and must be a single word for the pair to
be minimal. We considered two types of negative
elements: controlled (C) and uncontrolled (U). For
the controlled case, we deemed a relevant nega-
tive element to be another synonym of the target
word, one that does not align with the context’s
intended sense (details in § 3.3). As a result, we
limit our target words to those that are polysemous.
The uncontrolled element, on the other hand, was
represented by ten randomly selected words.
|
She plays the character of a factory worker.
She plays the role of a factory worker.

(C) She plays the quality of a factory worker.
(U) She plays the yoga of a factory worker.

The substitutionand relation tests are valid
with both types of negative elements. However, the
reference test is problematic when the negative
item is randomly selected, as the random word may
accidentally make a valid reference to another word
in the sentence. Hence, for the reference test, we
consider only the controlled setting.”

Context This aspect involves the inclusion or ex-
clusion of context. Substitution and reference
are meaningless without context, as disambigua-
tion becomes impossible. The only type of test that
holds in the absence of context is relation.

Character is a synonym of role.

In this case, distinguishing correct and incorrect

>The substitution test might face a similar issue, as
random candidate selection may coincidentally result in incor-
rect examples that are valid. However, given the difficulty of
placing a random word in context, we considered this unlikely.

synonyms no longer makes sense. In the absence
of context, both words are equally synonyms of
the target word. Our goal here will therefore be a
different one: to determine whether both synonyms
are recognized as synonyms by the language model.
To achieve this, we can only compare each of the
synonyms with randomly chosen words.

Character is a synonym of role.
Character is a synonym of yoga.

Character is a synonym of quality.
Character is a synonym of yoga.

Lastly, we examined the term that a language
model prefers for conveying this relationship. The
purpose of this experiment was to investigate
whether a learner might recognize a connection
between two words without necessarily identifying
itas “synonymy”. We compared the explicit expres-
sion of this concept with two different paraphrases
for the relationship, as illustrated below.

Character is a synonym of role.
Character is the same as role.
Character means role.

To summarize, we have constructed six test
suites: two substitution tests, one controlled
with an incorrect synonym as negative element and
one uncontrolled with ten random words as nega-
tive elements, one reference test, controlled, and
three relation tests, one controlled and two un-
controlled (with/without context).

3.2 Gap-filling tests

Causal language models only take into account left
context in generation, requiring gap-filling tests to
place the gap at the end. This effectively means giv-
ing the model a prompt and obtaining its response.

We attempted to match every minimal pairs test
with a corresponding gap-filling test, however not
all test types are suitable. In the substitution
test, the position of the synonym in the sentence
is variable and there is nothing in the left context
to trigger the generation of a word in particular
(or their synonym). For example, the prompt She
plays the can be validly completed by the word flute
and not the intended words character or role. The
reference test faces the same issue: She plays the
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character of a factory worker. This is nice.

This problem does not manifest for the
relation test. The presence of the lexical relation
name (synonym) and of the original word (char-
acter) constrains the output, making it unlikely to
have a valid continuation that is not a synonym.

She plays the character of a factory worker.
Character is a synonym of

Thus, we considered only the relation test type
for gap-filling and, due to space constraints, con-
ducted tests only for relation with context. We
used a single prompt, the same as in the perplexity
tests. The set of correct elements was either the
curated correct synonym used in perplexity tests
or the correct synset from WordNet. To support
evaluation of models not fine-tuned on instructions,
we aimed to keep the prompt as simple as possible.

LMs generate text as tokens instead of words,
which brings about the challenge of determining
the number of tokens needed to capture the target
output. Given that target synonyms might be multi-
token, that there might be orthographic variation
(e.g. quotes around the predicted word) and meta-
linguistic content (“is a synonym of the word [...]”),
we settled on a number of 10 tokens, high enough
to permit some variability in the form of the answer,
but small enough to keep the synonym in proximity
to the prompt. We varied the number of predicted
sequences and of correct completions (synonyms).

Number of predictions LMs can generate the
top-most probable output (greedy sampling), but
this setting is highly restrictive, raising the question
of whether the correct response might be reached
by considering a broader part of the next-token
distribution. Therefore, we established a strategy
to generate probable multi-token sequences: we
decided on sampling from the distribution by set-
ting the top-k parameter (with £ = 10). In this
way, we explore a broader range of top tokens in
the distribution and also follow a common practice
in generation. We considered two scenarios: (1)
a single prediction of a ten-token sequence in a
greedy manner, and (2) ten predictions of ten-token
sequences by sampling from the top-k tokens.

Number of synonyms We considered two set-
tings: (1) comparing the prediction with the curated
synonym (used in perplexity-based tests), and (2)
comparing it with the entire synset.

3.3 Resources

Our tests are based on two resources: Wordnet
(Miller, 1994) and Semcor (Miller et al., 1994).
WordNet is a linguistic resource where synonyms
are clustered together in groups called synsets and
assigned an identifier. SemCor is a corpus consist-
ing of sentences in which one or more words are
manually annotated with a sense identifier from
WordNet. This identifier connects the word to a
synset specifying its meaning in context. Based on
these resources we created three preliminary data
collections containing all the information needed
to build our tests. All subsequent evaluation tasks
were developed from these collections.

For the first collection we extracted four ele-
ments: a target word, its context in SemCor, a
synonym that fits the context and a synonym that
does not, both from WordNet. The correct syn-
onym was selected from the synset indicated by the
sense identifier, while the incorrect synonym was
chosen from the other synsets of the word. The
second collection contained the same elements, but
instead of selecting correct or incorrect synonyms,
we extracted the entire synsets. For the third data
collection we extracted a list of random words, that
were obtained from WordNet entries (more details
on the extraction are provided in Sec. 3.4).

For example, in the sentence below, the target
word is character and the associated sense iden-
tifier is /:09:01. The correct synonym role was
chosen from the synset designated by the identifier
(role, theatrical role, part, persona). The incorrect
synonym quality was chosen among all synonyms
in the other synsets (quality, lineament, fiber, fibre).
|

SemCor
She plays the character of a factory worker.

WordNet character:

1:09:00 quality, lineament

1:07:01 fiber, fibre

1:09:01 role, theatrical role, part, persona

We restricted our choice of target word to non-
compound, polysemous nouns. While focusing
exclusively on polysemous words may introduce
bias, we considered them to present a more diffi-
cult case. For monosemous words, the word form
alone may suffice to identify its unique sense and,
therefore, its synonym. In contrast, for polysemous
words, although the form may help identify a set
of possible synonyms, context is required to disam-
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biguate between them, which is an added difficulty.
Regarding part of speech, we focused on nouns, as
more aspects of synonymy were more straightfor-
ward to test on them. For instance, the substitution
test is difficult to adapt to verbs without manual in-
tervention, and the reference test in its current form
does not apply to verbs at all. Finally, we selected
non-compound words to simplify inflection.

3.4 Collection construction

The inherent properties of SemCor and WordNet
theoretically support automated synonym selection.
To determine whether this selection method is suf-
ficiently effective, we used it to create a collection
of 185 items, which was used in turn to create a
substitution-type test. Human performance on
this test showed an accuracy of only 76%, which
we judged insufficient (discussion in Appendix B).
Consequently, we curated the dataset by select-
ing the synonyms from the respective synsets man-
ually. The accuracy of humans on the resulting
substitution-type test of 200 items was of 89%,
a 13% improvement. Annotators agreed on 83%
of the cases, albeit with a Cohen’s kappa of 0.46.
Given that human evaluation was a quality check
and that the truth value did not come from human
annotations, no adjudication was performed and no
items were excluded. The 200-items collection was
subsequently used as a basis for all our tests.

3.5 Models

We envisage correlating the performance in lexical-
semantic tests with the characteristics of LMs in
the future. Therefore, our evaluation favors open-
source LMs with available training datasets, check-
points, and hyperparameters. Another criterion for
the choice of models was pre-trained only models
(no fine-tuning), as we were interested in how they
learn directly from data, with no supervision. To
simplify result interpretation, we added the con-
straint that models should be monolingual (En-
glish). The final condition was that the models
must be described in a research paper or technical
report.

Two causal models met our conditions: OLMo
(1B, 7B) (Groeneveld et al., 2024) and Amber (7B)
(Liu et al., 2023), described in Appendix C. To en-
sure these models perform comparably to more es-
tablished ones with similar characteristics, we ran
a selection of our tests on Llama 2 (7B) (Touvron
etal., 2023), Llama 3 (8B) (Dubey et al., 2024) and

Mistral (7B) (Jiang et al., 2023), which are mono-
lingual and roughly the same size as our models.

3.6 Metrics

To evaluate the minimal pairs, we measure which
of the two examples is more likely according to
the LM using sentence perplexity. Each example
is fed to the model independently during inference,
and sentence perplexity is computed in the stan-
dard way, as the average log-likelihood of each
token, conditioned on the preceding tokens. If the
sentence containing the correct synonym has the
lowest perplexity, then the item is considered cor-
rect. For random tests, where a correct example
is compared to ten incorrect examples, the item is
considered correct if the correct example has the
lowest perplexity among all.

To evaluate gap filling, we verify whether the
generated sequence contains a synonym. In the
single-prediction scenario, synonyms in the synset
are tokenized and compared to the predicted token
sequence. If the token sequence of a synonym is
produced, the item is correct. With multiple pre-
dictions, we consider the item correct if a synonym
appears in at least one of the 10 predictions.

4 Results

Figure 1 summarizes our main results. The first two
graphs present the results for tests that include con-
text (substitution, reference, and relation
with context): on the left the results under the con-
trolled condition, against the incorrect synonym
(Context, Controlled), while on the right those un-
der the random condition (Context, Random). The
third graph displays the results of the only test
without context, the relation test. This test as-
sesses whether the language model correctly iden-
tifies both correct and incorrect synonyms as syn-
onyms over random words (No context, Random).
Finally, the fourth graph compares the results of
the relation test with context with those of the
same test without (Ctx/No ctx, Random). See Ap-
pendix D for results in table form and Appendix E
for details on significance paired two-tailed t-tests.

4.1 Minimal-pairs tests

LM performance in synonymy recognition is af-
fected by the type of test, the nature of the negative
element (a single incorrect synonym or multiple
random words), and the presence of context.
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Figure 1: Left: Accuracy on substitution (sub), relation (rel) and reference (ref) tasks with context, under
two conditions: (i) binary controlled with incorrect synonym (Controlled) and (ii) ten randomly chosen words
(Random) Right: (iii) Accuracy on relation task without context (No context), comparing correct and incorrect
synonym with random words and (iv) Accuracy on relation task, with and without context (Context/ No context)

Test type The substitution test yields the best
scores for almost all models under both conditions
(first two graphs in Figure 1). This may be due to
the format of the test, which makes it more difficult
for incorrect words to fit since they need to be
closely related to surrounding words, as opposed
to the relation test, where they are at the end. An
exception seems to be OLMo-7B, for which the
differences between substitution and relation
are not significant. We hypothesize that, due to
its larger training data and size, this model better
encapsulates synonymy than its competitors, and
leverages it even when the synonym is far from
the target word in context, thus narrowing the gap
between the two tests.

Apart from OLMo-7B, the relation test shows
a slight decrease in accuracy for all models, poten-
tially due to the increased complexity of having the
synonym and the context at a distance, having to
connect them via the target word and the relation.
The reference test presents an even higher de-
crease in accuracy. This is expected as the relation
is not expressed and the only connector between
the synonym and the context is the term This.

Negative element When the negative element is
the incorrect synonym, all models have very similar
performance (first graph in Figure 1). In contrast,
in random tests (second graph), the differences
between models become more pronounced, espe-
cially between OLMo-7B and the other models.
This result suggests that random words might have
different effects depending on the language models,
while the controlled item triggers a more uniform
result. Garcia (2021) shows that BERT models fail
to distinguish synonyms from words with different

meanings in the same context, but our study shows
that this differentiation does take place for the mod-
els we tested. However, our models are not only
architecturally different, but also at least ten times
larger in terms of parameters.

The substitution test yields better scores
when the negative elements are random words, than
the incorrect synonym, but the differences are not
significant. For the relation test, results seem to
follow an opposite trend: they seem slightly better
when the opposing item is the incorrect synonym
(except for OLMo-7B). Since the synonym appears
at the end of the sentence, its distance from context
may allow random words to be more probable.

Context As the substitution and reference
tests become meaningless without context, only
the relation test allows us to vary this condition.
Additionally, the only possible negative candidates
are random words, since, in the absence of con-
text, both the correct and incorrect synonyms are
valid. The relation test without context no longer
opposes correct and incorrect synonyms, allow-
ing us to test whether the model correctly identi-
fies them as synonyms when compared to random
words (Figure 1, third graph).

Results are surprisingly good, indicating that
lexical-semantic information is present in our mod-
els and can be elicited with the term synonym. Mod-
els seem to demonstrate higher accuracy in recog-
nizing the “correct” synonym than the “incorrect”
one, with significant differences for OLMo-7B. A
probable explanation could be sense frequency:
words in SemCor tend to occur with their most
frequent sense, making the contextual synonym
one of the most frequent ones for that word. How-
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Figure 2: Accuracy on the relation with context
testin Left: single-prediction and Right: ten predictions
(top-k, with k£ = 10) settings.

ever, this advantage does not translate into better
performance in controlled tests with respect to ran-
dom tests, as substitution still seems to work
better with random words.

As for the relation test, context has a signifi-
cant positive impact for all models, with the highest
increase for Amber, from 28.5% to 64% (fourth
graph in Figure 1). This outcome is expected, as
LMs rely primarily on context in their predictions.
When context is absent, they may favor words that
frequently co-occur with the target word, even if
those words are not synonyms.

Preferred expression We compared the standard
expression is a synonym of with two paraphrases:
is the same as and means in the relation test,
where it is explicit. For all three models, the least
preferred expression is means, possibly due to its
single-word composition and inherent ambiguity.
The phrase is a synonym of yields the best perfor-
mance, at least for the two OLMo models. This
may be because paraphrases are more ambiguous
and can be associated with other relations, whereas
the phrase is a synonym of is unequivocal (results
and discussion in Appendix G).

Other models As mentioned in Sec. 3.5, we ver-
ify if Amber and OLMo are representative of the
broader language model family, by conducting a
subset of minimal pairs tests on more well known
models like Llama and Mistral. Given that they
produce similar results, we conclude that the mod-
els are indeed representative, and that their perfor-
mance accurately reflects that of similar models in
this task (see Appendix F for the results).
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Figure 3: Proportion of examples per category.

4.2 Gap-filling tests

Figure 2 shows that the results for the gap-filling
tests are generally poor, indicating that the models
tend to not generate a synonym when prompted to
do so.

Curated vs. synset As expected, having more
than one correct prediction leads to an overall im-
provement, but at varying degrees. In the single
prediction scenario, the broader range of correct an-
swers makes little difference for the OLMo-1B and
Amber models. However, OLMo-7B, which has
a significantly higher score, shows a more notable
gain. The effect is much more visible when con-
sidering multiple predictions. Both OLMo-1B and
Amber show a 15% improvement, and the accuracy
of OLMo-7B nearly doubles.

Predictions The right-hand graph in Figure 2
shows that sampling from the top-10 predictions
offers a better chance of generating a correct syn-
onym compared to the single greedy prediction.
This holds true both for the curated synonym,
where models perform 2 to 5 times better, and for
the entire synset setting, where the improvement
is even greater (up to 8 times for OLMo-1B). This
suggests that both the curated synonym and other
synonyms from the synset are present near the top
of the distribution, even if they are not ranked first.

Error analysis To gain a better understanding
of the models’ performance on this task, we con-
ducted an error analysis by manually annotating the
predictions from one experiment: single prediction,
synset, using OLMo-1B (Figure 3). The categories
we defined classify the predicted word based on
the following characteristics: correct, belonging
to the target synset, same root, i.e. a prefix of the
reference, same word, identical to the reference,
correct not in synset, for correct synonyms not
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appearing in the target synset, same lexical field
of the reference (e.g. hyponym, cohyponym, hy-
pernym), distractor, that is, another word of the
context or its synonym or inflected form, synonym
other sense synonym of the reference, but not the
correct sense, and unrelated to the context.

Most common errors, representing roughly half
of the cases, are labeled distractor, same, and same
root, indicating that the model tends to repeat a
word from context when prompted for synonymy.

In approximately 30% of the cases, the model
does not repeat the word but instead samples from
the lexical field, although incorrectly. The same
lexical field category represents 1 in 5 cases: the
model generates a word that is part of the lexical
field of the reference, but misses the lexical relation.
As for synonym other sense cases, the model gets
even closer to the correct answer by predicting a
synonym, but not one that fits the context.

In 8.5% of the cases, labeled correct not in
synset, the predictions might be erroneously classi-
fied as incorrect: the prediction is not in the target
synset, but it is considered correct by the authors,
hinting at a WordNet coverage issue.

4.3 Impact of tokenization

To verify if the accuracy on our tests was affected
by the difference in token length, we computed the
accuracy for each difference in token length. If
the accuracy would remain stable across all possi-
ble differences in length, we could conclude that
tokenisation does not have a big impact. More
precisely, we considered the items belonging to
the three types of controlled tests (substitution,
relation and reference) given that in these tests
we oppose the correct synonym to the incorrect
synonym (600 items in total). For each item, we
computed the difference in token length between
the correct synonym and the incorrect synonym,
which ranged from -2 to 2 tokens. Finally, for each
value of this difference, we computed how many
of the items were correctly predicted (Table 1).

Delta 20 -1 0 1 2
Accuracy % | 78 78 | 75 | 719 67
Count 18 150 | 285 | 126 21

Table 1: Accuracy conditioned on the difference in to-
ken length between the correct and the incorrect syn-
onym. A delta of -2 means that the correct synonym is
2 tokens shorter that the incorrect synonym.

Accuracy changes slightly when conditioned on

the difference in token length. When the delta is
1, -1 or -2, accuracy is higher. While a decrease in
accuracy is observed with a delta of 2, this result
is based on a small number of items. In both cases,
differences are not significant (Appendix E).

4.4 Consistency across tests

We examine whether a minimal pair that is accu-
rately predicted under a set of specific test condi-
tions, continues to be accurately predicted when
varying the conditions. To achieve this, we com-
pute the conditional probability of being correct (or
wrong) in the second test, knowing we were correct
(or wrong) in the first test (details in Appendix H).

We start by examining whether the results on
the substitution test are coherent with those on
the relation and reference tests, when keeping
the same conditions on the negative element (in-
correct synonym) and context (present). A correct
item in the substitution testis also correct in the
relation test in 83% of the cases. However, if the
item is incorrect, the probability for it to also be
incorrectly predicted in the relation test is only
57%. For the reference test, the prediction based
on substitution is even worse: the correct items
of the reference test are predicted with a lower
probability (of 71%), while the incorrect items are
at random guess accuracy.

Next, we look at whether the controlled condi-
tion can be used to predict the random one, when
the test type stays the same. In the substitution
test, if an item is correctly predicted in the con-
trolled test, there is a high likelihood (91%) it will
also be correctly predicted in the random test. How-
ever, only a small portion of the errors in the con-
trolled test carry over to the random one (33%).

Finally, we investigate whether the results of the
relation test without context could be predicted
from the same test with context. This is indeed the
case for 74% of the correct items, but the incorrect
items differ between tests. We conclude that while
LMs seem to be relatively consistent in the correct
items they identify in different tests, the errors they
commit vary with each test. However, the number
of incorrect items might be too small in order to
be sure that our results are relevant. We hope to be
able to address this limitation in future work.

5 Conclusions

We evaluated pre-trained causal LMs on the lin-
guistic concept of synonymy. We developed a com-
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prehensive test suite, validated by human subjects,
designed to assess various aspects of synonymy,
both in controlled and uncontrolled environments.

We found that the performance of LMs of the
order of 10 billion parameters in minimal-pairs
tests depends on the test conditions. Overall, the
substitution test has the highest scores, followed
by the relation and reference tests. Synonymy
tests are generally easier when context is provided.
In this case, substitution tests yield better results
with random words, while relation tests with the
incorrect synonym, indicating that the position of
the word might play a significant role. In the ab-
sence of context, although performance decreases,
models like OLMo-7B still achieve relatively high
accuracy. We also observed a bias favoring the
correct synonym over the incorrect one, which we
hypothesize is due to sense frequency bias in Sem-
Cor.

Gap-filling tests show that there is a low chance
of generating a synonym when the models are di-
rectly prompted to do so. Furthermore, increasing
the number of correct elements does not bring a
definite improvement, except in the case of OLMo-
7B. Additionally, tests with multiple predictions
show that while the correct synonym might not be
ranked first, correct synonyms are present near the
top of the distribution.

For future work, we aim to investigate how train-
ing data affects model performance on synonymy
tests. We plan to use the evaluation framework de-
veloped in this study to examine the progression
of language models during training and explore
performance variations between models.

6 Limitations

Resources. SemCor is an outdated dataset that
contains inappropriate language (from the authors’
observations). Although we attempted to mitigate
this issue through manual selection, using newer
datasets with similar annotations may be more ad-
visable.

Dataset. With respect to the dataset construction,
we focused exclusively on nouns, non-compound
words and polysemous words (on account of our
methodology for the latter). However, the syn-
onymy phenomenon extends to other grammati-
cal categories. Furthermore, the manual selection
of synonyms by the authors may have introduced
bias, as the chosen synonyms were selected to fa-
cilitate easier substitution, potentially making the

substitution test easier.

Another point to consider is that we did not eval-
uate whether the synonym pairs we selected are fre-
quent enough and representative of the synonymy
phenomenon in English.

Methodology. Given that we were primarily
interested in the accuracy that models show on the
tests, we do not directly use the perplexity values
of the correct/incorrect sentences in our study, but
the sign of the difference (except for one analysis).
We believe that these values might provide valuable
insight.

Regarding the test conditions, we believe that
the conditions we varied in our dataset are not ex-
haustive; other properties of synonymy, such as
commutativity, could lead to the development of
new test types. Additionally, our two negative can-
didates are unequal in number, and further insights
might be gained by comparing an incorrect syn-
onym to a single random word instead of ten, as
well as comparing ten random words to ten syn-
onyms.

In the gap-filling tests, we arbitrarily selected a
top-k value of 10. A grid-search exploring multiple
values could further strengthen the results.

Results. Concerning the results, while we con-
ducted some tests on well-known models, we did
not run the entire test suite and therefore our con-
clusion regarding their relevance is limited to the
scope of the tests that we were able to do. Fur-
thermore, all models we did test were of roughly
similar sizes; larger models may yield different
insights. Additionally, we only compared the stan-
dard expression of synonymy to two paraphrases
that we subjectively deemed relevant. More exten-
sive testing could reveal a more favored expression.
In discussing the results, we occasionally shared
our intuitions or hypotheses about why certain out-
comes occurred, even though these insights were
not validated through experiments.

We only examined the impact of tokenization
in the controlled setting and cannot rule out the
possibility of an effect being present in the random
setting. When measuring the consistency models
display across tests, we varied a limited range of
conditions, and we generally conditioned on the
test having better accuracy. Some of the analysis
was based on a relatively low number of examples
(around 30), which might be insufficient to make a
relevant claim.
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7 Ethical considerations

B2. We downloaded SemCor and WordNet from
nltk (version 3.8.1)°. The licence mentioned
(WordNet copyright and license agreement) grants
permission to use, modify and distribute the re-
source. The models we tested were downloaded
from Hugging Face*. From our understanding, all
models licenses (Apache license 2.0 for OLMo and
Amber, Mistral AI Research License for Mistral,
Llama 2 Community License Agreement for Llama
2 and Llama 3.2 Community License Agreement
for Llama 3) permit use of the models. The license
for the code and data that we release are present in
the repository url we provide in Sec. 4.

C1. The experiments were performed on the
existing local computing infrastructure.

D1. The text of instructions given to annota-
tors (mentioned in section 3.4) is available in the
repository.

D2. The two annotators were recruited among
authors’ acquaintances and were not paid.

E1. Code writing was assisted by Copilot® and
occasionally ChatGPT®.
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A Description of different tests with examples

test | condition example
context, She plays the role of a factory worker.
incorrect syn | She plays the quality of a factory worker.
context, She plays the role of a factory worker.

random wds

She plays the random1 of a factory worker.

She plays the random10 of a factory worker.

context, She plays the character of a factory worker. This role
incorrect syn | She plays the character of a factory worker. This quality
context, She plays the character of a factory worker. Character is a synonym of role.

incorrect syn

She plays the character of a factory worker. Character is a synonym of

quality.

She plays the character of a factory worker. Character is a synonym of role.
She plays the character of a factory worker. Character is a synonym of
randoml1.

context,
random wds

She plays the character of a factory worker. Character is a synonym of
random10.

Character is a synonym of role.

Character is a synonym of quality.

Character is a synonym of random].

no context,
random wds

Character is a synonym of random10.

Table 2: Example of test items for each of the test types (substitution, reference and relation) under different
conditions.

B Data collection construction

The inherent properties of SemCor and WordNet would theoretically guarantee that any word from the
synset linked to the identifier would constitute a viable correct synonym, while any word from other
synsets would function as a viable incorrect synonym. This supports the possibility of an automated
selection process.

In order to test the viability of this method, we created a data collection of 185 sentences by selecting
the synonyms in an automatic way according to the heuristic we perceived to be the most discriminatory
(frequency count in WordNet). From this collection we constructed a substitution-type test (Table 2)
that we evaluated on human subjects.

The human subjects achieved scores of approximately 76%, which we considered too low to ensure
sufficient quality for further experiments. To enhance the dataset’s quality, we conducted a brief qualitative
analysis, which allowed us to identify several problematic cases:

* some SemCor examples lack sufficient discriminating context - making it difficult to distinguish
between the correct synonym sum and the incorrect one quantity

I ——
amount - sum - quantity
Multiply the result obtained in item 3 above by the amount used for each State in item 1 above.

* broken substitution - replacing the target word bit with the synonym spot does not yield a grammatical
output (as the target word is part of a collocation)
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I —— — — —
bit - spot - moment
But I’'m not one damned bit sorry I went out to question the people I know.

» WordNet is not exhaustive - hare appears in WordNet only as the meat and not as the animal, leading
it to appear in a different synset than coney, even tough they share the same sense of animal

___________________________________________________________________________________________________________________________|
rabbit - coney - hare
We come upon a rabbit that has been caught in one of the brutal traps in common use.

Given the poor performance we registered for human subjects, as well as the errors identified in the
analysis, we decided to curate the dataset, by choosing the contexts and the synonyms manually ourselves.
We constructed a dataset of 200 items, each composed of the 5 elements described at the end of section
3.3.

To measure the improvement brought about by this method, we conducted another substitution test
on human subjects. We observed that the accuracy improved on average by 15% (Table 3). The two
annotators agreed on 83% of the cases, with a Cohen’s kappa of 0.46. Finally, each annotator found
around 30 out of 200 (15%) items to be bizarre in some way (ambiguous, inadequate choice of triples
etc.), agreeing on 7 items.

Measure Annot1 Annot2 Agree
Accuracy % 88.2 89.5 83.3
Weird item % 15.5 14 13

Table 3: Accuracy of the two annotators on the substitution test. On the second row, count of perceived bizarre
items. The accuracy result for the annotator 1 is out of 186 (instead of 200), because they did not annotate a subset
of the items that they found bizarre.

Given that this experiment is a sanity check, the annotations described above are not part of the final
dataset. The truth value does not come from the annotations, but from the WordNet synsets and the
authors’ manual choice. Therefore, no adjudication was needed, and we decided to not exclude any of the
items labeled as bizarre.

As we could observe an improvement in accuracy on this curated dataset with respect to the
automatically-generated one, we used it as a base for all the subsequent experiments. From the data
collection of 200 items and the randomly selected nouns from a list of 10,000 we constructed datasets for
each of our tests, amounting to a total of 19,200 sentences.

C Models parameters

Size Train. Tokens Vocab Hidden Size Attn. Heads Context Length Pos.

OLMo 1B 2 Trillion 50,304 2048 16 2048 RoPE
OLMo 7B 2.5 Trillion 50,304 4096 32 2048 RoPE
Amber 6.7B 1.2 Trillion 32,000 4096 32 2048 RoPE

Table 4: Specifications of OLMo and Amber models.

D Main results table

The results are provided in Table 5.
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Test | Cond | O-1B O-7B  Amber Test ‘ Sub-test ‘ 0-1B O-7B  Amber
syn 85 83.5 83.5 correct 54 72.5 28.5
rand 87.5 88 83.5 incorrect 50 62.5 25
syn 67.5 68.5 70 both 33 52 14.5
syn 77 79.5 76.5
rand 69.5 89.5 64

Table 5: Left: Accuracy (%) on the substitution, reference and relation with context under different
conditions. Right: Accuracy (%) on the relation tests without context.

E Significance

To verify if the results on our tests, discussed in Sec. 4.1 and Sec. G show significant differences, we
conducted paired two-tailed t-tests each time we claim that differences are present. The results of these
tests are provided below to support the validity of our assertions.

The t-tests are performed on distributions of 200 values of 0 and 1, corresponding to the 200 test
items correctly or incorrectly evaluated by a model. The average of these distributions corresponds to the
task’s accuracy. The t-test’s null hypothesis is that these averages are identical. We consider the results
significant when the p-value is inferior to 0.05.

1. We find that the substitution test is the easiest for almost all models under both conditions.

We show in Table 6 that the differences between the substitution on one side and the relation
or reference tests on the other are significant in all conditions for the OLMo-1B And Amber-7B
models. For the OLMo-7B model, while the difference is significant between the substitution and
the reference test, the evidence is insufficient in the case of the substitution and relation tests.

sub vs. rel sub vs. ref
Model controlled random controlled
t P t P t P
OLMo-1B | 2.50 0.013 | 5.00 0.000 | 13.71 0.000
OLMo-7B | 1.18 0.239 | -0.52 0.603 | 10.92 0.000
Amber-7B | 2.13 0.034 | 5.32 0.000 | 10.08 0.000

Table 6: Paired t-test between the results on substitution and relation or substitution and reference tests.
P-values greater than 0.05 are highlighted in red.

2. Apart from OLMo-7B, the relation test shows a slight decrease in accuracy for all other models.

Supported by the same evidence provided in Table 6.

When the negative example is the incorrect synonym, all models have very similar performance. In

contrast, in random tests, the differences between models become more pronounced.

We observe from Table 7 that, in the case of the controlled condition (incorrect synonym), although
we cannot say that the performances are the same, at least there is insufficient evidence of the

contrary.

Model1 | Model 2 sub rel ref

t p t p t p
OLMo-1B | OLMo-7B | 0.73 047 | -1.15 0.25 | -0.17 0.86
OLMo-1B | Amber-7B | 0.60 0.55 | 0.18 0.86 | -0.59 0.56
OLMo-7B | Amber-7B | 0.00 1.00 | 1.13 026 | -044 0.66

Table 7: Paired t-test between the models on different tests, in the controlled condition.
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With respect to the second claim, namely that differences are more pronounced in the random
condition, this is only significant when comparing OLMo-1B and Amber with the OLMo-7B model
in the relation test (Table 8).

Model 1 | Model 2 sub rel

t p t p
OLMo-1B | OLMo-7B | -024 0.809 | -6.31 0.000
OLMo-1B | Amber | 1.52 0.131 | 1.52 0.131
OLMo-7B | Amber | 1.74 0083 | 7.50 0.000

Table 8: Paired t-test between the models on different tests, in the random condition.

4. The substitution test becomes easier when the negative candidates are random words rather than
the incorrect synonym. For the relation test, on the contrary, results are better when the opposing
item is the incorrect synonym.

In the case of substitution, we observe from Table 9 that while there seems to be a difference
in favor of the random condition, the results are not significant. In the case of the relation test
the results seem to lean towards a small advantage of the incorrect synonym, with the exception of
OLMo-1B.

sub random vs. controlled | rel random vs. controlled
Model
t p t p
OLMo-1B | 0.84 0.399 -1.90 0.059
OLMo-7B | 1.48 0.139 3.08 0.002
Amber-7B | 0.00 1.000 -3.40 0.001

Table 9: Left: Paired t-test for the substitution test, between the controlled and the random condition, for each
model. Right: Same for the relation test.

5. We also note that the models seem to demonstrate higher accuracy in recognizing the correct synonym
than the incorrect one.

We observe that the differences are only significant in the case of OLMo-7B (Table 10).

Model cotrrect Vs. m;:)orrect
OLMo-1B | 0.92 0.360
OLMo-7B | 2.58 0.011
Amber-7B | 1.00 0.319

Table 10: Paired t-test for relation with context between the correct synonym and the incorrect synonym tests.

6. We observe that when comparing the results on the relation test with and without context, context
has a significant positive impact for all three models.

From Table 11, we observe that the differences are significant between the test with context and the
same test without, for all models.

7. The phrase “is a synonym of " yields better performance, at least for the two OLMo models. |[... ]
the exception is the Amber model, that seems to prefer the expression “is the same as”.

As shown in Table 12, for the tests with context we observe a preference for the expression “is a
synonym as”. This preference is significant when compared to the expression “means”, but less

significant when compared to “is the same as”. With respect to the relation test without context,
the preference for the “is a synonym of” expression is significant in almost all cases. One exception
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Model reiatlon context I\)/s. no ctx
OLMo-1B | 3.80 0.000
OLMo-7B | 4.61 0.000
Amber-7B | 9.01 0.000

Table 11: Paired t-test for the relation test, between the test with context and the test without.

is the Amber model, that has a preference for the expression ’is the same as’, which is significant in
the case of the relation test without context.

“syn of” vs “means” “syn of” vs “same as”
Model controlled random controlled random
t p t p t p t p

OLMo-1B | 291 | 0.004 | 2.43 | 0.016 | 1.61 | 0.108 | 0.71 | 0.481
OLMo-7B | 2.08 | 0.039 | 6.32 | 0.000 | 1.82 | 0.071 | 4.90 | 0.000
Amber 1.40 | 0.162 | 2.36 | 0.019 | 1.74 | 0.083 | -0.71 | 0.481

Table 12: Paired t-test between the expressions “is a synonym of” and “means” and between “is a synonym of” and
“is the same as” for the relation with context test.

“syn of” vs “means” “syn of” vs “same as”
Model correct incorrect correct incorrect
t p t p t p t p

OLMo-1B | 10.01 | 0.000 | 10.01 | 0.000 | 1.74 | 0.083 | 1.30 | 0.195
OLMo-7B | 13.02 | 0.000 | 11.89 | 0.000 | 5.94 | 0.000 | 5.76 | 0.000
Amber 478 | 0.000 | 4.98 | 0.000 | -2.69 | 0.008 | -1.68 | 0.095

Table 13: Paired t-test results between the expressions “is a synonym of”” and “means” and between “is a synonym
of” and “is the same as” for the relation without context test.

8. We also observe that when context is present, the differences between expressions are modest, but
when context is absent, they become more significant.

This affirmation is supported by the results in Tables 12 and 13, where we observe that when context
is present (Table 12) less tests have significant differences. On the contrary, when context is absent
(Table 13), few of the tests do not have significant differences.

9. For all three models, the least preferred expression is “means”.

As we can see from the previously-mentioned tables, the differences between the preferred expression
and “means” are almost in all cases significant.

10. However, OLMo-7B, which has a significantly higher score, shows a more notable gain.

When comparing the single-prediction test curated setting and synset setting accuracies for the
OLMo-7B model, we obtain a t-value of -4.02 and a p-value inferior to 0.0001. We conclude that the
differences in accuracies between the two tests are significant.

For the tokenisation claims (In both cases, differences are not significant) we performed an independent
t-test, comparing (1) the accuracies when the difference in tokens is -2 with 0 and (2) when the difference
is 0 with when it is 2. We obtained a t-value of 0.29 and p-value of 0.61 for the first and a t-value of -0.74
and p-value of 0.76 for the second, permitting us to draw the above conclusion.
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F Synonymy test results on more well-known models

To make sure that the open-source models we chose for the evaluation are not exceptions in the landscape
of language models, we have performed some of the tests on other, more well-known language models.
We performed two tests suites: (i) the three test types with the incorrect synonym (Figure 4) and (ii) the
relation test without context, where both the correct and the incorrect synonym must be better than
random words at the same time (Figure 5).

Looking at the results, we observed that other models show the same stability in performance, as
well as the same accuracy range in the substitution, relation and reference tests with the incorrect
synonym, as the OLMo and Amber models (4). For the relation test where context is absent, the
differences between language models are more pronounced, but we notice that our three language models
are representative of the accuracy values we encounter: OLMo-7B has the highest value, OLMo-1B
approaches the mean, while Amber is the second lowest.

We concluded that the OLMo and Amber models are representative of their type and size within the
language model family, and thus their results accurately reflect those of similar models.
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Figure 4: Accuracy on the substitution, relation and reference tasks (with context) for a diverse range of
models.
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Figure 5: Accuracy on the relation task without context for a diverse range of models.

G Preferred expression

To identify the preferred expression for synonymy, we analyzed the relation test, where the synonymy
relation is made explicit. We examined both versions with context, involving controlled or random
negative candidates (the first two graphs in Figure 6), as well as the version without context (the last two
graphs in Figure 6). We compared the standard expression “is a synonym of”” with two paraphrases: “is
the same as” and “means”.
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Figure 6: Results on different variants of expressing the synonymy relation: (i) Accuracy on the relation task
with controlled context (ii) and with uncontrolled, random candidates (iii) Accuracy on the relation task without
context, for the correct synonym against random words and (iv) for the incorrect synonym against random words.

We initially expected the paraphrases to be easier for the language models, assuming the term “syn-
onymy” would appear infrequently in their training data. However, the results show the opposite: the
phrase “is a synonym of” yields better performance, at least for the two OLMo models. This may be
because paraphrases are more ambiguous and can be associated with other relations, whereas the phrase
“is a synonym of” is unequivocal. The exception is the Amber model, that seems to prefer the expression
“is the same as”. This discrepancy might be due to differences in the composition of the training data of
the two models.

We also observe that when context is present, the differences between expressions are modest, but
when context is absent, they become more significant. This aligns with expectations, as in the absence of
context, the term describing the relation becomes the main distinguishing factor besides the target word.

For all three models, the least preferred expression is “means”, possibly due to its single-word composi-
tion and inherent ambiguity. This is particularly visible in the tests without context, where performance
using this expression approaches random guess in certain conditions.

H Consistency across models, conditional probabilities

We provide the complete results of the conditional probabilities across different test settings in Tables 14-17
below. For example, the first line of Table 14 should be read as follows:

P(Rel = 0|Sub = 0) = 0.57 (the probability that relation is incorrect (0) knowing substitution
is incorrect is 57%)

#(Rel = 0N Sub = 0) = 17 (the number of incorrect items in both relation and substitution is
17)

Sub Rel | P(Rel|Sub) #
0 0 0.57 17
0 1 0.43 13
[ 0 0.17 29
11 0.83 141

Table 14: Distribution of the correct (1)/incorrect(0) items of the relation test conditioned on the correct and
incorrect items of the substitution test, OLMo-1B.
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Sub Ref | P(Ref|Sub) #
0 0 0.57 16
0 1 0.43 14
[ 0 0.29 49
11 0.71 121

Table 15: Distribution of the correct/incorrect items of the reference test conditioned on the correct and incorrect

items of the substitution test, OLMo-1B.

Ctrl Rand | P(Rand|Ctrl) #
0 0 0.33 10
0 1 0.67 20
1 0 0.09 15
1 1 0.91 155

Table 16: Distribution of the correct/incorrect items of the random substitution test conditioned on the correct
and incorrect items of the controlled substitution test, OLMo-1B.

No_ctx Ctx | P(Ctx|No_ctx) #
0 0 0.38 8
0 1 0.62 13
1 0 0.26 47
1 1 0.74 132

Table 17: Distribution of the correct/incorrect items of the relation test with context conditioned on the correct
and incorrect items of the relation test without, OLMo-7B.

12551



