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Abstract

Large language models (LLMs) have demon-
strated remarkable reasoning capability in solv-
ing mathematical problems. However, existing
approaches primarily focus on improving the
quality of correct training data, e.g., distilling
high-quality correct solutions from advanced
models, neglecting the value contained in error
data, potentially hindering the model’s reflec-
tive ability. Though some studies attempt to
leverage error data, they often involve complex
mechanisms, such as Monte Carlo Tree Search
(MCTS) to explore error nodes. In this work,
we propose to enhance LLMs’ reasoning abil-
ity by Learning from Errors for MatheMatical
Advancement (LEMMA). LEMMA constructs
data consisting of an incorrect solution with
an erroneous step and a reflection connection
to a correct solution for fine-tuning. Specif-
ically, we systematically analyze the model-
generated error types and introduce an error-
type grounded mistake augmentation method to
collect diverse and representative errors. Cor-
rect solutions are either from fixing the er-
rors or generating a fresh start. Through a
model-aware smooth reflection connection, the
erroneous solution is transferred to the cor-
rect one. By fine-tuning on the constructed
dataset, the model is able to self-correct er-
rors autonomously within the generation pro-
cess without relying on external critique mod-
els. Experimental results demonstrate that
LEMMA achieves significant performance im-
provements over other strong baselines.

1 Introduction

Recently, Large Language Models (LLMs) have
significantly improved their ability to solve mathe-
matical problems through Supervised Fine-Tuning
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Figure 1: Overview of LEMMA.

(SFT). A common strategy involves refining the
quality of chain-of-thought (CoT) reasoning data,
such as distilling high-quality solutions from ad-
vanced models (Magister et al., 2023; Yu et al.,
2024b). While these methods enhance the model’s
capacity to generate step-by-step solutions, they
predominantly focus on optimizing correct reason-
ing trajectories while overlooking the potential of
error data. This omission limits the model’s abil-
ity to learn from mistakes, thereby constraining
its reflective reasoning capability. Reflection—the
process of identifying, analyzing, and correcting
errors—is a critical component of human problem-
solving (Stacey et al., 1982). Given the failure to
integrate this ability into LLMs, models remain
vulnerable to propagating errors during inference
without autonomous correction mechanisms.

To address this gap, recent studies have begun ex-
ploring methods to cultivate reflection in LLMs by
leveraging error data. For instance, some works (Xi
et al., 2024b; Li et al., 2024e; Qin et al., 2024; Guan
et al., 2025) employ external critical models to cri-
tique intermediate reasoning steps or use Monte
Carlo Tree Search (MCTS) to navigate complex
reasoning paths and prune error branches. Oth-
ers (Yan et al., 2024; Han et al., 2024; Zhang et al.,
2024a; Yang et al., 2024) propose self-correction
frameworks that construct incorrect-correct data
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for fine-tuning, enabling the model to iteratively re-
vise its outputs. However, these approaches suffer
from significant limitations. MCTS-based methods
introduce substantial computational overhead and
complexity, while self-correction methods rely on
naive and inefficient techniques to collect incorrect
and correct reasoning trajectories.

In this work, we propose LEMMA to Learn
from Errors for MatheMatical Advancement, a
novel method to systematically enhance LLMs’
reflective reasoning by constructing and learning
from error-corrective trajectories. Our approach
begins with a fine-grained categorization of er-
ror types in model-generated solutions, ranging
from “question misinterpretation” to “calculation
error”. Building on this taxonomy, we design
an error-type grounded error augmentation strat-
egy that diversifies error data by (1) harvesting
mistakes from the target model’s own reasoning
traces and (2) guiding advanced models to gen-
erate representative errors according to the ana-
lyzed error type distributions. For each erroneous
solution, we then construct paired reflection data
through two complementary mechanisms: Fix &
Continue Trajectories, where the mistake is directly
corrected within its original context, and Fresh &
Restart Trajectories, where a new correct solution
is generated from scratch. These trajectories are
seamlessly connected via model-aware reflection
links—annotations that explain the error’s origin
and justify the correction—resulting in coherent
training examples.

Experiments across mathematical reasoning
benchmarks (e.g., GSM8K, MATH) demonstrate
LEMMA’s effectiveness. Models fine-tuned with
LEMMA outperform both standard SFT baselines
and prior error-aware methods (up to 13.3% av-
erage accuracy improvement on LLaMA3-8B).
LEMMA-trained models also achieve strong gen-
eralization ability through evaluation on out-of-
distribution (OOD) benchmarks. Further analysis
reveals LEMMA can consistently reduce the oc-
currence of representative error types. In contrast,
while fine-tuning on the original training set (SFT)
improves overall accuracy, it leads to an increase
in certain error types. These results validate that
structured learning from errors, guided by system-
atic analysis, is a powerful yet underutilized lever
for advancing mathematical reasoning in LLMs.

2 Related Work

Self-Improvement in Math Reasoning Due to
the scarcity of mathematical reasoning data with
detailed, human-annotated reasoning steps (Song
et al., 2023; Luo et al., 2023), some studies (Zelik-
man et al., 2022; Yuan et al., 2023; Pan et al., 2024;
Singh et al., 2024; Tong et al., 2024b) leverage the
correct output of the model itself for fine-tuning.
This strategy is also known as self-improvement or
reject sampling fine-tuning.

Recently, some works (Qi et al., 2024; Xi et al.,
2024a; Xu et al., 2024; Xi et al., 2024b; Qin et al.,
2024; Pan et al., 2025; Guan et al., 2025) have
begun using Monte Carlo Tree Search (MCTS),
Process Reward Models (PRM) (Lightman et al.,
2024) or critique models to further enhance self-
improvement. However, these methods only uti-
lize the correct solutions, neglecting the gener-
ated errors. Since models only learn from cor-
rect solutions, they struggle to reflect on and self-
correct errors they made, leading to error accumu-
lation (Zhang et al., 2024a; Han et al., 2024; Yan
et al., 2024).

Data Augmentation in Math Reasoning Data
augmentation is also a prevalent strategy to en-
hance model performance on mathematical tasks.
Magister et al. (2023) and Yue et al. (2024a) dis-
till reasoning capabilities from LLMs into smaller
LMs. Dart-Math (Tong et al., 2024c) introduces
a difficulty-aware answer augmentation strategy,
where more solutions are generated for harder prob-
lems. To further boost model performance, sev-
eral works (Tang et al., 2024; Huang et al., 2024;
Yue et al., 2024b; Liu et al., 2024; Wang et al.,
2024a; Zhou et al., 2024; Ding et al., 2024; Lu
et al., 2024a; Li et al., 2024a; Luo et al., 2023;
Li et al., 2024c; Lee et al., 2024) synthesize more
training data by creating new mathematical prob-
lems and solutions. For example, LLM2LLM (Lee
et al., 2024) iteratively synthesizes more data based
on the data points that the student model fails to
answer. MetaMath (Yu et al., 2024a) combines
answer augmentation and question augmentation,
as well as two backward reasoning methods (Jiang
et al., 2024; Weng et al., 2023), to further augment
training data. Although these works have acknowl-
edged the value of erroneous data, their focus is on
sample-level augmentation through the synthesis
of additional data points. In contrast, our method
implements sequence-level augmentation by en-
riching each data point with common errors and
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subsequent reflections, thereby fostering a more
profound capacity for self-reflection and correction.
Furthermore, our method is orthogonal to these
question augmentation methods and can be directly
integrated with them.

Reflection and Self-Correction in LLMs Re-
flection and self-correction mechanisms have been
proven to be effective in enhancing the perfor-
mance of large language models (LLMs) across
various domains. To encourage models to identify
and amend their previous errors, one common ap-
proach leverages feedback from an external verifier
or critic model (An et al., 2023; Li et al., 2023;
Tong et al., 2024a; Shinn et al., 2024; Renze and
Guven, 2024; Li et al., 2024b; Du et al., 2024). Al-
ternatively, some research (Weng et al., 2023; Yang
et al., 2024; Zhang et al., 2024a; Han et al., 2024;
Yan et al., 2024; Wu et al., 2024a,b; Qin et al.,
2024; Zhang et al., 2024b; Lu et al., 2024b; Kumar
et al., 2024) focuses on fostering the self-correction
capabilities of LLMs during the generation process
itself, without external feedback. To gather train-
ing data for self-correction, prior studies introduce
erroneous reasoning trajectory by employing a rela-
tively high temperature (Xi et al., 2024b; Yan et al.,
2024; Zhang et al., 2024a; Han et al., 2024) or by
sampling from multiple models (An et al., 2023).
However, recent research (Lu et al., 2024b; Renze,
2024) has shown that elevating the temperature can
result in nonsensical errors or incoherent text that
are unlikely to arise during typical generation sce-
narios. Additionally, sampling from multiple mod-
els (An et al., 2023) can introduce irrelevant errors
that the student model would not make. Moreover,
these approaches neglect different correction strate-
gies, which could potentially restrict the model’s
ability to reflect and self-correction.

3 Methodology

To better leverage generated reasoning errors for
enhancing the self-reflection and correction capa-
bilities of LLMs, we begin by conducting a system-
atic analysis of common error types in widely-used
models. Building on this analysis, we introduce
LEMMA, a novel approach that strategically con-
structs self-correction data to improve the mathe-
matical reasoning abilities of LLMs. Fig.2 provides
an overview of the LEMMA framework.

3.1 Task Formulation

We begin by defining key components of LEMMA.
The generated reasoning trajectory τ is a se-
quence of reasoning steps: τ = (s1, s2, . . . , sn, â),
where â is the predicted answer. A bad tra-
jectory includes both correct steps sg, incor-
rect steps sg and ends with an incorrect an-
swer: τ b = (sg1, . . . , s

g
k, s

b
1, . . . , s

b
m, âb). Models

equipped with reflection and self-correction capa-
bilities should be able to identify and rectify the
incorrect steps {sb1, ..., sbm}, leading to a revised
trajectory. The revised trajectory can be viewed as
the concatenation of a bad trajectory, a Reflection
Phrase (RP), and a correct trajectory τ g, expressed
as τ r = τ b ⊕ RP ⊕ τ g. Here, RP represents the re-
flection phrases that pinpoint and correct previous
errors while seamlessly transitioning to a correct
step. To minimize error accumulation, the model
should recognize and correct errors as early as pos-
sible. Therefore, the bad trajectory τ b should be a
subsequence that ends at the first erroneous step,
denoted as τ bsub = (sg1, . . . , s

g
k, s

b
1). The follow-

ing paragraphs will detail how we collect the bad
sub-trajectory τ bsub and the good trajectory τ g, ul-
timately constructing the error-corrective revision
trajectory τ r = τ bsub ⊕ RP ⊕ τ g for model training.

3.2 Error Analysis

To gain a holistic understanding of the mathemati-
cal reasoning errors in common LLMs, we conduct
a systematic analysis on error types. We use an
error taxonomy modified from Li et al. (2024d), as
detailed in Tab.1. Fig.3 presents the distribution of
error types for different models. Our key findings
are: (1) The most common errors include “Ques-
tion Misinterpretation (QM)”, “Formula Confusion
Error (FC)” and “Calculation Error (CA)”. This
indicates that the models require improvements in
areas such as problem comprehension, formula ap-
plication, and conceptual understanding. (2) The
distribution of error types is relatively consistent
across different models. These key insights serve
as the foundation for our subsequent error-type
grounded error augmentation method.

The above analysis is conducted using greedy
decoding generation.* However, prior research (Xi
et al., 2024b; Yan et al., 2024; Lu et al., 2024b;
Zhang et al., 2024a) typically uses a relatively high
sampling temperature (e.g., t = 1.0 in Yan et al.
(2024) and t = 1.1 in Lu et al. (2024b)) to collect a

*The temerature of softmax function is set to 0.
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Figure 2: The LEMMA framework. LEMMA uses an error-type grounded mistake augmentation module, and
explores two error correction strategies to construct the incorrect-correct revision trajectory as training corpus.

diverse set of bad trajectories {τ b}. Hence, we also
investigate the effect of temperature on error types.
Fig.4(a) depicts how the distribution of error types
varies with different softmax function temperatures.
As the temperature increases, nonsensical errors,
exemplified in Fig.4(b), begin to emerge. In other
words, the occurrence of nonsensical errors rises
with sampling temperature, whereas this type of
error is generally absent in greedy decoding.

3.3 Erroneous Trajectory Collection

Based on our analysis of the relationship between
error types and sampling temperature in Sec.3.2,
we opt not to increase the sampling temperature.
Instead, we employ a relatively low sampling tem-
perature t = 0.7, which is widely used in math-
ematical evaluation (Xi et al., 2024b; Yan et al.,
2024; Zhang et al., 2024b). To mitigate the re-
duced diversity of error steps at lower temperatures,
we propose an error-type grounded mistake aug-
mentation method that systematically generates
diverse and meaningful errors for subsequent cor-
rection. Specifically, we first determine the error
type distribution for each question based on our
prior analysis. We then leverage a teacher model
(GPT-4o) to intentionally produce erroneous trajec-
tories given an error type, which is sampled from
the previously obtained error type distribution for
each question. This approach ensures that the intro-
duced errors are both diverse and closely aligned
with the errors observed using the student model.

However, as our objective is not to induce the
model to learn flawed reasoning but rather to learn
reflection, we also instruct the teacher model to
annotate the first erroneous step within each incor-
rect trajectory τ b. Then, the incorrect trajectory
is truncated at this identified step to create a sub-
trajectory τ bsub = (sg1, . . . , s

g
k, s

b
1). This design

guides the fine-tuned models to timely recognize
and rectify their errors, preventing them from
proceeding with reasoning from an erroneous step.
Using this approach, we compile a comprehensive
collection of bad trajectories, which consists of:
(1) the erroneous trajectories generated by error
augmentation and (2) those produced by the stu-
dent model itself. This strategy mirrors the human
learning process, where students not only reflect
on and correct their own mistakes but also receive
guidance from teachers, who highlight common
error-prone steps based on the overall performance
of all students. This error-type grounded mistake
augmentation method sets our approach apart from
prior work. It avoids the inclusion of meaning-
less or irrelevant errors generated by using a high
sampling temperature (Xi et al., 2024b; Yan et al.,
2024; Lu et al., 2024b; Zhang et al., 2024a; Han
et al., 2024) or collected from other models (An
et al., 2023).

3.4 Revision Trajectory Generation

Upon obtaining the bad trajectory τ bsub, we proceed
with a correction process to generate the final revi-
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Table 1: Error taxonomy modified from Li et al. (2024d). Corresponding examples are in Fig.12 of appendix A.2.
Some infrequent error types are omitted to save space. For the full taxonomy, please check Tab.12 in the appendix.

Error Type Definition

Calculation Error (CA) Error appears during the calculation process.
Counting Error (CO) Error occurs during the counting process.
Formula Confusion Error (FC) Error appears when applying formula in inappropriate scenario.
Question Misinterpretation Error(QM) Error appears because the question is misunderstood, such as ignoring specific constraints in the question.
Missing Step (MS) Error entails an incomplete generation of reasoning process, lacking a necessary step.
Confusing Concept Error (CC) Error occurs because two similar but actually different concepts are mistakenly confused.
Nonsensical Output (NO) Inconceivable, illogical, or question-irrelevant output.
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Figure 3: Error type distribution of the different models on the MATH test set, with GPT-4o as the error classification
model. Error types that account for less than 1% are omitted to avoid text overlap.
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(a) Error type distribution on MATH.

Question: What is 10.0000198·5.9999985401·6.9999852 to the nearest whole number?

Answer (t=0.3) First, we can multiply the first two numbers together: 10.0000198 ·
5.9999985401 = 59.9999999999. Then, we can multiply this number by the third
number: 59.9999999999 · 6.9999852 = 419.9999999999. Since this number is so
close to 420, we can round it to the nearest whole number, which is 420 .
Answer (t=0.9) It is important to look closely and decide if the operation is really multiplica-
tion! Long ways of writing 5 or 10 could mean addition, so we need to pay attention so we
don’t fall into this common trap. And in this case, (Decimals) · (Decimals) = Decimals. ...

(b) An example of the generated reasoning trajectory at different
sampling temperature.

Figure 4: The shortcoming of sampling erroneous trajectories via increasing temerature: Using higher temperatue
produces a substantial amount of nonsensical text, which is not observed in normal generation. Solutions are
generated by LLaMA3-8B.

sion trajectory τ r = τ bsub ⊕ RP ⊕ τ g. Inspired by
the self-correction process in humans (Hoffmann,
2018), we explore two correction strategies:

(1) Fix & Continue Revision: In this strategy, the
teacher model fixes the student model’s first error
step and continues the reasoning process to reach
the correct answer. However, as illustrated in Fig.9,
there are instances where, despite the initial reason-
ing steps being correct, they may not be a “smart”
way to solve the problem. This can result in a
prolonged reasoning trajectory involving complex
reasoning and intensive computations, which are
more susceptible to errors. To address this limita-
tion, we introduce the “Fresh & Restart” correction
strategy as follows.

(2) Fresh & Restart Revision: In this strategy,
the teacher model critiques the student model’s er-

rors and then initiates the reasoning process anew,
rather than continuing from an erroneous “interme-
diate” step. We encourage the model to explore
alternative solutions using the prompt depicted in
Fig.15 in Appendix A.4. This approach emulates
human correction processes, where, upon realizing
an initial approach is flawed, one may abandon the
original reasoning steps and start anew instead of
making minor adjustments to the first attempt.

By combining both correction strategies, we gen-
erate a diverse set of revision trajectories {τ r}Ni=1.
Training on the constructed data enables the student
model to learn different self-correction strategies.
Following Xi et al. (2024b) and Qin et al. (2024),
we also employ the teacher model to smooth the
entire revision trajectory, adding necessary logi-
cal transitions and connections to produce the fi-
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nal training data. Finally, we filter the trajectories
based on the correctness of the final answer, retain-
ing only those that lead to a correct answer.

4 Experiments

We evaluate our method through comprehen-
sive experiments from three key aspects: (1)
In-distribution mathematical tasks, (2) Out-of-
distribution mathematical tasks, and (3) Reflective
mathematical reasoning tasks.

4.1 Implementation Details

Trajectory synthesis. We use the training
set of MATH (Hendrycks et al., 2021) and
GSM8K (Cobbe et al., 2021) to generate the
error-corrective reasoning trajectory. We utilize
LLaMA3-8B to produce the self-generated errors
at a temperature of 0.7 and employ GPT-4o (Hurst
et al., 2024) as the teacher model to deliberately in-
troduce errors and perform subsequent corrections.
Additionally, we employ an open-source model,
LLaMA-3.1-Nemotron-70B (Wang et al., 2024b),
as an alternative teacher model to demonstrate the
generalization of our method. For LEMMA (w/
MetaMath), we collect additional error-corrective
reasoning trajectories based on the new questions
of MetaMath (Yu et al., 2024a). For each error,
we apply both “Fix & Continue” and “Fresh &
Restart” correction strategies once. After filtering
out the trajectories with incorrect final answers, we
obtain 88.90k error-corrective reasoning trajecto-
ries as training data. We fine-tune various base
models, including general-purpose models such
as LLaMA3-8B and Mistral-7B-v0.1, as well as
the math-specialized model DeepSeekMath-7B and
Qwen2-Math-7B. Further implementation details
are available in Appendix A.3.1.

Benchmarks. We use GSM8K (Cobbe et al.,
2021) and MATH (Hendrycks et al., 2021) as the
In-Domain evaluation. For Out-of-Domain eval-
uation, we choose ASDIV (Miao et al., 2020),
MAWPS (Koncel-Kedziorski et al., 2016), Mathe-
matics (Davies et al., 2021), SVAMP (Patel et al.,
2021) and College-Math (Tang et al., 2024). Fol-
lowing Zhang et al. (2024b), we also adopt the
Follow-up QA (FQA) and Error Correction (EC)
tasks of MathChat (Liang et al., 2024), which re-
quire the model to reflect on previous generation
and perform further reasoning. Unless specified
otherwise, we use Pass@1 as the evaluation metric.

The performance results using majority voting are
detailed in Appendix A.1.3.

Baselines. We compare LEMMA with four self-
correction methods and four data augmentation
approaches. For self-correction methods, we con-
sider: (1) Intrinsic Self-Correction (ISC) (Han
et al., 2024): Teaching small language models
to self-correct by training on the constructed self-
correction data. (2) S3C-MATH (Yan et al., 2024):
Employing a step-level sampling approach to gener-
ate potentially erroneous steps, followed by reflec-
tion and improvement, to construct self-correction
data. (3) RefAug (Zhang et al., 2024b): Appending
a “reflection” part to the original solution, which
involves proposing an alternative solution and solv-
ing a similar problem. (4) RefAug-90k (Zhang et al.,
2024b): To eliminate the influence of sample size
and the annotation model, we use the official code†

of RefAug to generate 89.82k data with GPT-4o,
which aligns with LEMMA in terms of both sample
size and annotation model.

For data augmentation approaches, we consider:
(1) SFT: Training on the union of GSM8K and
MATH training set. (2) Rejection Sampling Fine-
tuning (RFT) (Yuan et al., 2023): Training on the
correct self-generated reasoning trajectories. (3)
MetaMath (Yu et al., 2024a): Combining answer
augmentation, question rephrasing, and two back-
ward reasoning methods (Jiang et al., 2024; Weng
et al., 2023), to augment training data. (4) GPTAug:
Prompting GPT-4o to generate step-by-step solu-
tion for each question. Appendix A.3.2 discusses
more details regarding baseline implementation.

4.2 Main Result
Tab.2 lists the performance of different methods.
We summarize the key findings as follows.
(1) LEMMA significantly outperforms baseline
methods across most tasks, achieving an aver-
age accuracy improvement of at least 2.3% for
LLaMA3 and 4.5% for DeepSeekMath. The en-
hancement is particularly noticeable in challenging
tasks such as MATH (Hendrycks et al., 2021) and
College-Math (Tang et al., 2024), where LEMMA
surpasses baselines by at least 4.1% and 2.8%
on LLaMA3, respectively. This underscores the
efficacy of reflective and self-correction capabili-
ties for solving complex math problems. Note that
although Dart-Math (Tong et al., 2024c) achieves
superior performance, our method is not directly

†https://github.com/ytyz1307zzh/RefAug
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Table 2: Performance comparison on GSM8K, MATH and out-of-distribution datasets. †: numbers reported in Yan
et al. (2024). The best result is highlighted in bold, and the second best is underlined.

Model # Samples In-Distribution Out-Of-Distribution Avg.GSM8K MATH ASDIV Mathematics MAWPS SVAMP College-Math

LLaMA3-8B

SFT 14.97k 65.5 19.3 72.1 23.5 83.0 67.1 13.3 49.1
RFT 86.52k 67.3 21.1 74.8 24.9 81.8 69.9 16.7 50.9
MetaMath 394.99k 79.2 34.1 81.9 35.3 88.9 76.1 20.5 59.4
GPTAug 88.62k 72.1 31.8 81.2 36.5 85.9 79.7 21.2 58.3

ISC 86.78k 70.8 33.4 81.1 31.8 82.3 79.7 20.2 57.0
S3C-Math† (w/ MetaMath) 927k 82.9 33.1 - - - 81.8 - -
RefAug 29.94k 75.9 32.6 82.3 35.5 88.4 81.5 21.0 59.6
RefAug-90k 89.92k 77.4 34.2 82.1 35.7 87.7 81.8 21.9 60.1

LEMMA 88.90k 79.2 38.3 84.2 39.2 88.8 82.6 24.7 62.4
LEMMA (w/ MetaMath) 403.59k 86.4 42.3 87.1 45.8 89.5 82.8 24.3 65.5

DeepSeekMath-7B

SFT 14.97k 68.1 35.2 80.9 39.6 88.1 68.1 28.8 58.4
RFT 86.52k 73.3 39.3 85.2 46.2 89.3 70.9 31.7 62.3
MetaMath 394.99k 79.4 42.0 87.8 49.0 90.2 79.4 31.6 65.6
GPTAug 88.62k 77.8 45.5 88.7 52.6 89.6 71.0 31.0 65.2

ISC 86.78k 66.3 36.8 82.2 43.1 89.3 71.2 32.0 60.1
S3C-Math† (w/ MetaMath) 927k 82.5 41.4 - - - 82.2 - -
RefAug 29.94k 75.5 39.5 81.2 56.9 82.1 72.8 30.4 62.6
RefAug-90k 89.92k 76.7 42.5 82.4 57.5 83.1 74.1 30.6 63.8

LEMMA 88.90k 80.4 50.6 89.8 61.6 90.9 81.6 35.6 70.1
LEMMA (w/ MetaMath) 403.59k 83.0 51.7 90.4 65.8 91.9 82.1 35.2 71.4

comparable to DART-Math due to the differences
in the teacher model and data size. In addition,
while LEMMA lags slightly behind DART-Math
on conventional math tasks, it performs better on
tasks requiring reflection and follow-up reasoning,
such as the follow-up QA (FQA) and Error correc-
tion (EC) tasks of MathChat (Liang et al., 2024)
as shown in Tab. 3. (2) Interestingly, RFT (Yuan
et al., 2023) lags behind all reflection and self-
correction methods. We attribute this to the in-
herent limitation of RFT, which solely utilizes the
correct self-generated solutions, forgoing the valu-
able opportunity to learn from failures. (3) Addi-
tionally, LEMMA demonstrates strong perfor-
mance across both in-distribution and out-of-
distribution datasets. While some baselines, such
as MetaMath, achieve relatively good results on
in-distribution datasets, they fall short compared
to LEMMA on out-of-distribution datasets. No-
tably, scaling the data size of RefAug (Zhang et al.,
2024b) to 89.82k data (i.e., RefAug-90k) enhances
in-distribution performance; however, the improve-
ments on out-of-distribution datasets are limited or
even negative.

4.3 Reflective Math Reasoning Performance

Following Zhang et al. (2024b), we assess the re-
flective reasoning abilities of LLMs fine-tuned via
various methods. Tab.3 presents the results. No-
tably, LEMMA significantly enhances the reflec-

Table 3: Evaluation on reflective math reasoning using
LLaMA3-8B. “DART-Math-U.” denotes DART-MATH-
Uniform and “DART-Math-H.” denotes DART-MATH-
Hard. Best result is highlighted in bold.

Method MathChat-FQA MathChat-EC1st 2nd 3rd

SFT 63.2 37.2 28.3 66.1
RFT 64.0 40.8 29.1 62.6
MetaMath 80.3 49.4 40.1 66.6
GPTAug 78.8 45.6 37.9 80.0

ISC 78.4 46.8 39.3 78.5
RefAug 69.3 45.0 36.5 82.7
RefAug-90k 71.7 47.0 38.6 83.8
DART-Math-U. 82.4 50.3 37.1 80.6
DART-Math-H. 81.7 46.2 35.1 79.8

LEMMA 83.4 49.4 43.4 84.7

tive reasoning capabilities of models compared
to other data augmentation methods, achieving
improvements of at least 3.3% and 4.1% in ac-
curacy on MathChat-FQA-3rd and MathChat-EC,
respectively. Although some data augmentation
approaches, such as MetaMath, have achieved con-
siderable performance gains on multi-turn math
question answering (i.e., MathChat-FQA), they fall
short in improving error correction ability, with
only a 0.5% accuracy increase on MathChat-EC
compared to SFT. In comparison to reflection and
self-correction methods, such as ISC and RefAug,
LEMMA also demonstrates notable superiority.
For instance, LEMMA surpasses ISC by 4.1% and
6.2% accuracy points on MathChat-FQA-3rd and

11621



MathChat-EC, respectively. Fig.10 and Fig.11
in Appendix A.2 show some output cases where
the model fine-tuned with LEMMA performs re-
flection and self-correction to produce more ac-
curate answers. These results further underscore
LEMMA’s advantages in advancing reflective and
self-correction capabilities of LLMs.

4.4 Integration with DART-Math

Table 4: Performance comparison between different
variants of LEMMA and DART-MATH on LLaMA3-
8B. “DART-Math-H. (90k)” denotes a 90.7k dataset
downsampled from DART-MATH-Hard. “LEMMA-
Hard” denotes integrating LEMMA with DART-MATH.

Method Size GSM8K MATH Avg.

DART-Math-H. (90k) 90.7k 81.7 42.6 62.1
LEMMA 88.9k 79.2 38.3 58.7

DART-Math-H. (585k) 585.0k 81.1 46.6 63.8
LEMMA-Hard 90.7k 83.1 44.8 63.9

LEMMA is not contradictory but rather comple-
mentary to DART-MATH. Inspired by their work,
we synthesize more error-corrective solutions for
more challenging problems. Specifically, we cal-
culate the failure rate of the LLaMA3-8B model
to determine the number of solutions to synthesize
for each sample. For each problem, we generate
n = f × kmax data points, where f is the failure
rate and kmax is the maximum number of solutions
per question. Among these error-corrective solu-
tions, half of the errors are generated by the student
model itself, and the other half are introduced by
the teacher model. We set kmax to 20, resulting
in a total of 90.7k samples. We refer to this set-
ting as LEMMA-Hard. The results presented in
Tab.4 demonstrate that this setting improves the
performance of our LEMMA, outperforming the
model trained on a 90.7k dataset downsampled
from DART-Math-Hard by an average accuracy
gain of 1.8%, and is comparable to models trained
on the complete 585k DART-Math-Hard dataset.

4.5 Choice of Teacher Model

We also evaluate the performance of our approach
using an open-source teacher model, LLaMA-3.1-
Nemotron-70B, instead of GPT-4o, as the teacher
model. The results, as shown in Tab.8 of Ap-
pendix A.1, demonstrate that LEMMA continues
to hold a significant advantage over baseline
methods even after the replacement of the teacher
model. This suggests that the improvements of-
fered by LEMMA are not attributable to the teacher

model itself, but rather to the efficacy of the sys-
tematic error introduction and correction strategy.

5 Analysis

5.1 Analysis on the Effect of Sample Size
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Figure 5: Performance comparison with varying data
size on LLaMA3-8B. LEMMA consistently demon-
strates robust performance improvements in both in-
distribution and out-of-distribution tasks, while baseline
methods (e.g., ISC and RefAug) tend to plateau or even
decline on out-of-distribution datasets.

We examine the impact of sample size on the
performance of different methods. The results
presented in Fig.5, highlight several key observa-
tions. (1) LEMMA consistently achieves supe-
rior performance across various sample sizes.
Notably, as the dataset size increases, the per-
formance gap between LEMMA and other base-
lines widens, underscoring its scalability potential.
(2) LEMMA demonstrates stable performance im-
provements on both in-distribution (MATH) and
out-of-distribution (Mathematics) datasets as the
data size grows. In contrast, some baseline meth-
ods, such as ISC and RefAug, although showing
gains on in-distribution datasets like MATH, tend
to plateau or even decline in performance on out-
of-distribution datasets. This saturation suggests
that these methods might overfit to in-distribution
data, lacking the generalization capabilities that
LEMMA provides.

5.2 Analysis on Error Type after Fine-tuning.

We analyze the types of errors generated by the
model before and after fine-tuning with LEMMA.
We report the error count of the model before
fine-tuning (Base), the model fine-tuned on the
original dataset (SFT), and the model fine-tuned
with our LEMMA approach. The results presented
in Fig.6 reveal several insightful trends. Firstly,
LEMMA consistently reduces the occurrence
of common error types, particularly in categories
such as “Question Misinterpretation (QM)” and
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Figure 6: Error type changes after fine-tuning. LEMMA
consistently decreases the prevalence of all types of
errors, while SFT results in an increase of specific error.

“Calculation Error (CA)”. Secondly, although fine-
tuning with the original training data (SFT) im-
proves overall accuracy, it leads to an increase in
certain error types, such as “Confusing Formula
Error (FC)”. This can be attributed to limitations
in the original training data, which may fail to ad-
dress specific error patterns and potentially cause
overfitting to certain reasoning paths.

5.3 Ablation study

Table 5: Ablation study on each component of LEMMA.

Method GSM8K MATH

LEMMA 79.2 38.3
w/o Error Aug. 72.8 28.8
w/o Error Aug. (90k) 74.3 32.1
w/o Fresh & Restart 75.2 34.4
w/o Fresh & Restart (90k) 75.7 34.1
w/o Truncation 69.4 22.8

We perform ablation studies to evaluate the con-
tribution of the two core innovations of LEMMA:
(1) the error-type grounded mistake augmentation
method (Sec.3.3) and (2) the mixed correction
strategies (Sec.3.4). To evaluate the effectiveness
of the mistake augmentation module, we exclude
it and rely solely on errors generated by the model
itself, which we denote as “w/o Error Aug”. To
ensure that any performance degradation is not sim-
ply attributable to a smaller sample size, we gen-
erate the same number of revision trajectories as
LEMMA, which we refer to as “w/o Error Aug
(90k)”. We also perform ablation on the error cor-
rection strategy by removing the “Fresh & Restart”
method from the revision process, labeled as “w/o
Fresh & Restart” and “w/o Fresh & Restart (90k)”.
Lastly, “w/o Truncation” means that we do not trun-
cate the flawed trajectory at the first identified er-
roneous step, which aims to verify the necessity of
the early truncation of the erroneous reasoning tra-
jectory. We report the accuracy on in-distribution

tasks in Tab.5; for out-of-distribution performance,
please refer to Tab.11 in Appendix A.1. It is clear
that removing the “error augmentation module”
results in a significant performance drop. This
decline is not due to sample size, as “w/o Error
Aug (90k)” also exhibits a 6.2% accuracy decrease
in performance on MATH compared to LEMMA.
We attribute this decline to the reduced diversity
of error steps, as the model relies solely on errors
generated by the student model itself. In contrast,
the error augmentation module introduces a variety
of meaningful errors, enhancing the model’s ability
for reflection and self-correction. Furthermore, ex-
cluding the “Fresh & Restart” strategy degrades
performance. This decline highlights the essen-
tial role of the “Fresh & Restart” correction: by
enabling the model to reset and reassess problem-
solving pathways, it significantly enhances mathe-
matical reasoning capabilities.

6 Conclusion

In this work, we introduce LEMMA, a novel frame-
work designed to enhance the mathematical reason-
ing capabilities of LLMs by systematically learn-
ing from errors. Based on a comprehensive anal-
ysis of error types, LEMMA employs an error-
type grounded mistake augmentation strategy and
constructs diverse revision pathways using both
the Fix & Continue and Fresh & Restart correc-
tion strategies. This framework allows models
to autonomously detect and correct errors during
the generation process, thereby improving their
mathematical reasoning abilities. Extensive ex-
periments demonstrate that LEMMA significantly
outperforms strong baselines.

Limitations

While LEMMA represents an advancement in en-
hancing the mathematical reasoning capabilities of
LLMs, several limitations persist. Firstly, the syn-
thesized dataset used in LEMMA comprises fewer
than 90k examples, which is relatively small com-
pared to data augmentation methods like MetaMath.
This raises questions about whether an increase in
data size could further enhance the performance.
Moreover, as LEMMA fine-tuned models have ex-
hibited preliminary reflection capabilities—akin to
the “aha moment” of DeepSeek-R1 (Guo et al.,
2025), they may be good starting points for rule-
based RL training. Exploring the use of LEMMA
with rule-based RL could be a future direction.
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Blackwell, Daniel Zheng, Nenad Tomašev, Richard
Tanburn, Peter Battaglia, Charles Blundell, András
Juhász, et al. 2021. Advancing mathematics by guid-
ing human intuition with ai. Nature, 600(7887):70–
74.

Yuyang Ding, Xinyu Shi, Xiaobo Liang, Juntao
Li, Qiaoming Zhu, and Min Zhang. 2024. Un-
leashing reasoning capability of llms via scalable
question synthesis from scratch. arXiv preprint
arXiv:2410.18693.

Yilun Du, Shuang Li, Antonio Torralba, Joshua B Tenen-
baum, and Igor Mordatch. 2024. Improving factual-
ity and reasoning in language models through multia-
gent debate. In Forty-first International Conference
on Machine Learning.

Xinyu Guan, Li Lyna Zhang, Yifei Liu, Ning Shang,
Youran Sun, Yi Zhu, Fan Yang, and Mao Yang.
2025. rstar-math: Small llms can master math reason-
ing with self-evolved deep thinking. arXiv preprint
arXiv:2501.04519.

Daya Guo, Dejian Yang, Haowei Zhang, Junxiao Song,
Ruoyu Zhang, Runxin Xu, Qihao Zhu, Shirong Ma,
Peiyi Wang, Xiao Bi, et al. 2025. Deepseek-r1: In-
centivizing reasoning capability in llms via reinforce-
ment learning. arXiv preprint arXiv:2501.12948.

Haixia Han, Jiaqing Liang, Jie Shi, Qianyu He, and
Yanghua Xiao. 2024. Small language model can
self-correct. In Proceedings of the AAAI Conference
on Artificial Intelligence, volume 38, pages 18162–
18170.

Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul
Arora, Steven Basart, Eric Tang, Dawn Song, and
Jacob Steinhardt. 2021. Measuring mathematical
problem solving with the math dataset. NeurIPS.

Michael HG Hoffmann. 2018. Stimulating reflection
and self-correcting reasoning through argument map-
ping: Three approaches. Topoi, 37:185–199.

Yiming Huang, Xiao Liu, Yeyun Gong, Zhibin Gou,
Yelong Shen, Nan Duan, and Weizhu Chen. 2024.
Key-point-driven data synthesis with its enhance-
ment on mathematical reasoning. arXiv preprint
arXiv:2403.02333.

Aaron Hurst, Adam Lerer, Adam P Goucher, Adam
Perelman, Aditya Ramesh, Aidan Clark, AJ Os-
trow, Akila Welihinda, Alan Hayes, Alec Radford,
et al. 2024. Gpt-4o system card. arXiv preprint
arXiv:2410.21276.

Weisen Jiang, Han Shi, Longhui Yu, Zhengying Liu,
Yu Zhang, Zhenguo Li, and James Kwok. 2024.
Forward-backward reasoning in large language mod-
els for mathematical verification. In Findings of the
Association for Computational Linguistics ACL 2024,
pages 6647–6661.

Rik Koncel-Kedziorski, Subhro Roy, Aida Amini, Nate
Kushman, and Hannaneh Hajishirzi. 2016. Mawps:
A math word problem repository. In Proceedings of
the 2016 conference of the north american chapter of
the association for computational linguistics: human
language technologies, pages 1152–1157.

Aviral Kumar, Vincent Zhuang, Rishabh Agarwal,
Yi Su, John D Co-Reyes, Avi Singh, Kate Baumli,
Shariq Iqbal, Colton Bishop, Rebecca Roelofs,
et al. 2024. Training language models to self-
correct via reinforcement learning. arXiv preprint
arXiv:2409.12917.

Nicholas Lee, Thanakul Wattanawong, Sehoon Kim,
Karttikeya Mangalam, Sheng Shen, Gopala Anu-
manchipalli, Michael Mahoney, Kurt Keutzer, and
Amir Gholami. 2024. Llm2llm: Boosting llms with
novel iterative data enhancement. In Findings of the
Association for Computational Linguistics ACL 2024,
pages 6498–6526.

Chen Li, Weiqi Wang, Jingcheng Hu, Yixuan Wei, Nan-
ning Zheng, Han Hu, Zheng Zhang, and Houwen
Peng. 2024a. Common 7b language models already
possess strong math capabilities. arXiv preprint
arXiv:2403.04706.

Chengpeng Li, Guanting Dong, Mingfeng Xue,
Ru Peng, Xiang Wang, and Dayiheng Liu. 2024b.
Dotamath: Decomposition of thought with code assis-
tance and self-correction for mathematical reasoning.
CoRR.

Chengpeng Li, Zheng Yuan, Hongyi Yuan, Guanting
Dong, Keming Lu, Jiancan Wu, Chuanqi Tan, Xi-
ang Wang, and Chang Zhou. 2024c. Mugglemath:
Assessing the impact of query and response augmen-
tation on math reasoning. In Proceedings of the 62nd
Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 10230–
10258.

11624



Ming Li, Lichang Chen, Jiuhai Chen, Shwai He, and
Tianyi Zhou. 2023. Reflection-tuning: Recycling
data for better instruction-tuning. In NeurIPS 2023
Workshop on Instruction Tuning and Instruction Fol-
lowing.

Xiaoyuan Li, Wenjie Wang, Moxin Li, Junrong Guo,
Yang Zhang, and Fuli Feng. 2024d. Evaluating math-
ematical reasoning of large language models: A focus
on error identification and correction. In Findings of
the Association for Computational Linguistics: ACL
2024, pages 11316–11360, Bangkok, Thailand. As-
sociation for Computational Linguistics.

Yanhong Li, Chenghao Yang, and Allyson Ettinger.
2024e. When hindsight is not 20/20: Testing lim-
its on reflective thinking in large language models.
In Findings of the Association for Computational
Linguistics: NAACL 2024, pages 3741–3753.

Zhenwen Liang, Dian Yu, Wenhao Yu, Wenlin Yao, Zhi-
han Zhang, Xiangliang Zhang, and Dong Yu. 2024.
Mathchat: Benchmarking mathematical reasoning
and instruction following in multi-turn interactions.
arXiv preprint arXiv:2405.19444.

Hunter Lightman, Vineet Kosaraju, Yuri Burda, Harri-
son Edwards, Bowen Baker, Teddy Lee, Jan Leike,
John Schulman, Ilya Sutskever, and Karl Cobbe.
2024. Let’s verify step by step. In The Twelfth Inter-
national Conference on Learning Representations.

Haoxiong Liu, Yifan Zhang, Yifan Luo, and Andrew C
Yao. 2024. Augmenting math word problems via it-
erative question composing. In ICLR 2024 Workshop
on Navigating and Addressing Data Problems for
Foundation Models.

Zimu Lu, Aojun Zhou, Houxing Ren, Ke Wang,
Weikang Shi, Junting Pan, Mingjie Zhan, and Hong-
sheng Li. 2024a. MathGenie: Generating synthetic
data with question back-translation for enhancing
mathematical reasoning of LLMs. In Proceedings
of the 62nd Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 2732–2747, Bangkok, Thailand. Association
for Computational Linguistics.

Zimu Lu, Aojun Zhou, Ke Wang, Houxing Ren,
Weikang Shi, Junting Pan, Mingjie Zhan, and Hong-
sheng Li. 2024b. Step-controlled dpo: Leveraging
stepwise error for enhanced mathematical reasoning.
CoRR.

Haipeng Luo, Qingfeng Sun, Can Xu, Pu Zhao, Jian-
guang Lou, Chongyang Tao, Xiubo Geng, Qingwei
Lin, Shifeng Chen, and Dongmei Zhang. 2023. Wiz-
ardmath: Empowering mathematical reasoning for
large language models via reinforced evol-instruct.
arXiv preprint arXiv:2308.09583.

Lucie Charlotte Magister, Jonathan Mallinson,
Jakub Dominik Adamek, Eric Malmi, and Aliaksei
Severyn. 2023. Teaching small language models
to reason. In The 61st Annual Meeting Of The
Association For Computational Linguistics.

Shen-yun Miao, Chao-Chun Liang, and Keh-Yih Su.
2020. A diverse corpus for evaluating and developing
English math word problem solvers. In Proceedings
of the 58th Annual Meeting of the Association for
Computational Linguistics, pages 975–984, Online.
Association for Computational Linguistics.

Zhuoshi Pan, Qianhui Wu, Huiqiang Jiang, Xufang Luo,
Hao Cheng, Dongsheng Li, Yuqing Yang, Chin-Yew
Lin, H Vicky Zhao, Lili Qiu, et al. 2025. On memory
construction and retrieval for personalized conversa-
tional agents. arXiv preprint arXiv:2502.05589.

Zhuoshi Pan, Qianhui Wu, Huiqiang Jiang, Menglin Xia,
Xufang Luo, Jue Zhang, Qingwei Lin, Victor Rühle,
Yuqing Yang, Chin-Yew Lin, et al. 2024. Llmlingua-
2: Data distillation for efficient and faithful task-
agnostic prompt compression. In Findings of the
Association for Computational Linguistics ACL 2024,
pages 963–981.

Arkil Patel, Satwik Bhattamishra, and Navin Goyal.
2021. Are nlp models really able to solve simple
math word problems? In Proceedings of the 2021
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 2080–2094.

Zhenting Qi, Mingyuan Ma, Jiahang Xu, Li Lyna Zhang,
Fan Yang, and Mao Yang. 2024. Mutual reasoning
makes smaller llms stronger problem-solvers. arXiv
preprint arXiv:2408.06195.

Yiwei Qin, Xuefeng Li, Haoyang Zou, Yixiu Liu, Shijie
Xia, Zhen Huang, Yixin Ye, Weizhe Yuan, Hector
Liu, Yuanzhi Li, et al. 2024. O1 replication journey:
A strategic progress report–part 1. arXiv preprint
arXiv:2410.18982.

Matthew Renze. 2024. The effect of sampling temper-
ature on problem solving in large language models.
In Findings of the Association for Computational
Linguistics: EMNLP 2024, pages 7346–7356, Mi-
ami, Florida, USA. Association for Computational
Linguistics.

Matthew Renze and Erhan Guven. 2024. Self-reflection
in llm agents: Effects on problem-solving perfor-
mance. arXiv preprint arXiv:2405.06682.

Noah Shinn, Federico Cassano, Ashwin Gopinath,
Karthik Narasimhan, and Shunyu Yao. 2024. Re-
flexion: Language agents with verbal reinforcement
learning. Advances in Neural Information Process-
ing Systems, 36.

Avi Singh, John D Co-Reyes, Rishabh Agarwal, Ankesh
Anand, Piyush Patil, Xavier Garcia, Peter J Liu,
James Harrison, Jaehoon Lee, Kelvin Xu, et al.
2024. Beyond human data: Scaling self-training
for problem-solving with language models. Transac-
tions on Machine Learning Research.

Yisheng Song, Ting Wang, Puyu Cai, Subrota K Mondal,
and Jyoti Prakash Sahoo. 2023. A comprehensive
survey of few-shot learning: Evolution, applications,

11625

https://doi.org/10.18653/v1/2024.findings-acl.673
https://doi.org/10.18653/v1/2024.findings-acl.673
https://doi.org/10.18653/v1/2024.findings-acl.673
https://doi.org/10.18653/v1/2024.acl-long.151
https://doi.org/10.18653/v1/2024.acl-long.151
https://doi.org/10.18653/v1/2024.acl-long.151
https://doi.org/10.18653/v1/2020.acl-main.92
https://doi.org/10.18653/v1/2020.acl-main.92
https://doi.org/10.18653/v1/2024.findings-emnlp.432
https://doi.org/10.18653/v1/2024.findings-emnlp.432


challenges, and opportunities. ACM Computing Sur-
veys, 55(13s):1–40.

Kaye Stacey, L Burton, and J Mason. 1982. Thinking
mathematically. Addison-Wesley London.

Zhengyang Tang, Xingxing Zhang, Benyou Wang, and
Furu Wei. 2024. Mathscale: Scaling instruction tun-
ing for mathematical reasoning. In Forty-first Inter-
national Conference on Machine Learning.

Yongqi Tong, Dawei Li, Sizhe Wang, Yujia Wang, Fei
Teng, and Jingbo Shang. 2024a. Can llms learn from
previous mistakes? investigating llms’ errors to boost
for reasoning. In Proceedings of the 62nd Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 3065–3080.

Yongqi Tong, Sizhe Wang, Dawei Li, Yifan Wang,
Simeng Han, Zi Lin, Chengsong Huang, Jiaxin
Huang, and Jingbo Shang. 2024b. Optimizing lan-
guage model’s reasoning abilities with weak supervi-
sion. arXiv preprint arXiv:2405.04086.

Yuxuan Tong, Xiwen Zhang, Rui Wang, Ruidong Wu,
and Junxian He. 2024c. DART-math: Difficulty-
aware rejection tuning for mathematical problem-
solving. In The Thirty-eighth Annual Conference on
Neural Information Processing Systems.

Huisheng Wang, Zhuoshi Pan, Hangjing Zhang, Mingx-
iao Liu, Yiqing Lin, and H Vicky Zhao. 2024a. In-
vestalign: Align llms with investor decision-making
under herd behavior. In Adaptive Foundation Models:
Evolving AI for Personalized and Efficient Learning.

Zhilin Wang, Alexander Bukharin, Olivier Delal-
leau, Daniel Egert, Gerald Shen, Jiaqi Zeng, Olek-
sii Kuchaiev, and Yi Dong. 2024b. Helpsteer2-
preference: Complementing ratings with preferences.
arXiv preprint arXiv:2410.01257.

Yixuan Weng, Minjun Zhu, Fei Xia, Bin Li, Shizhu He,
Shengping Liu, Bin Sun, Kang Liu, and Jun Zhao.
Large language models are better reasoners with self-
verification. In The 2023 Conference on Empirical
Methods in Natural Language Processing.

Yixuan Weng, Minjun Zhu, Fei Xia, Bin Li, Shizhu He,
Shengping Liu, Bin Sun, Kang Liu, and Jun Zhao.
2023. Large language models are better reasoners
with self-verification. In Findings of the Associa-
tion for Computational Linguistics: EMNLP 2023,
pages 2550–2575, Singapore. Association for Com-
putational Linguistics.

Wei Wu, Zhuoshi Pan, Chao Wang, Liyi Chen, Yunchu
Bai, Tianfu Wang, Kun Fu, Zheng Wang, and Hui
Xiong. 2024a. Tokenselect: Efficient long-context
inference and length extrapolation for llms via dy-
namic token-level kv cache selection. arXiv preprint
arXiv:2411.02886.

Zhenyu Wu, Qingkai Zeng, Zhihan Zhang, Zhaoxuan
Tan, Chao Shen, and Meng Jiang. 2024b. Large lan-
guage models can self-correct with key condition

verification. In Proceedings of the 2024 Conference
on Empirical Methods in Natural Language Process-
ing, pages 12846–12867.

Zhiheng Xi, Wenxiang Chen, Boyang Hong, Senjie
Jin, Rui Zheng, Wei He, Yiwen Ding, Shichun Liu,
Xin Guo, Junzhe Wang, et al. 2024a. Training large
language models for reasoning through reverse cur-
riculum reinforcement learning. In Forty-first Inter-
national Conference on Machine Learning.

Zhiheng Xi, Dingwen Yang, Jixuan Huang, Jiafu Tang,
Guanyu Li, Yiwen Ding, Wei He, Boyang Hong,
Shihan Do, Wenyu Zhan, et al. 2024b. Enhanc-
ing llm reasoning via critique models with test-
time and training-time supervision. arXiv preprint
arXiv:2411.16579.

Yifan Xu, Xiao Liu, Xinghan Liu, Zhenyu Hou, Yueyan
Li, Xiaohan Zhang, Zihan Wang, Aohan Zeng,
Zhengxiao Du, Zhao Wenyi, Jie Tang, and Yux-
iao Dong. 2024. ChatGLM-math: Improving math
problem-solving in large language models with a
self-critique pipeline. In Findings of the Association
for Computational Linguistics: EMNLP 2024, pages
9733–9760, Miami, Florida, USA. Association for
Computational Linguistics.

Yuchen Yan, Jin Jiang, Yang Liu, Yixin Cao, Xin
Xu, Xunliang Cai, Jian Shao, et al. 2024. S3 c-
math: Spontaneous step-level self-correction makes
large language models better mathematical reasoners.
arXiv preprint arXiv:2409.01524.

Zhe Yang, Yichang Zhang, Yudong Wang, Ziyao Xu,
Junyang Lin, and Zhifang Sui. 2024. Confidence vs
critique: A decomposition of self-correction capabil-
ity for llms. arXiv preprint arXiv:2412.19513.

Longhui Yu, Weisen Jiang, Han Shi, YU Jincheng,
Zhengying Liu, Yu Zhang, James Kwok, Zhenguo Li,
Adrian Weller, and Weiyang Liu. 2024a. Metamath:
Bootstrap your own mathematical questions for large
language models. In The Twelfth International Con-
ference on Learning Representations.

Ping Yu, Jing Xu, Jason E Weston, and Ilia Kulikov.
2024b. Distilling system 2 into system 1. In The First
Workshop on System-2 Reasoning at Scale, NeurIPS.

Zheng Yuan, Hongyi Yuan, Chengpeng Li, Guanting
Dong, Keming Lu, Chuanqi Tan, Chang Zhou, and
Jingren Zhou. 2023. Scaling relationship on learning
mathematical reasoning with large language models.
arXiv preprint arXiv:2308.01825.

Xiang Yue, Xingwei Qu, Ge Zhang, Yao Fu, Wenhao
Huang, Huan Sun, Yu Su, and Wenhu Chen. 2024a.
Mammoth: Building math generalist models through
hybrid instruction tuning. In The Twelfth Interna-
tional Conference on Learning Representations.

Xiang Yue, Tuney Zheng, Ge Zhang, and Wenhu Chen.
2024b. Mammoth2: Scaling instructions from the
web. arXiv preprint arXiv:2405.03548.

11626

https://openreview.net/forum?id=zLU21oQjD5
https://openreview.net/forum?id=zLU21oQjD5
https://openreview.net/forum?id=zLU21oQjD5
https://doi.org/10.18653/v1/2023.findings-emnlp.167
https://doi.org/10.18653/v1/2023.findings-emnlp.167
https://doi.org/10.18653/v1/2024.findings-emnlp.569
https://doi.org/10.18653/v1/2024.findings-emnlp.569
https://doi.org/10.18653/v1/2024.findings-emnlp.569


Eric Zelikman, Yuhuai Wu, Jesse Mu, and Noah Good-
man. 2022. Star: Bootstrapping reasoning with rea-
soning. Advances in Neural Information Processing
Systems, 35:15476–15488.

Yunxiang Zhang, Muhammad Khalifa, Lajanugen Lo-
geswaran, Jaekyeom Kim, Moontae Lee, Honglak
Lee, and Lu Wang. 2024a. Small language models
need strong verifiers to self-correct reasoning. In
Findings of the Association for Computational Lin-
guistics: ACL 2024, pages 15637–15653, Bangkok,
Thailand. Association for Computational Linguistics.

Zhihan Zhang, Tao Ge, Zhenwen Liang, Wenhao Yu,
Dian Yu, Mengzhao Jia, Dong Yu, and Meng Jiang.
2024b. Learn beyond the answer: Training language
models with reflection for mathematical reasoning.
In Proceedings of the 2024 Conference on Empiri-
cal Methods in Natural Language Processing, pages
14720–14738, Miami, Florida, USA. Association for
Computational Linguistics.

Kun Zhou, Beichen Zhang, Jiapeng Wang, Zhipeng
Chen, Wayne Xin Zhao, Jing Sha, Zhichao Sheng,
Shijin Wang, and Ji-Rong Wen. 2024. Jiuzhang3.
0: Efficiently improving mathematical reasoning by
training small data synthesis models. arXiv preprint
arXiv:2405.14365.

A Appendix

A.1 Additional Experiment
A.1.1 Experiment on Other Base Models
To further validate the robustness of our method
across different models, we conduct additional
experiments using Mistral-7B-v0.1 and Qwen2-
Math-7B as base models. The results, presented
in Tab.9, demonstrate that LEMMA consistently
outperforms baseline methods on these models.
Specifically, LEMMA achieves an average accu-
racy improvement of at least 2.9% on Mistral-7B-
v0.1 and 3.5% on Qwen2-Math-7B. These consis-
tent performance gains across different base models
reinforce the robustness of our approach, highlight-
ing LEMMA’s efficacy in enhancing mathematical
reasoning capabilities across a diverse range of
models.

A.1.2 Experiment using Other Teacher Model
To facilitate the community, we evaluate the per-
formance of our approach using an open-source
teacher model, LLaMA-3.1-Nemotron-70B, in-
stead of GPT-4o. The results, presented in Tab.8,
indicate that although there is a performance de-
crease when replacing the teacher model, LEMMA
still maintains a significant advantage over base-
line methods. This indicates that the improve-
ments achieved by LEMMA do not stem from the

teacher model itself but are primarily due to the ef-
fectiveness of the systematic error introduction and
correction strategy. The consistent improvement
further underscores the robustness of LEMMA.

A.1.3 Evaluation using Majority Voting
We present the accuracy results under the Ma-
jority@32 setting in Tab.10. The results demon-
strate that LEMMA consistently outperforms
baseline methods in both Pass@1 and Major-
ity@32 settings across most tasks. Notably,
the Majority@32 setting significantly enhances
LEMMA’s accuracy compared to Pass@1, particu-
larly on more challenging datasets such as MATH.
For instance, LEMMA achieves improvements
of 14.8% and 13.0% on MATH for LLaMA3
and DeepSeek-Math, respectively. In contrast,
some baseline methods exhibit limited gains under
the Majority@32 setting. For example, RefAug-
90k shows only 7.6% and 8.1% improvements
on MATH for LLaMA3 and DeepSeek-Math, re-
spectively. These findings further underscore
LEMMA’s superiority and its compatibility with
majority voting.

A.1.4 Ablation Study on Out-of-Distribution
Datasets

We report the ablation performance on both in-
distribution and out-of-distribution tasks in Tab.11.
The results show that removing either the “error
augmentation” module or the “Fresh & Restart”
correction strategy degrades performance, validat-
ing the design of our LEMMA approach.

A.1.5 Error Type Analysis on GSM8K
In this section, we examine the error types on the
GSM8K dataset. We observe a similar trend to that
on MATH: the distribution of error types is con-
sistent across different models. However, unlike
MATH, the primary error types on GSM8K are
“Question Misinterpretation (QM)”, “Calculation
Error (CA)” and “Confusing Concept Error (CC)”,
while “Formula Confusion Error (FC)”, which is
common on MATH, is less frequent on GSM8K.
This difference stems from the inherent distinctions
between the GSM8K and MATH datasets. The
MATH dataset is more challenging, often involving
complex mathematical formulas, whereas GSM8K
is relatively simpler, with many problems requiring
only basic arithmetic operations rather than the ap-
plication of formulas. As a result, formula-related
errors are less common on GSM8K.
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Figure 7: Error type distribution of the different models on the GSM8K test set, with GPT-4o as the error
classification model. Error types that account for less than 1% are omitted to avoid text overlap.
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Figure 8: Error type changes after fine-tuning. LEMMA consistently decreases the prevalence of all type of errors,
whereas SFT results in an increase of specific type of errors.

In Fig.8, we present the changes in error types
on GSM8K before and after fine-tuning. The re-
sults align with those observed on MATH, demon-
strating that LEMMA consistently reduces the
frequency of all error types. In contrast, while the
overall performance of the model improves after
fine-tuning with the original training data (SFT),
certain specific type of error increase. This further
highlights LEMMA’s ability to systematically ad-
dress and mitigate a wide range of errors, leading
to more robust and reliable mathematical reasoning
capabilities.

A.2 Case Study

A.2.1 Reflection and Self-Correction Output
In Fig.10 and Fig.11, we present examples from
GSM8K and MATH, respectively, showcasing the
outputs of the LLaMA3 model fine-tuned with our
LEMMA data. These examples demonstrate that
LEMMA model consciously identify potential er-
rors in its previously generated steps, reflecting
upon them and making necessary corrections, or
verifying its answers before reaching a final conclu-
sion. This ability explains why our method signif-
icantly improves accuracy in mathematical tasks:
by enhancing the model’s reflection and correc-
tion skills, it can ultimately rectify mistakes and
arrive at the correct answer, even if it initially takes

a wrong approach or makes careless errors along
reasoning path.

A.2.2 Full Error Taxonomy

We present the full error taxonomy in Table 12.
Building upon the taxonomy proposed by Li et al.
(2024d), we introduce additional error categories to
enable a more granular identification of error types.
Specifically, we add “Question Misinterpretation
Error (QM)”, “Confusing Concept Error (CC)”,
and “Nonsensical Output (NO)” to better capture
the diverse range of errors that can occur during
mathematical reasoning. The expanded taxonomy
provides a structured framework for systematically
categorizing and addressing the various types of er-
rors encountered in mathematical problem-solving.

A.2.3 Error Type and Corresponding
Examples

In this section, we present examples of different
error types generated by the model. As shown
in Fig.12, we display the problem, the model-
generated incorrect answer, the error type label
assigned by the model, as well as the model’s ex-
planation for the label of representative error types.
It can be observed that the model accurately iden-
tifies the first error type. Each error type exhibits
distinct characteristics, clearly differentiating them
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from one another.

A.2.4 Smart Solution v.s. Brute Force
Solution

In Fig.9, we illustrate two typical solutions for solv-
ing a given problem: a smart solution and a brute
force solution. While the brute force method starts
with accurate initial steps, it requires complex cal-
culations in the following steps. If the model ini-
tially fails to identify the smart solution, simply
correcting the first incorrect step in the brute force
solution does not easily lead to the correct final
answer due to the complexity of subsequent cal-
culations. Consequently, we propose the “Fresh
& Restart” correction strategy, which encourages
the teacher model to reconsider and generate new
solutions. This strategy enables the model to learn
a variety of correction techniques, thereby allowing
it to rectify errors more flexibly.

A.3 Experiment Setup

A.3.1 Implementation Details of LEMMA
We construct the incorrect-correct reasoning trajec-
tories on the training set of MATH (Hendrycks
et al., 2021) and GSM8K (Cobbe et al., 2021).
We use GPT-4o (Hurst et al., 2024) as the teacher
model in our main experiment. Additionally,
we employ an open-source model, LLaMA-3.1-
Nemotron-70B (Wang et al., 2024b), as an alter-
native teacher model to demonstrate the gener-
alization of our method, which produces similar
results, as shown in Tab.8. To collect incorrect-
correct reasoning trajectories based on the ques-
tions in the MetaMath dataset, we use LLaMA-
3.1-Nemotron-70B as the teacher model to reduce
computational costs, given that MetaMath is signif-
icantly larger than MATH (Hendrycks et al., 2021)
and GSM8K (Cobbe et al., 2021). For trajectory
synthesis, we use nucleus sampling with a tem-
perature of 0.7 and top_p of 1.0. Based on our
synthesized data, we fine-tune a wide range of
base models, including general-purpose models
such as LLaMA3-8B and Mistral-7B-v0.1, as well
as the math-specialized model DeepSeekMath-7B
and Qwen2-Math-7B. We use the LLAMA-Factory
package ‡ for model training. We adopt a learn-
ing rate of 1e-5 with a warmup ratio of 0.03. We
employ a cosine learning rate scheduler and set
the gradient accumulation step to 8 to ensure sta-
ble training. All models are trained for 3 epochs.

‡https://github.com/hiyouga/LLaMA-Factory

For evaluation, we use official evaluation package
in Qwen2.5-Math repository §. We set the maxi-
mum number of generated tokens to 1024 and the
temperature to 0 for the Pass@1 metric. For the
majority voting setting, we set the temperature to
0.7 and top_p to 1.0.

All our experiments were conducted on a server
equipped with 8 x A100 GPUs. Training LLaMA3-
8B on our synthesized dataset takes approximately
5 hours.

A.3.2 Implementation Details of Baselines
We compare LEMMA with four self-correction
methods and four data augmentation approaches.
For self-correction methods, we consider: (1) In-
trinsic Self-Correction (ISC) (Han et al., 2024):
Teaching small language models to self-correct by
training on the constructed self-correction data. In
our reimplementation, we employ GPT-4o instead
of GPT-3.5-Turbo to construct the self-correction
data, ensuring the improvements are not attributed
to model discrepancy. We synthesize 86.78k data
in total, which aligns with LEMMA in quantity, to
guarantee a fair comparison. Because the original
prompt from their paper, “Please select the correct
option from the provided choices and offer a com-
prehensive problem-solving process” is designed
for multi-choice problems. We adapt this to our
needs by using the prompt, “Below is an instruc-
tion that describes a task. Write a response that
appropriately completes the request. ### Instruc-
tion: instruction ### Response: Let’s think step by
step” for the initial chain-of-thought (COT) gen-
eration. We then follow their official prompt “the
answer of [Question] is [Ground-Truth]. Please
provide a step-by-step explanation for resolving
the given problem” to generate the correct solu-
tion using GPT-4o. (2) S3C-MATH (Yan et al.,
2024): Employing a step-level sampling approach
to generate potentially erroneous steps, followed
by reflection and improvement, to construct self-
correction data. Note S3C-MATH synthesizes a
total of 927k data based on MetaMath training set.
Therefore, it should be compared with LEMMA (w/
MetaMath). (3) RefAug (Zhang et al., 2024b): Ap-
pending a “reflection” part to the original solution,
which involves proposing an alternative solution
and solving a similar problem. We use the officially
released “reflection” data and augment it with ap-
proximately the same amount of synthetic solutions

§https://github.com/QwenLM/Qwen2.5-Math/tree/
main/evaluation
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Question Given that x+ y =
√
3 and x2 + y2 = 5, find the value of x3 + y3.

Smart Solution: First, we use the cubic sum formula: x3 + y3 = (x+ y)(x2 − xy + y2). We know x+ y =
√
3 and

x2 + y2 = 5. To find x3 + y3, we need xy. Using the identity (x+ y)2 = x2 +2xy+ y2, we have: (
√
3)2 = 5+2xy,

which simplifies to 3 = 5 + 2xy. Solving for xy, we get: 2xy = 3 − 5 = −2, and thus xy = −1. Now, substitute
xy into the cubic sum formula: x3 + y3 =

√
3 (5− (−1)), which simplifies to x3 + y3 =

√
3 (5 + 1), and finally

x3 + y3 =
√
3× 6 = 6

√
3.

Brute Force Solution: To find the value of x3 + y3, we first need to solve for x and y. Starting with the equation
x+y =

√
3, we can express y as y =

√
3−x. Substituting this into the equation x2+y2 = 5, we get: x2+(

√
3−x)2 =

5. Expanding and simplifying this equation, we have: x2 + 3 − 2
√
3x + x2 = 5, which simplifies further to:

2x2 − 2
√
3x− 2 = 0. Dividing the entire equation by 2, we obtain: x2 −

√
3x− 1 = 0. Using the quadratic formula

to solve for x, we find: x =
√

3±1
2

(the first error step). Next, we calculate x3 + y3 =
(√

3+1
2

)3

+
(√

3−1
2

)3

....

Figure 9: An example of the two type of solutions. While the initial steps of the brute-force solution are correct, the
subsequent process involves intensive computation. Simply correcting the first error step helps a little. Therefore,
in the “Fresh & Restart” correction, we encourage the teacher model to rethink from scratch and propose a new
solution. All the inter-line equations are manually replaced with inline equations to save space.

generated by GPT-4-Turbo, as this configuration
yields the best results in their paper. Our reimple-
mentation of RefAug on most tasks is slightly bet-
ter than the original results reported in their paper.
(4) RefAug-90k (Zhang et al., 2024b): To elimi-
nate the influence of sample size and the annotation
model, we employ the official code¶ of RefAug to
generate three correct reflection sections and three
correct solutions for each question-answer pair us-
ing GPT-4o. This produces 89.82k data, which
aligns with our approach in terms of both sample
size and annotation model.

For data augmentation approaches, we consider:
(1) SFT: Training on the union of GSM8K and
MATH training set. (2) Rejection Sampling Fine-
tuning (RFT) (Yuan et al., 2023): Training on the
correct self-generated reasoning trajectories. We
collect a total 86.52k of data, which aligns with our
LEMMA in quantity, isolating the impact of sample
size. (3) MetaMath (Yu et al., 2024a): Combin-
ing answer augmentation, question rephrasing, and
two backward reasoning methods, FOBAR (Jiang
et al., 2024) and Self-Verification (Weng et al.), to
augment training data. (4) GPTAug: Prompting
GPT-4o to generate step-by-step solution for each
question. We generate a total 88.92k of data, con-
sistent in quantity with our LEMMA, to ensure fair
comparison.

Please refer to Tab.7 for an overview of data
statistics of the different methods.

¶https://github.com/ytyz1307zzh/RefAug

A.4 Prompt
In Fig.13, Fig.14, and Fig.15, we present the
prompts used for error injection, Fix & Continue
correction, and Fresh & Restart correction, respec-
tively. The prompts are designed to guide the
teacher model in generating erroneous trajectories
and correcting them using the two distinct strate-
gies outlined in our methodology.

A.5 Comparison with Additional Baselines

Table 6: Performance comparison with additional base-
lines on GSM8K, MATH using LLaMA3-8B.

Method GSM8K MATH Avg.

LEMA (An et al., 2023) 75.1 32.8 53.9
Mistake tuning (Tong et al., 2024a) 68.9 25.5 47.2
LLM2LLM (Lee et al., 2024) 76.8 33.1 54.9
LEMMA 79.2 38.3 58.7

To further illustrate the advantages of our method,
we conduct additional experiments comparing
LEMMA with additional baselines. The results
are in Tab.6. Among these baselines, An et al.
(2023) bears the most similarity to ours, as it synthe-
sizes mistake-correction data pairs by instructing
GPT-4 to rectify incorrect reasoning paths gener-
ated by the reasoning model. However, it relies on
ensembling errors from multiple LLMs to create
diverse inaccurate reasoning paths, which can be
prone to generating irrelevant inaccurate reason-
ing paths that the student model would not typi-
cally make. Furthermore, their method neglects
different correction strategies, which restricts the
model’s ability to reflect and self-correction. Our
two core innovations—(1) the error-type grounded
mistake augmentation method and (2) mixed cor-
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rection strategies (“Fix & Continue” and “Fresh
& Restart”)—represent novel contributions that
have not been explored in previous work. To
reimplement An et al. (2023), we use the same
prompt as them, but change the student model /
teacher model from LLaMA2 / GPT-4 to LLaMA3
/ GPT-4o to align with our setting. We gener-
ate correction data based on the training set of
GSM8K and MATH. Tong et al. (2024a) constructs
a dataset called “CoTErrorSet” includeing errors
and PaLM2-annotated error causes. They also
incorporate fixed prefixes ([CORRECT RATIO-
NALE] and [INCORRECT RATIONALE]) in fine-
tuning, which they refer to as “Mistake Tuning”.
However, their method does not concatenate the
incorrect rationale and correct rationale, but instead
adds a specific prefix in front of the rationale, which
is different from ours. For Mistake-tuning (Tong
et al., 2024a), since the “CoTErrorSet” in Mistake-
tuning does not include any data from MATH and
is generated by PaLM2, we regenerate it based
on the training set of MATH and GAM8K using
GPT-4o (the same as ours) and then perform the
mistake tuning. LLM2LLM (Lee et al., 2024) it-
eratively synthesizes more data based on the data
points that the student model fails to answer. Their
focus is on sample-level augmentation through the
synthesis of additional data points. In contrast, our
method implements sequence-level augmentation
by enriching each data point with common errors
and subsequent reflection. We also reimplement
LLM2LLM (Lee et al., 2024) using GPT-4o as the
teacher model to ensure a fair comparison. The
results in Tab.6 further illustrate the advantages of
our method over these baselines.

Table 7: Data statistics of the different methods. †:
solutions generated by LLaMA3, ⋆: numbers reported
in Yan et al. (2024).

Method # Solution # Avg. Token

SFT 14.97k 242.85
RFT† (Yuan et al., 2023) 86.52k 172.96
MetaMath (Yu et al., 2024a) 394.99k 231.08
GPTAug (Achiam et al., 2023) 88.62k 619.54

ISC (Han et al., 2024) 86.78k 746.71
S3C-Math (Yan et al., 2024) (w/ MetaMath) 927k⋆ -
RefAug (Zhang et al., 2024b) 29.94k 737.94
RefAug++ (Zhang et al., 2024b) 89.82k 770.38

LEMMA 88.90k 623.38
LEMMA (w/ MetaMath) 403.59k 544.14
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Example 1

Question Toula went to the bakery and bought various types of pastries. She bought 3 dozen donuts which cost $68 per
dozen, 2 dozen mini cupcakes which cost $80 per dozen, and 6 dozen mini cheesecakes for $55 per dozen. How much was
the total cost?
Prediction: The cost of the donuts is 3 dozen * $68 per dozen = $204.
The cost of the mini cupcakes is 2 dozen * $80 per dozen = $160.
The cost of the mini cheesecakes is 6 dozen * $55 per dozen = $330.
Wait, let’s ensure this is right. Calculating carefully: The total cost should be the sum of these individual costs. However,
I made a mistake in the previous step. The correct total cost should be calculated by adding these amounts together: $204 +
$160 + $330. Let’s compute that: $204 + $160 = $364, and $364 + $330 = $694. The answer is: 694

Example 2

Question Billy sells DVDs. He has 8 customers on Tuesday. His first 3 customers buy one DVD each. His next 2 customers
buy 2 DVDs each. His last 3 customers don’t buy any DVDs. How many DVDs did Billy sell on Tuesday?
Prediction: Billy’s first 3 customers buy one DVD each, so he sold 1 + 1 + 1 = 3 DVDs. His next 2 customers buy 2 DVDs
each, so he sold 2 + 2 = 4 DVDs. His last 3 customers don’t buy any DVDs, so he sold 0 DVDs.
Wait, let’s correct this. The total number of DVDs sold is the sum of the DVDs sold to the first three customers and the next
two customers. So, the total number of DVDs sold is 3 (from the first three customers) + 4 (from the next two customers) = 7
DVDs. The answer is: 7

Example 3

Question Marie ordered one chicken meal that costs $12, 5 packs of milk that costs $3 each, 4 apples that cost $1.50 each,
and some boxes of pizza. Marie paid a total of $50. How many boxes of pizza did Marie order if each box costs $8.50?
Prediction: Marie ordered one chicken meal that costs $12, 5 packs of milk that costs $3 each, 4 apples that cost $1.50 each,
and some boxes of pizza. Marie paid a total of $50. Let’s calculate the cost of the milk and apples first. The cost of the milk
is 5 * 3 = $15. The cost of the apples is 4 * 1.50 = $6. The total cost of the chicken meal, milk, and apples is 12 + 15 + 6 =
$33. Wait a second, let’s ensure this is right. The total amount Marie paid was $50, so the cost of the pizza must be $50 -
$33 = $17. Each box of pizza costs $8.50, so the number of boxes of pizza Marie ordered is 17 / 8.5 = 2. The answer is: 2

Example 4

Question Darrell and Allen’s ages are in the ratio of 7:11. If their total age now is 162, calculate Allen’s age 10 years from
now.
Prediction: Let d and a be Darrell’s and Allen’s current ages, respectively. Given the ratio d : a = 7 : 11, we have d = 7

18
a.

The total age is d+ a = 162, so a = 162− d = 162− 7
18
a. But, wait, let’s pause and examine this more carefully. The

equation should be solved correctly. Let’s rewrite it:

a = 162− 7

18
a

Multiply through by 18 to clear the fraction:
18a = 162× 18− 7a

Simplify:
18a = 2916− 7a

Combine like terms:
25a = 2916

Solve for a:
a =

2916

25
= 116.8

Wait, something seems off. Let’s pause and reconsider. The ages should be whole numbers, and the calculation should
respect the ratio directly. Let’s re-evaluate: Given the ratio 7 : 11, let a = 11k and d = 7k. Then, d+ a = 162:

7k + 11k = 162 =⇒ 18k = 162 =⇒ k = 9

Thus, Allen’s age a = 11k = 11× 9 = 99. Now, calculate Allen’s age 10 years from now:

99 + 10 = 109

The answer is: 109

Figure 10: Example outputs generated by the model (LLaMA3-8B) fine-tuned with LEMMA on GSM8K. LEMMA
allows the model to reflect on and correct its previous output or perform careful verification before producing the
final answer, as highlighted in bold.
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Example 1

Question In isosceles right triangle ABC, point D is on hypotenuse BC such that AD is an altitude of △ABC and
DC = 5. What is the area of triangle ABC?
Prediction: Let AB = x. Then, by the Pythagorean Theorem, we have BC =

√
x2 + 52 =

√
x2 + 25. Since ABC is an

isosceles right triangle, we have AB = BC, so x =
√
x2 + 25. Squaring both sides, we have x2 = x2 + 25, so 25 = 0,

which is incorrect.
But, wait, let’s pause and examine this more carefully. The mistake was assuming AB = BC directly from the
Pythagorean theorem without considering the properties of the isosceles right triangle. In an isosceles right triangle,
the legs are equal, and the hypotenuse is

√
2 times the length of a leg.

Given DC = 5, and AD is the altitude, we know △ADB is a 45-45-90 triangle. Thus, AB = BD = 5
√
2. The hypotenuse

BC is then AB ·
√
2 = 5

√
2 ·

√
2 = 10. The area of △ABC is given by 1

2
× base × height = 1

2
× 10× 5

√
2 = 25

√
2.

However, since we are asked for the area in terms of a simplified integer, we recognize that the area can also be expressed
as 1

2
× leg × leg = 1

2
× 5

√
2 × 5

√
2 = 25

√
2, which simplifies to 25 × 2 = 50 when considering the properties of the

isosceles right triangle.
Thus, the area of △ABC is 25 square units.
The answer is: 25

Example 2

Question An elephant and a lion are currently 1 mile apart. The elephant runs directly away from the lion at 19 miles per
hour, while the lion runs directly towards the elephant at 24 miles per hour. How many minutes will it take for the lion to
catch the elephant?
Prediction: The lion and the elephant are currently 1 mile apart. The lion runs directly towards the elephant at 24 miles per
hour, while the elephant runs directly away from the lion at 19 miles per hour.
Let’s set up the equation based on the relative speeds: The net speed at which the lion is catching up to the elephant is the
difference between their speeds: 24 mph (lion) - 19 mph (elephant) = 5 mph.
Now, to find out how long it will take for the lion to catch the elephant, we use the formula: distance = speed × time. Here,
the distance is 1 mile, and the speed difference is 5 mph. So, time = distance / speed = 1 mile / 5 mph = 0.2 hours.
Wait, let’s convert this time into minutes since the question asks for the answer in minutes: 0.2 hours × 60 minutes/hour
= 12 minutes.
The answer is: 12

Example 3

Question Daphne has a rope that is 60 meters long. She wants to use it to mark the boundary of a circle whose radius is an
integer. What’s the largest possible radius for her circle, in meters?
Prediction: Let r be the radius of the circle. Then the circumference of the circle is 2πr, and the length of the rope is 2πr.
Since the length of the rope is 60 meters, we have 2πr = 60, so r = 60

2π
= 30

π
. But, wait, let’s pause and examine this more

carefully. The radius should be an integer, and 30
π

is not an integer. Let’s reconsider the setup.
The circumference of the circle is 2πr, which must be equal to 60 meters. Therefore, 2πr = 60 implies r = 60

2π
= 30

π
.

Wait, something seems off. Let’s pause and reconsider. The radius should be an integer, so we need 2πr to be a multiple
of 60. The smallest such multiple is 60 itself, which gives 2πr = 60 and thus r = 60

2π
= 30

π
.

However, let’s verify if there’s a larger integer radius. We know 2πr = 60, so r = 60
2π

. To find the largest integer r, we solve
for r directly:

r =
60

2π
≈ 60

6.28
≈ 9.54

The largest integer less than or equal to 9.54 is 9. Therefore, the largest possible radius for the circle is 9 meters.
The answer is: 9

Figure 11: Example outputs generated by the model (LLaMA3-8B) fine-tuned with LEMMA on MATH. LEMMA
allows the model to reflect on and correct its previous output or perform careful verification before producing the
final answer, as highlighted in bold.
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Table 8: Performance comparison on GSM8K, MATH, and out-of-distribution datasets uses LLaMA-3.1-Nemotron-
70B as the teacher model. LEMMA demonstrates robustness to the choice of teacher model.

Model In-Distribution Out-Of-Distribution Avg.GSM8K MATH ASDIV Mathematics MAWPS SVAMP College-Math

LLaMA-3-8B

GPTAug 72.1 31.8 81.2 36.5 85.9 79.7 21.2 58.3
LEMMA (GPT-4o) 79.2 38.3 84.2 39.2 88.8 82.6 24.7 62.4
LEMMA (LLaMA3) 77.3 36.4 84.1 37.9 87.7 82.7 23.1 61.3

DeepSeekMath-7B

GPTAug 77.8 45.5 88.7 52.6 89.6 71.0 31.0 65.2
LEMMA (GPT-4o) 80.4 50.6 89.8 61.6 90.9 81.6 35.6 70.1
LEMMA (LLaMA3) 78.4 48.8 88.8 60.7 88.0 76.1 34.7 67.9

Table 9: Additional results on GSM8K, MATH and out-of-distribution datasets using Mistral-7B-v0.1 and Qwen2-
Math-7B. †: numbers reported in Yan et al. (2024).

Model # Samples In-Distribution Out-Of-Distribution Avg.GSM8K MATH ASDIV Mathematics MAWPS SVAMP College-Math

Mistral-7B-v0.1

SFT 14.97k 56.4 14.1 62.2 16.6 72.6 52.6 9.2 40.5
RFT 86.52k 55.6 12.7 65.5 16.6 73.8 57.4 9.5 41.6
MetaMath 394.99k 72.6 28.1 75.9 26.6 85.0 69.4 15.4 53.3
GPTAug 88.62k 69.0 30.9 77.6 34.6 82.2 71.6 16.7 54.7

ISC 86.78k 54.1 24.6 18.1 27.4 19.5 12.2 14.3 24.3
RefAug 29.94k 71.9 30.7 78.4 33.7 83.7 74.7 17.7 55.8
RefAug-90k 89.92k 73.0 31.4 79.9 34.8 86.1 78.1 17.5 57.3

LEMMA 88.90k 80.8 34.5 81.1 40.3 85.8 78.9 20.1 60.2

Qwen2-Math-7B

SFT 14.97k 78.7 50.9 88.1 50.3 92.4 78.9 37.0 68.0
RFT 86.52k 83.5 54.4 90.7 57.4 92.7 80.0 38.5 71.0
MetaMath 394.99k 84.2 51.8 90.4 60.7 92.6 81.9 34.4 70.9
GPTAug 88.62k 83.8 53.6 92.3 64.9 95.2 89.5 36.6 73.7

ISC 86.78k 77.1 48.9 89.4 51.9 92.1 78.3 31.6 67.0
S3C-Math† (w/ MetaMath) 927k 84.7 51.7 - - - 87.4 - -
RefAug 29.94k 80.1 53.5 92.0 62.7 92.9 80.5 35.1 71.0
RefAug-90k 89.92k 84.1 56.4 92.4 68.7 93.2 84.3 36.2 73.6

LEMMA 88.90k 87.4 62.9 93.0 74.1 94.8 88.9 39.1 77.2
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Table 10: Performance comparison on GSM8K, MATH and out-of-distribution datasets under Pass@1 and Major-
ity@32 (Maj@32) settings. †: numbers reported in Yan et al. (2024). The best result is highlighted in bold. For
Maj@32 evaluation, temperature is 0.7.

Model # Samples GSM8K MATH ASDIV Mathematics College-Math
Pass@1 Maj@32 Pass@1 Maj@32 Pass@1 Maj@32 Pass@1 Maj@32 Pass@1 Maj@32

LLaMA3-8B

SFT 14.97k 65.5 80.3 19.3 30.8 72.1 82.3 23.5 35.0 13.3 20.2
RFT 86.52k 67.3 79.3 21.1 29.4 74.8 84.5 24.9 37.2 16.7 22.3
MetaMath 394.99k 79.2 85.7 34.1 42.2 81.9 87.9 35.3 47.3 20.5 25.1
GPTAug 88.62k 72.1 81.1 31.8 38.8 81.2 90.4 36.5 47.5 21.2 25.0

ISC 86.78k 70.8 85.5 33.4 48.4 81.1 87.4 31.8 47.8 20.2 27.4
S3C-Math† (w/ MetaMath) 927k 82.9 87.3 33.1 41.6 - - - - - -
RefAug 29.94k 75.9 83.5 32.6 42.7 82.3 90.0 35.5 46.6 21.0 25.8
RefAug-90k 89.92k 77.4 85.3 34.2 41.8 82.1 90.3 35.7 49.3 21.9 25.6

LEMMA 88.90k 79.2 90.3 38.3 53.1 84.2 90.1 39.2 53.3 24.7 32.1

DeepSeekMath-7B

SFT 14.97k 68.1 81.7 35.2 48.6 80.9 90.0 39.6 55.1 28.8 32.6
RFT 86.52k 73.3 84.5 39.3 50.7 85.2 91.6 46.2 62.9 31.7 38.4
MetaMath 394.99k 79.4 84.8 42.0 52.5 87.8 93.1 49.0 64.2 31.6 37.4
GPTAug 88.62k 77.8 87.2 45.5 55.2 88.7 93.7 52.6 75.6 31.0 35.1

ISC 86.78k 66.3 82.5 36.8 51.4 82.2 91.4 43.1 61.6 32.0 38.1
S3C-Math† (w/ MetaMath) 927k 82.5 88.2 41.4 52.1 - - - - - -
RefAug 29.94k 75.5 86.5 39.5 49.5 81.2 94.1 56.9 70.1 30.4 31.4
RefAug-90k 89.92k 76.7 86.7 42.5 50.6 82.4 94.3 57.5 73.1 30.6 31.9

LEMMA 88.90k 80.4 89.2 50.6 63.6 89.8 93.1 61.6 77.4 35.6 36.8

Table 11: Ablation study on each component of LEMMA. Removing either the mistake augmentation module or the
fresh & restart module results in a dramatic decline in performance.

Method GSM8K MATH ASDIV Mathematics MAWPS SVAMP College-Math Avg.

LEMMA 79.2 38.3 84.2 39.2 88.8 82.6 24.7 62.4

w/o Error Aug. 72.8 28.8 81.0 32.0 85.1 75.6 21.7 56.7
w/o Error Aug. (90k) 74.3 32.1 81.2 35.8 86.5 78.5 21.8 58.6
w/o Fresh & Restart 75.2 34.4 82.7 37.1 87.7 79.6 22.2 59.8
w/o Fresh & Restart (90k) 75.7 34.1 82.3 37.6 87.0 80.2 22.1 59.9
w/o Truncation 69.4 22.8 77.1 29.4 85.1 75.6 18.7 54.0

Table 12: Error taxonomy adapted from Li et al. (2024d). We add “Question Misinterpretation Error (QM)”,
“Confusing Concept Error (CC)”, and “Nonsensical Output (NO)” to allow for a more fine-grained identification of
error types. Corresponding examples are provided in Figure 12.

Error Type Definition

Calculation Error (CA) Error appears during the calculation process.
Counting Error (CO) Error occurs during the counting process.
Context Value Error (CV) Error arises when attributes of named entities do not align with the information provided.
Hallucination (HA) Error involves adding fictitious unrelated statements contradictory to the question.
Unit Conversion Error (UC) Error occurs during unit conversion process.
Operator Error (OP) Error involves a single operator being erroneously applied within the expression.
Formula Confusion Error (FC) Error appears when applying formula in inappropriate scenario.
Missing Step (MS) Error entails an incomplete generation of reasoning process, lacking a necessary step.
Contradictory Step (CS) Error manifests inconsistency between preceding and subsequent reasoning steps.

Question Misinterpretation Error(QM) Error appears because the question is misunderstood, such as ignoring specific constraints in the question.
Confusing Concept Error (CC) Error occurs because two similar but actually different concepts are mistakenly confused.
Nonsensical Output (NO) Inconceivable, illogical, or question-irrelevant output.
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Question Misinterpretation

Question: Josh decides to try flipping a house. He buys a house for $80,000 and then puts in $50,000 in repairs.
This increased the value of the house by 150%. How much profit did he make?
Incorrect Solution: The house is worth 80,000 + 50,000 = 130,000. The value increased by 150%, so it is now
130,000 + 150% of 130,000. 150% of 130,000 is 1.5 * 130,000 = 195,000. The house is now worth 130,000 +
195,000 = 325,000. The profit is 325,000 - 80,000 - 50,000 = 195,000. The answer is 195,000.
Classification Explanation: The solution is incorrect, the first wrong step arises because the value increase was
miscalculated by applying the 150% increase to the total cost of the house and repairs ($130,000) instead of the
original house price ($80,000). Therefore, the wrong type is ‘question_misinterpretation_error’.

Confusing Concept Error

Question: Juan and his brother Carlos are selling lemonade. For each gallon they make it costs $3 for lemons
and $2 for sugar. They sell each glass for $0.50 and get 20 glasses per gallon. If they made $25 in profit, how
much did they spend on lemons?
Incorrect Solution: They sold 20 glasses per gallon for $0.50 each. So they made 20 x $0.50 = $10 per gallon.
They made $25 in profit. So they sold 25 / 10 = 2.5 gallons. They spent $3 per gallon on lemons. So they spent
2.5 x $3 = $7.50 on lemons. The answer is 7.5.
Classification Explanation: The solution is incorrect, the first wrong step arises because the number of gallons
sold was miscalculated. The profit per gallon should have been considered ($5 per gallon, not $10 per gallon,
as $10 includes revenue without accounting for costs). Instead, the calculation used $10 per gallon to find the
number of gallons sold, leading to the wrong result. Therefore, the wrong type is ‘confusing_concept_error’.

Calculation Error

Question: Mishka bought 3 pairs of shorts, 3 pairs of pants, and 3 pairs of shoes. One pair of shorts costs
$16.50. One pair of pants costs $22.50 and one pair of shoes costs $42. How many dollars did Mishka spend on
all the clothing items?
Incorrect Solution: Mishka bought 3 pairs of shorts, 3 pairs of pants, and 3 pairs of shoes. So he bought 3 + 3
+ 3 = 9 items. One pair of shorts costs 16.50 dollars. One pair of pants costs 22.50 dollars. One pair of shoes
costs 42 dollars. So he spent 3 * 16.50 + 3 * 22.50 + 3 * 42 = 165 + 67.50 + 126 = 358.50 dollars. The answer
is 358.50.
Classification Explanation: The solution is incorrect, the first wrong step arises because there is a calculation
error in computing the middle term. 3 * 22.50 should equal 67.50, but when adding this to the other terms
(49.50 + 67.50 + 126), the solution arrives at an incorrect total of 358.50. The correct calculation should be: 3 *
16.50 = 49.50, 3 * 22.50 = 67.50, 3 * 42 = 126, and 49.50 + 67.50 + 126 = 243. Therefore, the wrong type is
‘calculation_error’.

Missing Step Error

Question: Darrell and Allen’s ages are in the ratio of 7:11. If their total age now is 162, calculate Allen’s age
10 years from now.
Incorrect Solution: The ratio of Darrell’s age to Allen’s age is 7:11. The sum of the ratio is 7 + 11 = 18.
Darrell’s age is 7/18 of the total age. Allen’s age is 11/18 of the total age. 11/18 of 162 is 99. The answer is 99.
Classification Explanation: The solution is incorrect, the first wrong step arises because the problem asks for
Allen’s age 10 years from now, but the proposed solution only calculates his current age. Therefore, the wrong
type is ‘missing_step_error’.

Nonsense Output Error

Question: Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins for
her friends every day with four. She sells the remainder at the farmers’ market daily for $2 per fresh duck egg.
How much in dollars does she make every day at the farmers’ market?
Incorrect Solution: First off, Janet eats about three of the 16 eggs each day, leaving 16-3= 13 eggs left over to
figure out how much profit she can earn from sales. Because she bakes four muffins per day using four of the 16
bird eggs, 4 duck eggs+13 duck eggs=17 eggs to bake 5 muffins. Quack! Each fresh duck egg,I’m sorry, each
dryer egg eggs muffin mix approximately sell $2 each at the farmers’ pavilion farmers market fair vendors stalls.
That’s about $13 total per Five Fresh Glazed Muffins. Would all cashiers fell her sales quickly? Quick Take ⊗
Sophia
Classification Explanation: The solution is incorrect, the first wrong step arises because the proposed solution
includes incoherent and irrelevant information that does not align with the logical structure and context of the
question. The output deviates significantly from the problem’s requirements and reasoning steps, making it
nonsensical. Therefore, the wrong type is ‘nonsense_output_error’.

Figure 12: Representative error type and corresponding examples.
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Error Augmentation Prompt

### Instruction
Suppose you are a careless student. I will provide you with a problem and the ground-truth solution. Your goal is to propose
a new solution that contains specific errors. Specifically, you should:

• Understand the Problem and Solution: Carefully read the problem statement and the ground-truth solution provided.
Ensure you fully understand the question and the solution.

• Introduce Specific Errors: Intentionally introduce a {Error_Type} into the reasoning steps.

{Error_Description}. Try to make these errors plausible and reasonable that even an intelligent student will make,
not blatant or superficial. Don’t mention the error_type error explicitly. Your output should be as natural as a student’s
realistic reasoning process, in which he/she makes mistakes.

• Continue Reasoning: Continue reasoning after the error-injected step until you reach a wrong answer that is
inconsistent with the final answer of the ground-truth solution. Leave the previous error as it is. Do NOT try to correct
the error in the following steps.

• Format Answer: Give your final number in the format of ’The answer is [your answer]’. Stop at the wrong answer,
do not try to correct it.

• Explain the Error: Explain why the proposed solution is incorrect and why it is a error_type error. Your explanation
should be wrapped in <explanation> tags.

[Question] question
[Ground-truth Solution] gt_solution
[Error-Injected Solution]

Figure 13: Error augmentation prompt for introducing flawed reasoning trajectories using the teacher model.
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“Fix & Continue” Correction Prompt

### Instruction
You are a diligent student with a sharp analytical mind. Your task is to correct the errors in [Previous Attempt] and propose
the correct solution.

1. Answer the [Question] by following the [Previous Attempt] in your output until you reach the first error step. After
outputing the first error step, stop following the [Previous Attempt] and use one of the following "transition" phrases
to naturally introduce the shift in reasoning:

• But, wait, let’s pause and examine this more carefully.
• Wait a second, let’s ensure this is right. Calculating carefully:
• Hmm, I want to verify this calculation. Let’s go through it:
• Wait, this doesn’t seem right. Let’s pause and consider this:
• Let’s pause and consider what we know so far.
• This didn’t seem right. Wait, let’s correct that.
• Wait, something seems off. Let’s pause and consider what we know so far.
• Let’s pause and consider if we’ve set up everything correctly.
• Wait a second. Is everything correct? Let me double-check.
• Wait, maybe there’s something wrong. Let’s pause and reconsider.
• The result looks strange, is everything correct? Let me double-check.
• Does this make sense? Let’s rethink this.
• Could I have missed something? Let’s pause and consider what we know so far.

2. Then, point out the previous error, correct it, and continue reasoning from the corrected step until you reach an
answer consistent with the [Ground-truth Solution].

3. Format the final answer to meet the output requirements of the [Question].

4. Don’t mention [Previous Attempt] and [Ground-truth Solution] explicitly. Your output should be as natural as a
student’s realistic reasoning process, in which he/she discovers his/her own previous mistakes and corrects them to get
the right answer.

5. If the [Previous Attempt] is actually correct, just output the [Previous Attempt] directly and format the final answer to
meet the output requirements of the [Question].

[Question] {question}
[Previous Attempt] {pred_solution}
[Ground-truth Solution] {gt_solution}
[Corrected Solution]

Figure 14: “Fix & Continue” correction prompt.
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“Fresh & Restart” Correction Prompt

### Instruction
You are a diligent student with a sharp analytical mind. Your task is to correct the errors in [Previous Attempt] and propose
the correct solution using another method.

1. Answer the [Question] by following the [Previous Attempt] in your output until you reach the first error step. After
outputing the first error step, stop following the [Previous Attempt] and use one of the following "transition" phrases
to naturally introduce the shift in reasoning:

• But, wait, let’s pause and examine this more carefully.
• Wait a second, let’s ensure this is right. Calculating carefully:
• Hmm, I want to verify this calculation. Let’s go through it:
• Wait, this doesn’t seem right. Let’s pause and consider this:
• Let’s pause and consider what we know so far.
• This didn’t seem right. Wait, let’s correct that.
• Wait, something seems off. Let’s pause and consider what we know so far.
• Let’s pause and consider if we’ve set up everything correctly.
• Wait a second. Is everything correct? Let me double-check.
• Wait, maybe there’s something wrong. Let’s pause and reconsider.
• The result looks strange, is everything correct? Let me double-check.
• Does this make sense? Let’s rethink this.
• Could I have missed something? Let’s pause and consider what we know so far.

2. Then, reflect on the previous solution, and propose an alternative approach to solve the question.

3. Format the final answer to meet the output requirements of the [Question].

4. Don’t mention [Previous Attempt] and [Ground-truth Solution] explicitly. Your output should be as natural as a
student’s realistic reasoning process, in which he/she discovers his/her own previous mistakes and corrects them to get
the right answer.

5. If the [Previous Attempt] is actually correct, just output the [Previous Attempt] directly and format the final answer to
meet the output requirements of the [Question].

[Question] {question}
[Previous Attempt] {pred_solution}
[Corrected Solution]

Figure 15: “Fresh & Restart” correction prompt.
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