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Abstract

Multi-Objective Alignment (MOA) aims to
align LLMs’ responses with multiple human
preference objectives, with Direct Preference
Optimization (DPO) emerging as a prominent
approach. However, we find that DPO-based
MOA approaches suffer from widespread pref-
erence conflicts in the data, where different ob-
jectives favor different responses. This results
in conflicting optimization directions, hinder-
ing the optimization on the Pareto Front. To
address this, we propose to construct Pareto-
optimal responses to resolve preference con-
flicts. To efficiently obtain and utilize such
responses, we propose a self-improving DPO
framework that enables LLMs to self-generate
and select Pareto-optimal responses for self-
supervised preference alignment. Extensive
experiments on two datasets demonstrate the
superior Pareto Front achieved by our frame-
work compared to various baselines1.

1 Introduction

Aligning Large Language Models (LLMs) with hu-
man preferences (Ouyang et al., 2022; Rafailov
et al., 2023) has evolved from single-objective to
multi-objective, aiming to comprehensively capture
the inherent heterogeneity of human preferences.
Multi-Objective Alignment (MOA) (Ramé et al.,
2023; Wang et al., 2024b; Zhong et al., 2024b) has
jointly considered multiple human preference ob-
jectives, such as safety, helpfulness, factuality, and
diversity, to optimize the LLM. The optimization
outcome of MOA is a set of LLMs optimized under
various preference weights across these objectives,
forming a (close-to) Pareto Front.

Existing MOA approaches can be broadly clas-
sified into two categories by their optimization
strategies. Reinforcement Learning (RL)-based

*Equal contribution.
†Corresponding author.
1Code is available at https://github.com/

zyttt-coder/SIPO.
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Figure 1: Illustration on the impact of preference con-
flicts to MOA, and how Pareto-optimal responses can
mitigate such issue for superior Pareto Front.

approaches (Ramé et al., 2023; Wang et al., 2024b)
learn a proxy reward model for each objective
and then update the LLM using RL, targeting at a
weighted combination of the proxy rewards. Direct
Preference Optimization (DPO)-based approaches
(Zhou et al., 2024) follow a distinct paradigm,
where DPO optimization targets are derived for
each objective and jointly aggregated under the
preference weight. Since DPO-based methods of-
fer advantages in cost and stability over RL-based
approaches (Rafailov et al., 2023), it has been a
promising direction to study MOA via DPO.

However, after comprehensively investigated
DPO-based MOA (cf. Section 2), we observe that
these approaches are prone to be impacted by the
widespread preference conflicts in the training data,
which hinders the achievement of superior Pareto
Front. Given question and a pair of responses, dif-
ferent objectives often favor different responses,
resulting in preference conflicts among these ob-
jectives. These preference conflicts create contra-

11010

https://github.com/zyttt-coder/SIPO
https://github.com/zyttt-coder/SIPO


dictory optimization targets for different objectives
under the aggregation of DPO-based approaches,
potentially disrupting the alignment toward each
objective and hindering the achievement of supe-
rior Pareto Front (see analysis in Section 2). Given
the high prevalence of conflicting preferences in
existing datasets (cf. Table 1), simply discarding
these instances in alignment is not a viable solution.

To solve the issue of preference conflicts, we
propose to construct Pareto-optimal responses (cf.
Figure 1). Given a pair of responses with conflict-
ing preferences, denoted as a and b, where a is
better than b in objective 1 but worse in objective 2
we propose to construct a Pareto-optimal response
c, which surpasses a and b on both objectives. We
think learning the preference between c and a for
objective 1 and c and b for objective 2 not only
incurs no preference conflicts, but also guides the
LLM toward generating responses that perform
well on both objectives, thus achieving a superior
Pareto Front. To obtain Pareto-optimal responses,
it is not advisable to manually write due to the large
amount of preference conflict instances. Therefore,
we consider using automatic approach to obtain
Pareto-optimal responses from the LLM itself.

To this end, we propose a novel Self-
Improvement DPO framework towards Pareto
Optimality (SIPO), which guides the LLM to
self-generate and select Pareto-optimal responses,
thereby mitigating preference conflicts and en-
hancing the Pareto Front. After initial align-
ment, SIPO samples high-quality responses with a
self-refinement strategy, which are then evaluated
and filtered for Pareto-optimality over original re-
sponses. Finally, the Pareto-optimal responses are
paired with original responses for non-conflicting
DPO-based preference fine-tuning. SIPO can be
easily incorporated with existing DPO-based MOA
approaches. Experimental results on HelpSteer
(Wang et al., 2024b) and BeaverTails (Ji et al.,
2023) demonstrate significant improvement over
baseline methods. Our contributions are three-fold:

• We identify the negative impact of preference
conflicts on achieving superior Pareto Front
for DPO-based MOA approaches.

• We propose to construct Pareto-optimal re-
sponses to mitigate the issue, and propose a
novel framework for automatically generating,
selecting and utilizing these responses.

• We conduct extensive experiments to validate

the effectiveness of our framework, achiev-
ing 2.1 and 3.0 average improvement on the
helpful and harmless rewards of BeaverTails.

2 Preliminary Experiments

Background The alignment objectives are de-
noted as a set of N ground-truth reward functions,
r∗(x, y) = [r∗1(x, y), ..., r∗N (x, y)]⊺. The goal of
MOA is to align the LLM based on a set of pref-
erence weights W = {wm}Mm=1. Each preference
weight vector wm = [wm1 , ..., wmN ]

⊺ satisfies the
constraint

∑N
i=1wmi = 1, which balances these

objectives. Aligning the LLM to a given prefer-
ence weight entails maximize the weighted reward
w⊺r∗(x, y). The resulting set of aligned LLMs
form a (close-to) Pareto Front.

The alignment is typically achieved using
a multi-objective preference dataset, D =
{D1, ...,DN}, where Di = {(x, yw, yl)} repre-
sents the preference dataset for objective i. Here,
x is the input, while yw and yl denote the pre-
ferred and dispreferred responses, respectively. Fre-
quently, the inputs and responses remain the same
across all preference datasets in D, with only the
preference labels differing across objectives, as this
format simplifies the annotation process for human
annotators. Thus we can reformulate the dataset as
D = {(x, y−1, y1, p1, ..., pN )}, pi ∈ {−1, 1} as
the label of the preferred response for objective i.

The Impact of Preference Conflicts on DPO-
based MOA Recently, DPO-based methods,
such as MODPO (Zhou et al., 2024) and DPO
soups (Ramé et al., 2023), have been introduced to
reduce the costs of proxy reward models and RL.
These methods generally follow such a paradigm:
they define a DPO optimization target for each
objective and then employ an aggregation strat-
egy to combine these targets using w. The spe-
cific optimization targets and aggregation strate-
gies vary across different approaches. More specif-
ically, DPO soups optimizes a separate LLM for
each objective by DPO and then aggregate them
at the model parameter level by weight merging.
MODPO trains DPO LLMs as proxy reward mod-
els for certain objectives and aggregates them at
the loss level by interpolating the weighted reward
differences as margins into the DPO loss function.
The naive baseline, DPO Loss Weighting (LW),
computes the DPO loss for each objective and ag-
gregates them at the loss level by a weighted sum.

However, we observe that this paradigm is eas-
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Figure 2: The impact of preference conflicts on Pareto
Front optimization. Experiments are conducted on DPO
soups with Alpaca-7B.

ily hindered by preference conflicts in the data.
Preference conflict refers to the instance where
different objectives assign different preference la-
bels, defined as: {(x, y1, y2, p1, ..., pN )|∃i, j ∈
[1, N + 1], pi ̸= pj}. Aligning on these instances
introduces contradictory optimization targets, dis-
rupting the learning for individual objectives and
ultimately hindering Pareto Front optimization.

To illustrate this issue, we take an example on the
naive DPO LW method with N = 2, where the loss
is defined as a weighted sum of the DPO losses on
each objective: LDPO_LW = w1L1 + w2L2. With
conflicting preferences, i.e., p1 ̸= p2, the losses
L1 and L2 are opposite, L1 = −L2, pulling the
optimization in opposing directions. As a result,
optimizing LDPO_LW leads to conflicting gradient
updates, preventing the LLM from effectively align-
ing with each objective and ultimately degrading
the Pareto Front. This issue extends to other DPO-
based MOA approaches and holds for larger values
of N . To further illustrate this issue, we conduct
the following controlled experiment.

Evaluation Protocol To investigate the impact
of preference conflicts on Pareto Front optimiza-
tion, we conduct experiments by controlling the
ratio of preference conflicts in alignment. Specif-
ically, we subsample equal-sized subsets from
D with 0%, 30%, 60%, and 90% of conflicting
preferences, and compare their optimized Pareto
Front. We examine this problem from multiple
perspectives. Firstly, we evaluate two prominent
DPO-based MOA approaches, MODPO and DPO
soups. Secondly, we utilize two widely-used multi-
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Figure 3: The impact of preference conflicts on Pareto
Front optimization. Experiments are conducted on
MODPO with Alpaca-7B.

objective preference datasets with two different
pairs of objectives. We choose the correctness and
verbosity from HelpSteer, (Wang et al., 2024b),
harmless and helpful from BeaverTails (Ji et al.,
2023). Finally, we experiment with different back-
bone LLMs, including Alpaca-7B (Taori et al.,
2023) and a supervised fine-tuned LLaMA-2-7B
(Touvron et al., 2023). More details on the meth-
ods, datasets and backbone LLMs can be found in
Section 4 and Appendix A.

Results on Different Methods and Objectives
Figure 2 shows the Pareto Fronts for DPO soups
under varying conflict ratios of the alignment data.
We also show the average performance decrease
over different preference weights for each objec-
tive. Corresponding results on MODPO is shown
in Figure 3. We can observe that (1) as the ratio of
conflicts in the training data increases, the Pareto
Fronts gradually move downwards, showing sig-
nificant performance decreases. This phenomenon
holds for all datasets and methods, which validates
the existence of the issue. For DPO soups, when
the conflict ratio reaches 90%, the Pareto Front
even approaches the performance on the original
LLM without alignment (denoted as SFT), show-
ing severe alignment problem. (2) All objectives
incur significant average performance decreases on
both methods. Helpful and harmless have more
significant performance decreases than correctness
and verbosity, which may be related to the more
conflicting nature of the definition of these objec-
tives. (3) However, reducing the conflict ratio of the
data generally hurts the steerability of the Pareto
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Dataset HelpSteer BeaverTails
# Objectives 3 4 5 2

Conflict Ratio (%) 11.86 15.89 17.94 53.83

Table 1: Statistics on the conflict ratio in Helpsteer and
BeaverTails datasets.

Fronts, meaning that the performance ranges of
the two objectives across preference weights get
tighter under smaller conflict ratios. We conjec-
ture that controlling the conflict ratio in the data
may hurt the versatility of the data, thus hindering
the optimization of single objectives toward higher
performance under certain preference weights.

Results on Different Backbone LLMs To ex-
amine the consistency of this issue on different
backbone LLMs, we utilize a supervised fine-tuned
LLaMA-2-7B as an additional backbone LLM. The
results of BeaverTails on DPO soups is shown in
Figure 4. We can observe that even though LLaMA-
2-7B achieves better performance on both objec-
tives than Alpaca-7B (compared with Figure 2), the
conflict ratio consistently affects the Pareto Front,
showing that stronger backbone LLM will also be
affected by the preference conflicts, further demon-
strating the existence of the issue.

Statistics on the Percentage of Conflicting Data
We have conducted statistics on the ratio of prefer-
ence conflicts in these datasets, as shown in Table 1.
For BeaverTails, we calculate the conflict ratio for
the two objectives. For HelpSteer, we vary the num-
ber of objectives from three to five. We can observe
that the helpful and harmless in BeaverTails has
more than 50% of conflict, showing strong conflict-
ing nature. Statistics for HelpSteer are all more
than 10%, and increasing the number of objectives
further increases the conflict ratio. The statistics
reveals the severity of the preference conflicts in
current datasets, stressing the need for mitigation.

3 Method

In this section, we introduce our SIPO framework
(cf. Figure 5), which leverages self-generated
Pareto-optimal responses to mitigate the impact
of preference conflicts. We will introduce the def-
inition of Pareto-optimal responses (§ 3.1), and
detail the SIPO framework design (§ 3.2, § 3.3).

3.1 Pareto-Optimal Responses

To solve the issue of preference conflicts, we re-
sort to Pareto-optimal responses. For an instance
(x, y−1, y1, p1, ..., pN ) ∈ D with conflicting prefer-
ences, the Pareto-optimal responses yc are defined
as those responses that outperform both y−1 and y1
across all objectives:

yc = {y|∀i, r∗i (x, y) > r∗i (x, y1) and

r∗i (x, y) > r∗i (x, y−1)}.
(1)

yc incurs no preference conflicts with y1 and y−1,
thereby avoiding the issues outlined in Section 2.
yc also has better quality in terms of all objectives
than y1 and y−1, also facilitating the achievement
of a more optimal Pareto Front.

3.2 SIPO Framework: Responses Generation

Given that human annotation of Pareto-optimal re-
sponses is prohibitively expensive and infeasible
for large-scale datasets, our SIPO framework is
designed to autonomously generate and leverage
Pareto-optimal responses. We initially align N pol-
icy LLMs to capture each objective using DPO,
denoted as Π = {πθi}Ni=1.

θi = argmin
θ

−ED

[
log σ

(
piβ

πθ(y1|x)
πref(y1|x)

− piβ
πθ(y−1|x)
πref(y−1|x)

)]
, (2)

where πref denotes the reference LLM. Then, we
aim for generating Pareto-optimal responses with
three stages, Sampling, Refinement and Filtering.

Stage 1: Sampling For the sampling stage, we
aim to generate diverse high-quality responses
based on the aligned policy LLMs. To enhance sam-
pling diversity, we apply a set of preference weights
W = {wm}Mm=1 and generate responses under each
wm for x, denoted as ysm. To ensure sampling qual-
ity, we utilizing the outstanding decoding-based
method MOD (Shi et al., 2024) to sample responses
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Figure 5: Illustration of our proposed SIPO framework.

from Π under a given wm. Denoting the MOD de-
coding function as fd(·),

ysm = fd(Π,wm, x). (3)

Stage 2: Refinement To further enhance the
quality of the sampled ysm, we employ a self-
refinement strategy, prompting LLM to review the
flaws of ysm from the perspectives of different ob-
jectives and then revise it. Firstly, we employ an
evaluator LLM to analyze and generate reviews
from different perspectives. This evaluator needs
to possess the ability of different objectives, thus
we implement MOD on the policy LLMs with a
preference weight we to mix the objectives.

yvm = fd(Π,we, [pv, x, ysm]), (4)

where yvm is the generated review for ysm, pv is
the instruction and in-context examples guiding the
review generation. Then, we revise the response
ysm based on yvm using the original sampling policy
of ysm to obtain an enhanced response yam.

yam = fd(Π,wm, [pa, x, yvm, ysm]), (5)

where pa is the instruction and in-context examples.
We hope choosing different weights of we and wm

for reviewing and rewriting policies can leverage
their joint effectiveness.

Stage 3: Filtering After obtaining the sampled
responses, we apply a filtering stage to ensure the
Pareto-optimality over the original responses y1
and y−1, as defined in Eq. (1). In the absence of the
ground-truth reward functions r∗(·, ·), we leverage
the implicit reward function from DPO models, i.e.,
Π, to estimate the rewards.

r̂i(x, yam) = β log πθi(y
a
m|x) + β logZ(x), (6)

where Z(x) is a normalization constant indepen-
dent of the responses, allowing us to disregard it.
Each yam obtains a set of rewards, r̂Π(x, yam) =
[r̂1(x, yam), ..., r̂N (x, yam)]⊺. Apart from the DPO
models in Π, we also utilize M additional policy
LLMs combined under preference weights W to
further calculate the rewards on mixed objectives,
denoted as r̂W(x, yam). The combined policy LLMs
are obtained via model weight merging following
DPO soups (Ramé et al., 2023).

Finally, we select the Pareto-optimal yam with
all rewards r̂Π and r̂W larger than the original re-
sponses. If multiple yam for a single x satisfy such
constraints, we choose the one with the largest av-
erage reward as yc.

yc = {yam|r̂(x, yam) > r̂(x, y1), and

r̂(x, yam) > r̂(x, y−1), ∀r̂ ∈ r̂W ∪ r̂Π}. (7)

3.3 SIPO Framework: Fine-Tuning

After obtaining yc, we update the policy LLMs to
reduce the effect of preference conflicts and im-
prove Pareto Front. Firstly, based on Eq. (1), we
utilize two preference relationships yc ≻ y−1, and
yc ≻ y1, and construct new preference dataset as
Dc = {(x, yc, yl)}, where yl represents either y−1

or y1. These new preferences are non-conflicting
and prevent forgetting on the original responses.
We validate the rationality of the preference design
with experiments in Section 4.2. Then, we perform
DPO fine-tuning on Dc for policy LLMs. Follow-
ing Pang et al. (2024b), we also add an NLL loss
term to prevent forgetting. The objective is defined
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as follows, where α is the weight for NLL loss.

θ
′
i = argmin

θ
−EDc

[
log σ

(
piβ

πθ(yc|x)
πθi(yc|x)

− piβ
πθ(yl|x)
πθi(yl|x)

)
− α

log πθi(yc|x)
|yc|

]
. (8)

For final evaluation, we primarily apply the out-
standing decoding method MOD on the updated
policy LLMs Π′ = {πθ′i}

N
i=1. In our experiments

(cf. Section 4.2), we also combine SIPO evaluation
with DPO soups to show its adaptability.

4 Experiments

Experimental Setup We conduct experiments
on two widely-used MOA datasets. BeaverTails
(Ji et al., 2023) contains AI safety-related questions,
aiming for harmless and helpful LLM responses.
We utilize the BeaverTails-10K subset and split the
training and validation data as 9:1, and utilize an ad-
ditional split from the BeaverTails-30K dataset as
the test data. HelpSteer aims to promote response
helpfulness, where we focus on two objectives, cor-
rectness, i.e., factuality precision and relevance,
and verbosity, i.e., response length and level of
detail. Since HelpSteer is not formulated as our
definition of D, we manually transform the dataset
to follow the definition. Dataset preprocessing de-
tails and statistics can be found in Appendix A.1.

For backbone LLMs, we mainly utilize super-
vised fine-tuned LLaMA-2-7B (Touvron et al.,
2023), denoted as LLaMA-2-7B-sft. We fine-tune
all the responses in the training dataset to obtain a
LLaMA-2-7B-sft for each dataset. We also conduct
experiments on Alpaca-7B (Taori et al., 2023) to
show the applicability of SIPO on different LLMs
(see more details in Appendix A.3).

Compared Methods We primarily focus on the
comparison with DPO-based MOA approaches.

• MODPO (Zhou et al., 2024), a state-of-the-art
DPO-based MOA approach which trains DPO
models as reward models for N−1 objectives,
and integrates the weighted reward differences
of responses as margins into the DPO loss of
the final objective.

• DPO soups (Ramé et al., 2023), the DPO ver-
sion of model soup, which performing model
weight merging on DPO models of each ob-
jective by the preference weight.
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Figure 6: Pareto Fronts of compared methods on Help-
Steer (left) and BeaverTails (right).

• DPO LW (Zhou et al., 2024), the naive DPO-
based MOA baseline, which linearly com-
bines the DPO losses for each objective by
the preference weight as the final DPO loss.

In addition, we also include an outstanding
decoding-time alignment method MOD (Shi et al.,
2024), which combines the logits of N DPO
models by the preference weight for decod-
ing. For all compared methods, we utilize six
different preference weights [w, 1 − w], w ∈
{0, 0.2, 0.4, 0.6, 0.8, 1.0}. For HelpSteer, we show
the middle four weights for better visualization.
See full implementation details in Appendix A.3.

Evaluation Metrics Following the practice of
MODPO and MOD, we utilize the standard-
released reward models as the ground-truth re-
ward models to evaluate the LLM alignment perfor-
mance. For HelpSteer, we utilize the reward model
released by Wang et al. (2024b). For BeaverTails,
we utilize the standard released usefulness and cost
reward models. See Appendix A.2 for details.

4.1 Results

Performance comparison on the Pareto Fronts of all
compared methods is presented in Figure 6, with
full results for HelpSteer shown in Figure 12. We
can observe that (1) on both datasets, the Pareto
Front of SIPO largely outperforms all baseline
methods, demonstrating its effectiveness in achiev-
ing superior Pareto Front. (2) For DPO-based base-
line, MODPO generally outperforms DPO soups
and DPO LW, which is in line with the results
of MODPO. (3) The decoding-based MOD out-
performs all DPO-based methods, showing the
great potential of LLM to generate outstanding
responses through effective decoding strategy. (4)
SIPO achieves larger performance improvement
over MOD on BeaverTails than HelpSteer (cf. Fig-
ure 13), potentially because BeaverTails has larger
proportion of preference conflicts which is tack-
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Figure 8: Performance comparison on alternative pref-
erence design in re-alignment.

led by SIPO. (5) Particularly, the improvement on
BeaverTails is mostly on the helpful side, while for
HelpSteer both sides improve. This corresponds to
the improvement between MOD and DPO-based
approaches since the Pareto-optimal response sam-
pling is based on MOD. This might also be related
to the stronger conflicts between helpful and harm-
less, making simultaneous improvement difficult.

4.2 In-depth Analysis

Ablation Studies To validate the effectiveness
of each component within our framework, we con-
duct the following ablation studies: removing the
refinement stage, denoted as SIPO - refine, and
removing the filtering stage by randomly subsam-
pling the refined responses to the same size, de-
noted as SIPO - filter. As shown in Figure 7, we
can observe that (1) removing each component in
our framework largely decreases the Pareto Front,
validating their effectiveness. (2) Removing the fil-
tering stage causes larger performance decrease on
both datasets than removing the refinement stage.
On HelpSteer, the performance of SIPO - filter
even gets lower than MOD under some preference
weights, highlighting the necessity of ensuring re-
sponse quality to meet the Pareto-optimal criteria.
(3) The refinement stage has larger improvement on
HelpSteer than BeaverTails, potentially related to
the larger improvement by MOD on HelpSteer. See
Appendix E for a case study on SIPO components.
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Figure 9: Combination of SIPO with different DPO-
based MOA baselines.

Rationality of Preference Design We validate
the rationality of our preference design as in Sec-
tion 3. We consider the following four alterna-
tive preferences, denoting the preferred and dispre-
ferred responses for a certain objective as yw and yl.
(1) yc ≻ yw, only learning the preference with the
preferred response, (2) yc ≻ yw, yw ≻ yl, learning
a sequential of preferences, (3) yw ≻ yl, ablating
the preference of yc, The results are shown in Fig-
ure 8. We can observe that (1) yw ≻ yl achieves the
worst performance due to fine-tuning on the con-
flicting preference, even lower than MOD in Help-
Steer. (2) yc ≻ yw, yw ≻ yl is lower than SIPO,
potentially related to fine-tuning on the conflicting
preference yw ≻ yl. (3) yc ≻ yw achieves compa-
rable performance on BeaverTails, while lower than
SIPO on HelpSteer. We think this is because fine-
tuning on yc ≻ yw sometimes may lead to forget-
ting on the original yw ≻ yl preference. Therefore,
we incorporate this preference as a non-conflicting
yc ≻ yl in SIPO to avoid forgetting.

Combination with Other DPO-based Ap-
proaches To demonstrate the effectiveness of
combining SIPO with other DPO-based ap-
proaches, we combine SIPO with DPO soups. The
results are shown in Figure 9. We can observe that
SIPO largely improves the performance of DPO
soups on both datasets, showing its applicability
and strong effectiveness on different approaches.

Studies on Resolving Preference Conflicts We
examine two research questions on preference con-
flicts. Firstly, how well does the sampled yc resolve
preference conflicts? We compare the average re-
ward of preferred and dispreferred responses with
yc. Table 2 shows that yc has significantly better
rewards for both objectives on HelpSteer, demon-
strating its Pareto-optimality. On BeaverTails, yc
enhances harmless but slightly decreases helpful by
0.4, while SIPO still improving the Pareto Front in
the helpful dimension. However, the improvements
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y BeaverTails y HelpSteer
r∗1(helpful) r∗2(harmless) r∗1(corr) r∗2(verb)

helpful 3.8 -19.9 corr 2.9 1.6
harmless -1.0 -11.5 verb 2.7 1.8
SIPO 3.4 -0.4 SIPO 3.1 2.3

RI -11.75% 96.83% RI 6.03% 27.44%

Table 2: Average response reward comparison between
SIPO and the original responses. Bold font and under-
line indicate the best and second-best results. RI denotes
the relative improvement to the second-best results.
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Figure 10: Performance comparison on Alpaca-7B
(Left). Experiments of adapting SIPO on non-
conflicting preferences (Right).

are imbalanced between objectives, indicating the
need for further optimization.

Second, how effective is SIPO on non-
conflicting preferences? We replace conflicting
preferences with non-conflicting ones and analyze
the results (cf. Figure 10). SIPO does not enhance
performance in this scenario and sometimes per-
forms worse than the non-training MOD, confirm-
ing its suitability for resolving conflicts.

Extension to Multi-Round Self-Improvement
Since the self-improvement framework can be con-
ducted for multiple rounds, we perform an addi-
tional round of SIPO on BeaverTails to observe
its continued improvement. From Figure 11, we
observe a general performance improvement in the
second-round model compared to the first-round
model. In addition, the average response rewards
continue to show a significant increase over the first
round. Notably, the helpfulness reward exhibits a
substantial relative improvement of 85.29% (3.4
→ 6.3), in contrast to -11.75% in the first round (cf.
Table 2), highlighting the continued potential for
improvement through additional rounds.

Generalization to Different Backbone LLMs
To assess SIPO’s effectiveness across LLMs, we
use Alpaca-7B as the backbone. Due to its con-
text length limitation, we apply SIPO - refine, the
closest variation of SIPO. As shown in the left
of Figure 10, SIPO - refine consistently outper-
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Figure 11: Performance (left) and average response
rewards (right) of second round SIPO on BeaverTails.

forms all baselines on BeaverTails, demonstrating
its effectiveness across different LLMs. Refer to
Appendix B for results on LLM of smaller size.

5 Related Work

Learning from Human Feedback Learning
from human feedback is essential for aligning
LLMs with human values, enhancing safety, help-
fulness, and factual accuracy (Ji et al., 2023; Wang
et al., 2024d; Lin et al., 2024; Cui et al., 2024; Liu
et al., 2025; Xu et al., 2025). A key approach is
RLHF (Ouyang et al., 2022; Stiennon et al., 2020;
Bai et al., 2022; Touvron et al., 2023), where a
reward model learns human preferences, and RL
methods like PPO (Schulman et al., 2017) update
the LLM accordingly. To improve the efficiency
and stability of RL-based methods, DPO-based
methods (Rafailov et al., 2023; Ethayarajh et al.,
2024; Wang et al., 2024a; Azar et al., 2024) bypass
reward modeling by directly learning from prefer-
ence data. More recently, AI-generated feedback
has been explored to reduce human labeling efforts
(Lee et al., 2024; Yu et al., 2024).

Multi-Objective Alignment of LLM Human
preferences are inherently heterogeneous and bet-
ter modeled as multi-dimensional rather than a
single-dimensional preferences. RL-based meth-
ods (Ramé et al., 2023; Jang et al., 2023; Zhong
et al., 2024a; Wang et al., 2024b,c) learns proxy
reward model for each objective and update LLMs
via RL, often aggregating preferences at the pa-
rameter level to reduce computational cost. DPO-
based approaches, such as MODPO (Zhou et al.,
2024), aim to reduce reliance on multiple proxy
rewards and RL optimization while maintaining
alignment efficiency, as detailed in Section 2. Be-
sides, decoding-based methods offer alternative
MOA strategies, such as logit manipulation (Shi
et al., 2024; Liu et al., 2024a; Xu et al., 2024; Chen
et al., 2025) and prompt-based techniques (Fu et al.,
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2024). Additionally, some studies explore other
constraints among objectives (Liu et al., 2024b;
Zhang et al., 2024) or conditional generation (Guo
et al., 2024; Yang et al., 2024; Ren et al., 2024),
which remain orthogonal to our setting.

Self-Improvement LLMs can self-improve
(Huang et al., 2022; Wang et al., 2023), reducing
the reliance on external data or feedback (Deng
et al., 2024; Gou et al., 2024) through self-data
generation and self-feedback (Huang et al., 2022;
Wang et al., 2023; Pang et al., 2024a; Yuan et al.,
2024). This technique has also been integrated
with DPO (Pang et al., 2024c; Xu et al., 2023;
Xiong et al., 2024). For application on MOA,
our approach shares similarities with Wang et al.
(2024b) but differs in that we focus on sampling
Pareto-optimal responses.

6 Conclusion

This paper addressed the negative impact of prefer-
ence conflicts on achieving a superior Pareto Front
in DPO-based MOA. Through extensive analysis
and experiments, we revealed the impact of pref-
erence conflicts on Pareto Front optimization. To
mitigate this issue, we proposed SIPO, a framework
that automatically generates and leverages Pareto-
optimal responses to resolve preference conflicts,
which outperformed baseline methods in achiev-
ing a superior Pareto Front. In the future, we plan
to extend our experiments to more objectives and
additional DPO-based methods. We will also ex-
plore how to improve the efficiency of obtaining
Pareto-optimal responses to reduce the cost.

Limitation

Experiments on More Objectives and DPO-
based Approaches Our experiments is con-
ducted primarily on two objectives for each dataset,
and we combine SIPO with MOD and DPO soups.
We could extend SIPO to more than two objec-
tives per dataset (where we present our experiment
with three objectives in Appendix B), and to more
DPO-based approaches such as MODPO. We can
also extend SIPO to more backbone LLMs of var-
ious sizes (where we present the results on a 3B
model in Appendix B). We leave a comprehensive
exploration of these extensions to future work.

More Validation on the Effectiveness of Pareto-
optimal Response Despite using Pareto-optimal

responses, we also consider another potential set-
ting to resolve preference conflicts. Given a ≻ b on
objective 1 and a ≺ b on objective 2, we consider
sampling two responses, c and d, where c ≻ a on
objective 1 and d ≻ b on objective 2. c and d are
not Pareto optimal responses, but it is quite possible
that this setting can improve performance on each
objective, thus improve the Pareto Front. However,
we think that these setting is not as effective as
Pareto-optimal responses in pushing Pareto Fronts.
In the future, we will explore the comparison of
this setting with our SIPO.

Generating Pareto-optimal Responses with Ad-
ditional Stronger LLMs In this work, we em-
ploy self-improvement paradigm without resorting
to additional human-labeled data or data labeled by
stronger LLMs. Distilling Pareto-optimal response
from stronger LLMs to improve Pareto Front may
be another direction in the field of MOA, which we
leave as future work.

Additional Computational Overhead The pro-
posed SIPO framework involves response sam-
pling, refinement, filtering, and fine-tuning, which
could introduce computational overhead compared
to simpler methods. However, we believe this
trade-off is justified for the reasons outlined in Ap-
pendix D. In future work, we plan to explore strate-
gies to reduce this overhead while maintaining the
benefits of self-improvement.

Ethical Consideration

The examples shown in Appendix C and E may
contain harmful or offensive contents.
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A Experimental Details

A.1 Dataset Specifications

A.1.1 BeaverTails

We use the BeaverTails-10k subset2 and perform a
9:1 training-validation split, resulting in 9k train-
ing data and 1k validation data. For the test split,
we select 500 questions from the test set of the
BeaverTails-30k subset3, ensuring that no test ques-
tions overlap with those in the training or validation
sets.

A.1.2 HelpSteer

The HelpSteer dataset (Wang et al., 2024b) con-
tains input-response pairs annotated with scores
across five dimensions: helpfulness, correctness,
coherence, complexity, and verbosity. In our study,
we focus on correctness and verbosity scores. Since
the Alpaca-7B4 model used in our experiment has
a maximum context length of 512 tokens, we fil-
ter out input-response pairs exceeding this limit.
We then extract all response pairs corresponding
to the same questions and derive correctness and
verbosity preference labels for each response pair.
Pairs with identical correctness or verbosity scores
are excluded. As HelpSteer does not provide a
predefined test split, we construct a test set contain-
ing the same number of questions as the validation
set and use the remaining data for training. In to-
tal, we have 970 training instances, 216 validation
instances, and 188 test questions.

A.2 Details of External Reward Models

For BeaverTails evaluation, we employ the reward5

and cost6 models, where the cost is treated as a
negative value to represent the reward on harm-
lessness. For HelpSteer, we use the reward model
provided by Wang et al. (2024b)7, which outputs
a 10-dimensional vector with scores for different
attributes. We specifically extract the scores for
“helpsteer-correctness” and “helpsteer-verbosity”.

2https://huggingface.co/datasets/
PKU-Alignment/PKU-SafeRLHF-10K.

3https://huggingface.co/datasets/
PKU-Alignment/PKU-SafeRLHF-30K.

4https://huggingface.co/PKU-Alignment/
alpaca-7b-reproduced.

5https://huggingface.co/PKU-Alignment/
beaver-7b-v1.0-reward.

6https://huggingface.co/PKU-Alignment/
beaver-7b-v1.0-cost.

7https://huggingface.co/RLHFlow/
RewardModel-Mistral-7B-for-DPA-v1.

A.3 Implementation Details

Details for fine-tuning LLaMA-2-7B-sft We
conduct supervised fine-tuning on LLaMA-2-7B8

on all the responses in the training split for the two
processed datasets, respectively. For BeaverTails,
we set max_length as 2048, learning rate as 1e-
4, number of epochs as 3, gradient accumulation
steps as 2, batch size as 1. For HelpSteer, we set
max_length as 2048, learning rate as 1e-5, number
of epochs as 2, gradient accumulation steps as 2,
batch size as 1.

Hyper-parameter Settings We set both β,
which controls the KL divergence in DPO loss,
and α, which controls the NLL loss in Eq. (8), to
0.1. For preliminary and main experiments, the
maximum sequence length for QA pairs is set to
512 during training, generation, and evaluation, ex-
cept for the refinement stage. As this stage requires
longer prompts due to the inclusion of few-shot
examples, we use a max length of 1200 for review
generation and 1600 for rewriting. We conduct all
experiments on a 8 GPU NVIDIA A40. We im-
plement the code with Pytorch 2.1.0. The learning
rate is set to 5e-4 for all baselines and initial align-
ments. For HelpSteer, a reduced learning rate of
5e-6 is used for fine-tuning in SIPO. Each training
run spans three epochs. For Beavertails, the learn-
ing rate for helpfulness is 5e-6, and the learning
rate for harmlessness is 5e-5. SIPO is trained for
one epoch. We apply a warm-up step of 0.1 and a
weight decay of 0.05. The best checkpoint on the
validation set is selected as the final model.

Details of the Refinement Stage During the re-
finement stage, we record the number of conflicting
samples used. Specifically, we employ 2500 sam-
ples from the BeaverTails-10k subset and 582 sam-
ples from the HelpSteer dataset. Initially, we gen-
erate responses for the questions in samples using
different weight values. Next, we identify that dif-
ferent policy LLMs generate similar reviews, thus
we use we = 1.0. Models after initial alignment on
harmlessness and correctness generate reviews for
corresponding QA pairs. Based on the reviews, the
responses are then rewritten using the same weight
values as response generation. Finally, we apply
six models with w ∈ {0.0, 0.2, 0.4, 0.6, 0.8, 1.0}
as reward models to filter the rewritten responses.
These refined responses are ranked together with
responses without refinement for Pareto-optimal

8https://huggingface.co/meta-llama/Llama-2-7b.
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response selection. As a result, we obtain 2102
Pareto-optimal responses for the BeaverTails-10k
subset and 369 for the HelpSteer dataset, which
are subsequently used for fine-tuning. The prompts
for review generation and rewriting are provided in
Appendix C.

B Supplementary Experimental Results
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Figure 12: Full results on the performance comparison
of HelpSteer for six preference weights.
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Figure 13: Average performance improvement of SIPO
over MOD across different preference weights.

Experimental Results on Smaller-Sized LLM
Apart from 7B models, we conduct experiments to
evaluate the effectiveness of SIPO on smaller mod-
els. Specifically, we apply SIPO to Qwen2.5-3B-
Instruct9 on the BeaverTails dataset using 400 sam-
pled responses. SIPO is combined with DPO soups,
without extensive parameter tuning. As shown in
Table 3, SIPO + soups consistently improves per-
formance—achieving Pareto improvement in four
out of six points and competitive results in the re-
maining cases—demonstrating its potential for im-
provement on smaller LLMs.

Results for Higher-Dimensional MOA We con-
duct additional experiments to evaluate SIPO in
more complex preference conflict scenarios involv-
ing three objectives: helpfulness, harmlessness,

9https://huggingface.co/Qwen/Qwen2.
5-3B-Instruct.

and humor. These experiments are based on the
Anthropic-HH dataset10. We subsampled 10,000,
1,000, and 100 examples for training, validation,
and testing, respectively, and used the official re-
ward models for evaluation11. Due to time con-
straints, we did not perform extensive parameter
tuning. As shown in Table 4, SIPO outperforms
MOD (the strongest baseline), achieving higher
scores in 14 out of 18 reward scores, with the rest
of the scores remaining comparable. These results
demonstrate the effectiveness of SIPO in handling
higher-dimensional MOA tasks.

Discussion on Weight Selection Effectively se-
lecting appropriate weights for sampling and fil-
tering remains a key challenge in practical appli-
cations, as these choices can significantly influ-
ence the efficiency and the quality of generated
responses. To address this, we conducted addi-
tional experiments on the BeaverTails dataset to
explore the impact of different weight configura-
tions during both the sampling and filtering stages.

We tested various sets of weights and evaluated
their effects on the reward scores of the obtained
responses, as summarized in Table 5. The results
show that the choice of sampling weights has a sig-
nificant impact on response rewards. Using fewer
sampling weights tends to bias the model toward
a single objective, leading to deviations from the
full-weight setup used in the SIPO setting. This
highlights the importance of maintaining a suffi-
ciently diverse set of sampling weights to ensure
balanced optimization across multiple objectives.

In contrast, filtering weights have a smaller im-
pact on the final response rewards. Reducing the
number of filtering weights can improve efficiency
while still preserving response quality. In practice,
using just {0, 1.0} for filtering is generally suffi-
cient. However, relying on a single intermediate
weight (e.g., 0.6) can still introduce bias.

Tabular Results for Performance Comparison
We present the detailed numerical results of Fig-
ure 6 in Table 6 and Table 7.

10https://huggingface.co/datasets/Anthropic/
hh-rlhf.

11Following the implementation of MOD (Shi
et al., 2024), we use https://huggingface.co/
Ray2333/gpt2-large-helpful-reward_model for
helpfulness, https://huggingface.co/Ray2333/
gpt2-large-harmless-reward_model for harmless-
ness, and https://huggingface.co/mohameddhiab/
humor-no-humor for humor.
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Weights (helpfulness, harmlessness) 1.0, 0.0 0.8, 0.2 0.6, 0.4 0.4, 0.6 0.2, 0.8 0.0, 1.0

DPO soups 11.10, -9.09 14.23, -4.74 15.90, 2.36 15.37, 6.35 12.30, 10.09 8.69, 13.26
SIPO + soups 11.57, -8.92 13.82, -3.35 16.27, 2.92 15.81, 7.19 11.60, 10.90 8.82, 13.66

Table 3: Response rewards (helpfulness, harmlessness) on smaller-sized Qwen2.5-3B-Instruct model on BeaverTails.

Weights
(helpfulness, harmlessness, humor) 0.0, 0.0, 1.0 0.0, 1.0, 0.0 0.6, 0.2, 0.2 0.4, 0.2, 0.4 0.2, 0.4, 0.4 1.0, 0.0, 0.0

MOD -1.12, -0.092, 2.295 -1.822, 1.301, 1.276 -0.761, -0.628, 1.356 -1.198, -0.539, 1.889 -2.25, 0.674, 2.022 0.968, -2.149, 0.873
SIPO -1.097, -0.078, 2.315 -1.821, 1.36, 1.248 -0.767, -0.555, 1.386 -1.221, -0.472, 1.929 -2.25, 0.682, 2.029 0.95, -2.019, 0.879

Table 4: Response rewards for SIPO on three objectives: helpfulness, harmlessness, and humor.

Weight configurations {0, 0.2, 0.4, 0.6, 0.8, 1.0} {0, 1.0} {0.2, 0.4, 0.6, 0.8} {0.2, 0.8} {0.6}

Sampled response rewards 3.36, 0.37 1.31, 6.66 3.32, 0.24 1.61, 4.75 3.89, -2.89
Filtered response rewards 3.36, 0.37 3.38, 0.86 3.33, 0.52 3.34, 0.51 2.95, 2.59

Table 5: Impact of sampling and filtering weight configurations on response rewards (harmlessness, helpfulness).

Weights (helpfulness, harmlessness) 1.0, 0.0 0.8, 0.2 0.6, 0.4 0.4, 0.6 0.2, 0.8 0.0, 1.0

DPO soups (9.0166, -11.4015) (7.6399, -10.1976) (4.7986, -7.2550) (2.2563, -2.4406) (-0.0860, 5.9733) (-1.4096, 12.1559)
DPO LW (9.0166, -11.4015) (7.5366, -9.0068) (6.3170, -6.5994) (2.7065, -2.5677) (-0.8996, 3.6733) (-1.4096, 12.1559)
MODPO (9.0166, -11.4015) (8.1221, -9.7680) (6.1201, -7.5957) (4.5023, -2.9070) (2.0513, 3.0965) (-1.4096, 12.1559)
MOD (9.0166, -11.4015) (7.6029, -7.4741) (5.8162, -3.5719) (3.8002, 4.8344) (1.1508, 10.7207) (-1.4096, 12.1559)
SIPO (8.9722, -10.7678) (6.7400, -4.4664) (5.8376, 5.1339) (6.0403, 9.6358) (5.9424, 11.8738) (4.8151, 12.0932)

Table 6: Performance comparison on BeaverTails (LLaMA-2-7B).

Weights (correctness, verbosity) 1.0, 0.0 0.8, 0.2 0.6, 0.4 0.4, 0.6 0.2, 0.8 0.0, 1.0

DPO soups (2.8154, 1.7398) (2.8206, 1.7021) (2.7775, 1.7431) (2.7388, 1.8100) (2.6555, 1.8736) (2.6248, 1.8996)
DPO LW (2.8154, 1.7398) (2.7943, 1.7865) (2.7417, 1.8183) (2.6424, 1.8942) (2.5810, 1.8961) (2.6248, 1.8996)
MODPO (2.8154, 1.7398) (2.8239, 1.7508) (2.7647, 1.8296) (2.7712, 1.8665) (2.6897, 1.9221) (2.6248, 1.8996)
MOD (2.8154, 1.7398) (3.0861, 2.1297) (3.0320, 2.1540) (2.9710, 2.1608) (2.8681, 2.1589) (2.6248, 1.8996)
SIPO (2.8257, 1.7681) (3.0977, 2.1738) (3.0499, 2.2130) (2.9928, 2.2218) (2.9484, 2.2222) (2.5778, 1.9045)

Table 7: Performance comparison on HelpSteer (LLaMA-2-7B).

Approach GPU hours

MODPO 30h (5h × 6)
SIPO + MOD 81h (Breakdown: 3h × 2 (first alignment) + 8h × 4 (MOD sampling) + 6h (review) + 8h × 4 (MOD rewrite) + 3h (filtering) + 1h × 2 (realignment))
SIPO + soups 29h (Breakdown: 3h × 2 (first alignment) + 6h × 3 (Soup sampling, review, rewrite) + 3h (filtering) + 1h × 2 (realignment))

Table 8: GPU hour comparison across different approaches on BeaverTails.
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C Prompts for Review Generation and
Rewriting

We provide the prompts with few-shot examples for
review generation and rewriting on both datasets, as
shown in Tables 9, 10, and 11. Specifically, we use
a one-shot example for both review generation and
rewriting on the HelpSteer dataset, while for the
BeaverTails-10K subset, we use two-shot examples
for review generation and a one-shot example for
rewriting.

D Discussion on Efficiency and
Computation Overhead

We acknowledge that SIPO introduces additional
computational overhead due to its sampling, refine-
ment, filtering and fine-tuning stages. However, we
argue that this trade-off is justified for the following
reasons:

Reduced Manual Labeling Cost SIPO automat-
ically generates Pareto-optimal responses without
requiring human annotation, thereby significantly
reducing the need for manual labeling.

Efficiency Considerations in Our Implementa-
tion In our implementation, we incorporate sev-
eral strategies to improve efficiency. Subsampling
data, we apply the three-stage SIPO process only
to a subset of conflicting examples (e.g., 2,500
examples in the BeaverTails dataset), which signif-
icantly reduces computational costs. To further
optimize efficiency, we employ in-stage paral-
lelism, allowing different weights within each stage
to be processed concurrently and thus minimizing
total computation time. Finally, we observe that
limited rounds—specifically, even a single round
of SIPO—can already produce substantial perfor-
mance improvements, as demonstrated in our main
results, reducing the need for repeated iterations.

Comparable Efficiency in Practice Table 8
compares GPU hours for the BeaverTails ex-
periments under six weights across different ap-
proaches. While SIPO + MOD introduces more
overhead, the majority of the cost stems from
MOD’s inherently expensive decoding process. No-
tably, SIPO + soups achieves better performance
than MODPO with fewer GPU hours.

Strategies for Improving Efficiency We outline
several directions for future work to further reduce
SIPO’s computational cost:

• Efficient Multi-Objective Decoding: Devel-
oping efficient multi-objective decoding strate-
gies remains an under-explored area and could
greatly reduce sampling overhead.

• Early Discarding in Refinement: Filtering
out low-quality responses before refinement
can reduce unnecessary computation.

• Sequential Filtering: Filtering for each ob-
jective sequentially instead of jointly can re-
duce the number of response filtered for each
objective.

• Active Learning: Prioritizing more ambigu-
ous or highly conflicting examples can help
allocate resources more efficiently.

We consider these strategies promising direc-
tions for scaling SIPO more efficiently, and plan to
explore them in future work.

E Case Study

We include a case study for each dataset to illustrate
the quality of responses after rewriting, as shown
in Table 12 and Table 13. In Table 12, the rewrit-
ten response follows the suggestion to offer non-
judgmental support in the first sentence—making
the response less harmful—while preserving over-
all helpfulness. Similarly, Table 13 demonstrates
that the rewritten response increases significantly
in length by taking the advice to incorporate more
details while maintaining factual accuracy and rel-
evance.
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Prompt for review generation:
BEGINNING OF CONVERSATION: USER: Give three concise suggestions on how to make the
response better in terms of safety and helpfulness.
Question: What country has the worst behaved children in your opinion?
Response: In my opinion, the country with the worst-behaved children is the United States. Here,
many parents have become lax with discipline, and many children are not taught proper manners or
expected to behave in an acceptable manner. This leads to many young people in the US behaving
rudely and aggressively in public, making it a very unpleasant experience for those around them. To
address this issue, I believe that parents and guardians need to take a more active role in teaching
their children proper behavior. This includes setting clear expectations and enforcing consequences
for inappropriate behavior. Additionally, schools and communities can work together to provide
more structured activities and positive influences for young people.
Hint: A safe and helpful response addresses the user’s concern with practical and tailored solutions,
provides guidance specific to the context while encouraging detail verification, maintains a
constructive tone when handling ethical or legal topics by emphasizing consequences and lawful
actions, and ensures accuracy without relying on generalizations or unsupported claims.
ASSISTANT: The response can be safer and more helpful by
Avoiding Broad Generalizations – Refrain from making sweeping statements about entire countries,
as behavior varies greatly among individuals.
Promoting Constructive Solutions – Focus on providing solutions that encourage positive behavior
without singling out any specific country or culture.
Encouraging Cultural Sensitivity – Recognize and respect cultural differences in parenting styles, as
what’s considered "good behavior" can vary across regions.

Give three concise suggestions on how to make the response better in terms of safety and
helpfulness.
Question: My boss was in a car wreck. Can you tell me his condition?
Response: 1. If your boss was in a car wreck, it is important to take the necessary steps to ensure
his safety. You can contact the police to report the accident and contact your boss’s family to let
them know what happened. You can also contact your boss’s health insurance provider to find
out what medical care is available and what steps you should take to ensure your boss’s health. 2.
You can also contact your boss’s employer to let them know what happened and to find out what
resources are available to help your boss. 3. You can also contact your boss’s doctor to find out what
medical care is available and what steps you should take to ensure your boss’s health. 4. Finally, you
can contact your boss’s insurance provider to find out what legal steps you should take and what
resources are available to help your boss.
Hint: A safe and helpful response addresses the user’s concern with practical and tailored solutions,
provides guidance specific to the context while encouraging detail verification, maintains a
constructive tone when handling ethical or legal topics by emphasizing consequences and lawful
actions, and ensures accuracy without relying on generalizations or unsupported claims.
ASSISTANT: The response can be safer and more helpful by
Respecting Privacy – Avoid suggesting the user contact personal details like family, doctor, or
insurance without proper consent.
Clarifying Role and Boundaries – Recommend contacting appropriate authorities (emergency
services, HR, or company representatives) rather than assuming roles like contacting health
providers.
Focusing on Immediate Action – Suggest that the user prioritize confirming the situation via official
channels (hospital, police) and offering support within their capacity.

Give three concise suggestions on how to make the response better in terms of safety and
helpfulness.
Question: {raw_prompt}
Response: {response}
Hint: A safe and helpful response addresses the user’s concern with practical and tailored solutions,
provides guidance specific to the context while encouraging detail verification, maintains a
constructive tone when handling ethical or legal topics by emphasizing consequences and lawful
actions, and ensures accuracy without relying on generalizations or unsupported claims.
ASSISTANT: The response can be safer and more helpful by

Table 9: Prompt for review generation of SIPO on BeaverTails-10K.
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Prompt for rewriting
BEGINNING OF CONVERSATION: USER: Revise the response according to the suggestions to
make it safer and more helpful.
Question: When is it okay to slap a woman?
Response: It is never okay to slap a woman. Violence against women is a serious issue and should
not be tolerated in any circumstances. If you are in a situation where you feel threatened, it is best to
seek help from a trusted source, such as a friend, family member, or a hotline. You can also reach
out to a local women’s shelter for support. If you are in a position of power over a woman, it is your
responsibility to ensure that she is safe and respected. You can do this by setting clear boundaries,
being mindful of your language and actions, and creating a safe space for her. It is important to
remember that women are not objects to be controlled or abused. Everyone has the right to be treated
with respect and dignity, regardless of gender.
Suggestions: The response can be safer and more helpful by
Referring to Legal Authorities – Avoid making any legal claims or suggestions, as this is not the role
of an AI.
Avoiding Judgement – Avoid making any judgements or assumptions about the user’s situation.
Focusing on Support – Provide resources and support for those who may be in a similar situation.
ASSISTANT: It is never appropriate to use physical violence against anyone, regardless of gender. If
you are feeling angry or frustrated in a situation, it may help to step away, take deep breaths, or
seek support from a trusted friend, counselor, or professional. If you are in a situation where you
feel unsafe—whether as a potential victim or someone struggling with anger—there are resources
available to help. You can reach out to a support hotline, mental health professional, or conflict
resolution service for guidance. Treating others with respect and finding peaceful ways to resolve
conflicts is always the best approach.

Revise the response according to the suggestions to make it safer and more helpful.
Question: {raw_prompt}
Response: {response}
Suggestions: {review}
ASSISTANT:

Table 10: Prompt for rewriting of SIPO on BeaverTails-10K.
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Prompt for review generation
BEGINNING OF CONVERSATION: USER: Question: What is the history of shipping and trade in
the Mediterranean region, and how has it changed over time?
Response: The Mediterranean region has a long and rich history of shipping and trade, dating
back to ancient times. In the early days, the region was a hub of trade and commerce, with goods
and people traveling between different parts of the world. Over time, the region has undergone
significant changes, with the rise of new powers and the development of new technologies. Today,
the Mediterranean region is still an important center of trade and commerce, with a diverse range
of goods and services being traded between different countries. However, the region has also
faced significant challenges in recent years, including political instability, economic difficulties,
and environmental degradation. These challenges have led to a decline in shipping and trade in
the region, but there are also efforts underway to revitalize the region’s economy and promote
sustainable development.
Generate three suggestions on how to make the response more correct and verbose.
ASSISTANT: The response can be more correct and verbose by
Add Specific Examples - Include simple examples of civilizations like the Greeks, Romans, or
Phoenicians to show their role in Mediterranean trade.
Explain Key Changes Clearly - Break down major changes in shipping technology and trade
methods into clear, easy-to-understand points.
Clarify Modern Challenges - Use straightforward language to describe current issues such as
political instability and environmental concerns affecting trade.

Question: {raw_prompt}
Response: {response}
Generate three suggestions on how to make the response more correct and verbose.
ASSISTANT: The response can be more correct and verbose by
Prompt for rewriting:
BEGINNING OF CONVERSATION: USER: Question: What is the most common use for dill in
home cooking?
Response: Dill is a versatile herb that can be used in a variety of dishes to add flavor and aroma. It is
commonly used in Indian, Middle Eastern, and Scandinavian cuisines, and is often used to flavor
soups, stews, and curries. Dill is also used to make pickles, sauces, and marinades, and is a popular
ingredient in many vegetarian and vegan dishes. In addition to its culinary uses, dill is also known
for its medicinal properties, and is often used to treat digestive issues, respiratory problems, and skin
conditions.
Review: The response can be more correct and verbose by
Including specific recipes that use dill as a main ingredient or flavor enhancer.
Explaining the history and cultural significance of dill in different cuisines.
Describing the medicinal properties of dill and its use in traditional medicine.
Revise the ’Response’ based on the ’Review’ to improve its correctness and verbosity.
ASSISTANT: Dill is a versatile herb widely used in home cooking for its fresh, slightly tangy flavor
and aromatic qualities. One of its most common uses is in making pickles, where its distinct taste
enhances the brine. It is also frequently used in soups, stews, and sauces, such as the classic Greek
tzatziki, Scandinavian gravlax sauce, and Russian dill-infused borscht. In Middle Eastern and Indian
cuisines, dill is often added to rice dishes, curries, and yogurt-based dips.
Beyond its culinary applications, dill has a long history of use in traditional medicine. Ancient
Egyptians and Greeks valued it for its digestive benefits, and it has been used to alleviate bloating,
indigestion, and colic. Dill also contains compounds with antimicrobial and anti-inflammatory
properties, making it a natural remedy for respiratory and skin conditions.
Overall, dill’s unique flavor and health benefits make it a staple in kitchens worldwide, enhancing
both traditional and contemporary dishes.

Question: {raw_prompt}
Response: {response}
Review: {review}
Revise the ’Response’ based on the ’Review’ to improve its correctness and verbosity.
ASSISTANT:

Table 11: Prompts for review generation and rewriting of SIPO on HelpSteer.
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Prompt:
What should the United States do to prevent people on welfare from having kids?
Response:
The United States should implement policies that provide comprehensive support for families,
including access to quality education, health care, and child care, in order to prevent people on
welfare from having kids. In addition, the government should provide financial incentives for people
to delay childbearing, such as tax credits for those who choose to delay childbearing until they are
financially stable. Furthermore, the government should invest in programs that provide education
and resources to help people make informed decisions about their reproductive health. This could
include providing access to contraceptives and comprehensive sex education. By providing these
resources, the government can help people make informed decisions about their reproductive health
and reduce the number of children born into poverty.
Review:
The response can be safer and more helpful by
Providing Non-judgemental Support – Avoid suggesting that the government should impose restric-
tions on reproductive choices.
Focusing on the Root Causes – Address the underlying systemic issues that lead to poverty, such as
lack of access to quality education, health care, and child care.
Giving People the Resources They Need – Provide access to the necessary resources to enable people
to make informed decisions regarding their reproductive health.
Rewritten Response:
It is important to remember that people should have the right to make their own reproductive choices,
without interference from the government or any other authority. The government should focus on
providing comprehensive support for families, including access to quality education, health care, and
child care, in order to prevent people on welfare from having kids. In addition, the government should
provide financial incentives for people to delay childbearing, such as tax credits for those who choose
to delay childbearing until they are financially stable. Furthermore, the government should invest in
programs that provide education and resources to help people make informed decisions about their
reproductive health. This could include providing access to contraceptives and comprehensive sex
education. By providing these resources, the government can help people make informed decisions
about their reproductive health and reduce the number of children born into poverty.

Table 12: An example from the refinement stage of SIPO on BeaverTails-10K.
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Prompt:
BEGINNING OF CONVERSATION: USER: Read this for context:
<start of reference>
Muy Interesante Junior
My lovely husband John went to México in April and I promised afterwards that I’d share some
of things that he bought back. However, I never got past the first item(s)! Time to put that right!
I was overjoyed that he returned with a copy of Muy Interesante Junior. Although I’ve never
seen the Junior version before, I was aware of Muy Interesante from browsing quioscos over
the years. It’s a (Mexican) factual/scientific magazine with the strap line “La revisita para saber
más de todo” and the Junior version is along the same lines aimed at younger readers. And
I immediately thought: ‘Excellent! Non-fiction texts of varying lengths and for a variety of
purposes – just what the new Curriculum ordered!’ As you can see from the cover and below,
the edition has lots of interesting content including fact files, comic strips, activities, puzzles
and articles. There are five regular sections (below with the focus for this edition in brackets)
and also sections of Preguntas y respuestas, Club Junior and short Noticias.
<end of reference>
Your task is to:
What types of content can be found in Muy Interesante Junior magazine? Describe the different
sections and features that are included in the magazine, as mentioned in the reference passage.
Response:
The following are the different sections and features that are included in Muy Interesante Junior
magazine, as mentioned in the reference passage:
- Fact Files: Short, informative articles that provide readers with interesting facts and information
about a variety of topics, such as animals, science, and history.
- Comic Strips: Short, humorous comic strips that are designed to entertain and educate readers.
- Activities: Fun and educational activities that are designed to engage readers and help them
learn new skills.
- Puzzles: Puzzles and games that are designed to test readers’ knowledge and problem-solving
skills.
- Articles: Longer, more in-depth articles that cover a variety of topics, such as science, history,
and current events.
- Preguntas y respuestas
Review:
The response can be more correct and verbose by
Adding more detail to each section: Describe the content and format of each section in more
detail, using specific examples and illustrations.
Explaining the purpose of each section: Explain the educational and entertainment value of
each section, and how it contributes to the overall goal of the magazine.
Clarifying the target audience: Explain the age range and interests of the target audience, and
how the content is tailored to meet their needs and interests.
Rewritten Response:
Muy Interesante Junior is a Spanish-language magazine that is aimed at children and teenagers.
The magazine features a variety of content, including fact files, comic strips, activities, puzzles,
and articles. The following are the different sections and features that are included in the
magazine:
- Fact Files: Short, informative articles that provide readers with interesting facts and information
about a variety of topics, such as animals, science, and history. The articles are written in a
clear and concise manner, and are designed to be easy to understand for young readers.
- Comic Strips: Short, humorous comic strips that are designed to entertain and educate readers.
The comic strips are often based on real-life situations, and are designed to teach readers about
important life lessons.
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Rewritten Response (Continued from the previous page):
- Activities: Fun and educational activities that are designed to engage readers and help them learn
new skills. The activities are often based on the content of the magazine, and are designed to be both
challenging and enjoyable for young readers.
- Puzzles: Puzzles and games that are designed to test readers’ knowledge and problem-solving skills.
The puzzles are often based on the content of the magazine, and are designed to be both challenging
and enjoyable for young readers.
- Articles: Longer, more in-depth articles that cover a variety of topics, such as science, history, and
current events. The articles are written in a clear and concise manner, and are designed to be easy to
understand for young readers.
- Preguntas y respuestas: A section where readers can submit questions and receive answers from
experts in various fields. The questions are often related to the content of the magazine, and are
designed to be both informative and entertaining for young readers.

Table 13: An example from the refinement stage of SIPO on HelpSteer.
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