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Abstract

Large Language Models (LLMs) have been in-
creasingly adopted for health-related tasks, yet
their performance in depression detection re-
mains limited when relying solely on text input.
While Retrieval-Augmented Generation (RAG)
typically enhances LLM capabilities, our ex-
periments indicate that traditional text-based
RAG systems struggle to significantly improve
depression detection accuracy. This challenge
stems partly from the rich depression-relevant
information encoded in acoustic speech pat-
terns — information that current text-only ap-
proaches fail to capture effectively. To address
this limitation, we conduct a systematic anal-
ysis of temporal speech patterns, comparing
healthy individuals with those experiencing de-
pression. Based on our findings, we introduce
Speech Timing-based Retrieval-Augmented
Generation, SpeechT-RAG, a novel system that
leverages speech timing features for both ac-
curate depression detection and reliable confi-
dence estimation. This integrated approach not
only outperforms traditional text-based RAG
systems in detection accuracy but also enhances
uncertainty quantification through a confidence
scoring mechanism that naturally extends from
the same temporal features. Our unified frame-
work achieves comparable results to fine-tuned
LLMs without additional training while simul-
taneously addressing the fundamental require-
ments for both accuracy and trustworthiness in
mental health assessment.

1 Introduction

Large Language Models (LLMs)(Brown et al.,
2020; Achiam et al., 2023) have been extensively
utilized in health-related applications, achieving
notable success in tasks such as medical evi-
dence summarization(Tang et al., 2023), support-
ing decision-making in general surgery (Oh et al.,
2023), and assisting in gastroenterological diag-
noses (Lahat et al., 2023). These models have
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Figure 1: Motivation for Speech Timing-based RAG.
While visual RAG systems can leverage distinct entities
as retrieval keys (left), identifying analogous "key enti-
ties" in speech for depression detection is challenging.

demonstrated exceptional capabilities in transform-
ing traditional healthcare workflows by efficiently
processing complex medical data and enhancing
decision-making processes. However, in special-
ized domains like depression detection, LLMs
based solely on text have shown limited effec-
tiveness (Ohse et al., 2024; Zhang et al., 2024d;
Wu et al., 2023b), often requiring extensive task-
specific fine-tuning and large annotated datasets to
achieve satisfactory results. This reliance on sig-
nificant training resources makes their application
to depression detection both time-consuming and
costly.

When the performance of LLMs is restricted,
Retrieval-Augmented Generation (RAG) is often
employed as an alternative. By allowing LLMs
to retrieve task-specific information from external
sources during inference, RAG has shown promise
in mitigating the need for extensive fine-tuning
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Figure 2: Overview of method: (1) extract acoustic landmarks and encode temporal information using durations
between consecutive bigram pairs; (2) identify statistically significant landmark pairs that differentiate depression
from health based on duration features; and (3) utilize timing keys and text-based representations for RAG.

across many tasks (Guu et al., 2020; Lewis et al.,
2020). However, in the context of depression de-
tection, the limited performance of RAG high-
lights the inherent constraints of text-based ap-
proaches shown in our experiment. These limi-
tations stem from text’s inability to capture critical
non-verbal cues, such as tone, prosody, and tim-
ing, which play a significant role in identifying
depression (Williamson et al., 2013; Quatieri and
Malyska, 2012). Therefore, it is crucial to address
these gaps by seeking additional sources of infor-
mation that can complement text-based methods
and overcome their inherent limitations.

Numerous studies have demonstrated that acous-
tic features in speech, particularly temporal and
prosodic patterns, contain rich information highly
relevant to depression detection, and many exist-
ing works have successfully leveraged these acous-
tic characteristics as the primary modality for this
task (Huang et al., 2019a; Zhao et al., 2020). How-
ever, directly integrating acoustic features into text-
based LLMs has often been detrimental to their
performance (Zhang et al., 2024a,d), making multi-
modal RAG a promising alternative. In computer
vision, RAG systems frequently utilize salient vi-
sual elements or regions of interest (such as objects
or scene segments) as input to retrieve relevant in-
formation (Jian et al., 2024; Xia et al., 2024), but an
analogous technique for identifying and utilizing
key acoustic segments is lacking in the speech do-
main. Furthermore, speech-enabled LLMs typically
rely on encoders capable of processing only up to
30 seconds of audio (Liu et al., 2022; Chu et al.,
2023; Radford et al., 2023; Liu et al., 2024), which
limits their applicability for tasks requiring long-
term context (Zhang et al., 2025c; Chen et al., 2025;
Zhang et al., 2024b). This constraint poses a sig-
nificant challenge for depression detection, as the
task often necessitates analyzing extended acoustic
patterns across entire conversations (Zhang et al.,
2024d; Sun et al., 2022). Given these limitations,
directly using speech LLMs is impractical for this

domain, prompting the need to explore alternative
approaches that leverage the advantages of text-
based LLMs while effectively incorporating acous-
tic information from speech.

Building on the aforementioned limitations, a
key research question emerges:

How can acoustic temporal patterns from speech
be integrated into text-based LLMs for depression
detection without training the LLMs?

To address this question, it is essential to de-
velop a speech-based RAG framework. The central
challenge lies in identifying the "region of interest"
within acoustic patterns that can act as the optimal
key for the RAG process. This region must en-
capsulate the distinguishing temporal and prosodic
features that separate individuals with depression
from healthy individuals, enabling the retrieval and
generation components to better leverage acoustic
information and achieve robust, scalable perfor-
mance in depression detection. Prior research has
established that acoustic landmarks provide criti-
cal features for depression detection systems, with
particular emphasis on the discriminative power of
their temporal patterns in differentiating between
individuals with and without depression. (Zhang
et al., 2024d; Huang et al., 2019a,c,b). Building
on this insight, we designed the Speech Timing-
based Retrieval-Augmented Generation framework,
SpeechT-RAG, which leverages acoustic temporal
patterns from landmarks to integrate speech infor-
mation into text-based LLMs for depression detec-
tion without requiring additional training.

In developing our framework, we observed that
these acoustic temporal patterns not only serve as
effective features for depression detection but also
naturally encode prediction reliability. While tradi-
tional methods for generating confidence scores of-
ten face challenges with LLMs (Yona et al., 2024a;
Wu et al., 2024), the temporal patterns we iden-
tify through acoustic landmarks provide an inter-
pretable basis for assessing prediction reliability.
This insight enables us to develop an integrated
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Table 1: Descriptions of the seven acoustic landmarks
used in this study (Liu, 1996; Zhang et al., 2024d).

Landmark Description
g Onset (+) or offset (–) of vocal

fold vibrations.
b Onset (+) or offset (–) of turbu-

lent noise during obstruent re-
gions.

s Onset (+) or offset (–) of nasal
releases or closures.

v Onset (+) or offset (–) of voiced
frication.

p Onset (+) or offset (–) of period-
icity in voiced patterns.

f Onset (+) or offset (–) of frication
in unvoiced patterns.

j Abrupt upward jump (+) or
abrupt downward jump (–) in F0

approach where temporal information drives both
detection and uncertainty quantification, enhanc-
ing system reliability in contexts where trustworthy
decision-making is essential.

2 Preliminary

2.1 Acoustic Landmark

The concept of acoustic landmarks originates
from studies on distinctive features (Garvin, 1953;
Zhang et al., 2024c), emphasizing their role in pho-
netic contrasts and speech comprehension. Re-
searchers have proposed that listeners rely on
acoustic landmarks to extract essential cues for
interpreting distinctive features, underscoring their
significance in auditory processing (Liu, 1996).
Over the years, acoustic landmarks have been ex-
tensively explored in various domains, including
speech recognition (Liu, 1996; He et al., 2019),
and more recently, in the field of depression detec-
tion (Huang et al., 2018, 2019a; Zhang et al., 2024d,
2025a), where they have shown potential for iden-
tifying speech patterns indicative of mental health
conditions. Recent studies further suggest that the
temporal information embedded within acoustic
landmarks may hold particular value for applica-
tions in the health domain (Ishikawa et al., 2017;
Huang et al., 2019a).

2.2 Computer Vision Retrieval-Augmented
Generation

As illustrated in Figure 1, a common approach in
computer vision for RAG involves extracting key
entities or regions of interest from images (Jian
et al., 2024; Xia et al., 2024), such as objects or
salient areas, to serve as keys for retrieval and in-
puts for generation. This process effectively identi-
fies distinctive features between images, enabling
models to focus on task-relevant variations and im-
prove interpretability. In contrast, speech lacks
well-defined structures that can serve as analogous
keys for RAG. Unlike visual data, where spatial
features are clear, existing speech studies primarily
rely on frame-level features or aggregated embed-
dings (Wu et al., 2023a, 2024), which often over-
look nuanced temporal dynamics crucial for tasks
like depression detection (Dineley et al., 2024).
This gap highlights the need for innovative meth-
ods to define and extract meaningful keys from
speech that align with the RAG paradigm.

3 SpeechT-RAG Framework

Our methodology involves three steps: First, we
extract acoustic landmarks and construct sequen-
tial bigram pairs, embedding temporal information
through their durations. Second, we identify sta-
tistically significant landmark pairs that exhibit no-
table differences between the two groups based
on their duration statistics. Finally, we leverage
these timing keys and text-based representations of
temporal information to perform RAG with LLMs.

3.1 Landmark Extraction and Consecutive
Bigram Construction

Previous studies have shown that temporal infor-
mation is crucial for effective depression detection,
as timing and rhythm often exhibit distinct pat-
terns in affected individuals (Huang et al., 2019a,c;
Dineley et al., 2024). To capture this essential tem-
poral information, we leverage acoustic landmarks,
which serve as indicators of key acoustic changes in
speech, such as transitions between voiced and un-
voiced regions, the onset of bursts, or sustained en-
ergy patterns in syllabic regions (Liu, 1996; Boyce
et al., 2012; Zhang et al., 2024c). By utilizing the
durations between consecutive acoustic landmarks,
we extract the intrinsic temporal features embed-
ded within speech signals, enabling a more precise
analysis of timing patterns critical for identifying
depression-specific characteristics.
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Figure 2 stage one illustrates the process
of extracting acoustic landmarks from speech,
with a primary focus on the temporal inter-
vals—durations—between consecutive landmarks
as the core feature of interest. Table 1 lists the spe-
cific landmarks employed in this study, including
glottal (g), indicating vocal fold vibrations; burst
(b), representing plosive events; syllabic (s), cap-
turing vowels and sustained sonorants; frication
(f) and voiced frication (v), identifying unvoiced
and voiced fricatives; and periodicity (p), denot-
ing recurring voiced patterns. Jump (j), denotes
abrupt change in F0. These landmarks collectively
provide a comprehensive framework for analyzing
the temporal dynamics of speech.

To encode the temporal relationships, we con-
struct landmark bigrams by pairing consecutive
landmarks within each utterance (Huang et al.,
2019a,c). For two sequential landmarks li and li+1,
the bigram is defined as bi→i+1 = (li, li+1), and
the corresponding duration is computed as:

di→i+1 = t(li+1)− t(li), (1)

where t(li) represents the timestamp of landmark
li. This duration captures the temporal interval
between two adjacent distinctive events, offering
insights into speech timing. Unlike frame-based
representations, this approach emphasizes the natu-
ral sequence and timing of events, characterizing
the rhythmic properties of acoustic speech.

To analyze these durations, we calculated an en-
hanced set of statistical features for each landmark
bigram. While previous work (Huang et al., 2019a)
utilized basic statistics like mean and standard devi-
ation, we introduce the interquartile range (IQR) to
better capture the robustness of temporal variations,
as IQR is less sensitive to outliers that commonly
occur in natural speech patterns. Our statistical
feature set includes the mean, median, standard
deviation, interquartile range (IQR), minimum, and
maximum values:

Statistical = {µ,med, σ, IQR,min,max}. (2)

These features provide a detailed characterization
of the temporal patterns in speech, preparing for
distinguishing between healthy individuals and
those with depression.

3.2 Identifying Distinctive Landmark Pairs
To identify the landmark pairs that exhibit sta-
tistically significant differences between healthy

Table 2: Top 5 landmark pairs with the lowest p-values

Landmark Pair U -Statistic p-Value Health µ Depression µ

+s − −v 23042.5 0.00078 0.0795 0.0991
+j − −v 33793.5 0.00112 0.0309 0.0197
−v − +j 43035.5 0.00193 0.0725 0.0548
−v − −j 30640.5 0.01029 0.0523 0.0670
+g − −v 32691.0 0.01097 0.0100 0.0088

individuals and those with depression, We uti-
lized the Mann-Whitney U test (McKnight and
Najab, 2010) to systematically identify landmark
bigram pairs whose duration distributions differ
significantly between the non-depressed and de-
pression groups. For a given bigram pair bi→i+1 =
(li, li+1), its aggregated duration set Dbi→i+1

con-
sists of durations calculated across all samples.
Specifically, we computed the set of statistical fea-
tures {mean, variance, interquartile range, . . . } for
Dbi→i+1

. The Mann-Whitney U test was then ap-
plied to compare the feature distributions between
the health and depression groups for each bigram
pair:

U, p = MannWhitneyU(Dhealth
bi→i+1

, D
depression
bi→i+1

)
(3)

where p-values below 0.05 indicate significant dif-
ferences in the temporal patterns of the bigram pair
between the two groups.

Table 2 highlights the top five landmark pairs
with the lowest p-values, indicating significant dif-
ferences in their durations between the health and
depression groups. These pairs, such as +s−−v
and +j−−v, demonstrate how temporal dynamics
captured by landmark bigrams can effectively dis-
tinguish between the two groups. For subsequent
tasks, we focus exclusively on those landmark bi-
grams with p-values less than 0.05, utilizing their
statistical features to represent depression-specific
characteristics.

3.3 SpeechT-RAG Framework
Implementation

To effectively integrate speech timing information
into the LLM for depression detection, we lever-
age a Speech Timing-Based Retrieval-Augmented
Generation (RAG) framework as shown in Figure 2
stage 3. This framework selects representative ex-
amples from the training set based on mutual infor-
mation (MI) scores and incorporates their temporal
information into the text-based LLM.

MI measures the dependency between two ran-
dom variables X and T . The MI for the ran-
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dom variable X ∈ RL×D and random variable
T ∈ RL×D is expressed as:

Ii(X;Ti) = H(X)−H(X | Ti)
= DKL (P (X,Ti) ∥ P (X)⊗ P (Ti))

(4)

where H(X) is the entropy of X and H(X |
T ) is the conditional entropy of X given
T , DKL denotes KL-divergence. Since directly es-
timating I(X;T ) is computationally intractable,
MINE (Belghazi et al., 2018) approximates MI us-
ing a deep neural network, an approach that has
found wide application across various domains (Ra-
vanelli et al., 2020; Zhang et al., 2025b):

IΘ(X;T ) = EP (X,T )[ψθ]− log(EP (X)P (T )[e
ψθ ]) (5)

where ψθ is a statistics network parameterized
by θ. Gradients of ψθ are computed by random
batch sampling, ensuring efficient estimation of
I(X;T ).

For each training sample xtrain, we compute its
MI with a test sample xtest, resulting in a set of
MI scores. To ensure robustness, we calculate the
average MI across test samples as:

Ī(xtrain) =
1

M

M∑

j=1

I(xj
test,xtrain) (6)

where M is the number of test samples. Based on
these MI scores, the top n training examples most
similar to the test sample are selected, including
n examples each from the health and depression
classes:

R = H ∪D, |H| = |D| = n, (7)

where H and D denote the selected health and de-
pression examples, respectively.

To incorporate timing information into the LLM,
the temporal features (e.g., mean, variance) of land-
mark bigram durations are converted into a struc-
tured text format. Each timing sequence is format-
ted as:

tsample = Format(dbigram) (8)

where dbigram represents the statistical features of
bigram durations. For example:

tsample : +s–v (mean: 0.08, var: 0.01), (9)

Here, +s–v represents a transition from a syllabic
onset to a voiced frication.

The formatted representations of the retrieved
examples are concatenated with the timing infor-
mation of the test sample to construct a prompt:

P = texample1 + texample2 + · · ·+ ttest (10)

where + denotes concatenation. The prompt, along
with an instruction, is fed into the LLM for classifi-
cation. The LLM generates predictions for the test
sample as either Health or Depression.

4 Confidence Score Estimation

Confidence estimation is a critical component of
health-related AI systems, offering a measure of
reliability for predictions, which is essential for
clinical decision-making (Edin et al., 2024; Kang
et al., 2024). While traditional machine learning
systems frequently employ confidence scoring tech-
niques (Wu et al., 2024), their application to LLMs
remains challenging (Yona et al., 2024b; Chaudhry
et al., 2024). To address this, we propose a frame-
work based on Gaussian Process Classifiers (GPCs)
that leverages speech timing information, specif-
ically the temporal features of landmark bigrams
with p-values below 0.05, to predict confidence
scores.

Gaussian Process Classifier Using Speech Tim-
ing Information. The GPC models the relation-
ship between input features and class labels within
a probabilistic framework. Here, the input feature
vector x ∈ Rd is constructed using the statistical
characteristics (e.g., mean, variance) of durations
from landmark bigrams identified as significant
(p < 0.05) in the earlier analysis, where d is the di-
mensionality of the feature vector. The class label
y ∈ {0, 1} denotes either the depression or health
category.

The GPC predicts class probabilities P (y | x)
using a radial basis function (RBF) kernel:

k(x,x′) = σ2 exp

(
−∥x− x′∥2

2l2

)
(11)

where σ2 is the signal variance and l is the length
scale, which controls the smoothness of the kernel
function. This kernel facilitates capturing the non-
linear relationships in the timing features, allowing
robust probabilistic modeling of the speech data.

For a test feature vector xtest, the confidence
score C is derived from the predicted probabilities
as:

C = max(P (y = 0 | xtest), P (y = 1 | xtest)) (12)
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Expected Calibration Error (ECE) ECE is a
widely used metric to evaluate the quality of con-
fidence scores by measuring their alignment with
observed accuracies (Chaudhry et al., 2024; Wu
et al., 2024). For n test samples, ECE is computed
as:

ECE =

B∑

b=1

|Bb|
n

|conf(Bb)− acc(Bb)| (13)

where Bb denotes the set of samples in the b-th bin,
and |Bb| is the number of samples in the bin. A
smaller ECE value indicates better model calibra-
tion.

5 Experiments

5.1 Experiments Setup

Dataset The DAIC-WOZ dataset (DeVault et al.,
2014) is widely regarded as a benchmark resource
for depression detection tasks. It comprises 189
recordings of clinical interviews conducted be-
tween interviewers and patients. Within the train-
ing set, 30 out of 107 interviews are labeled as
depressed, while the development set contains 35
interviews, with 12 categorized as depressed. Fol-
lowing the practices of prior research, e.g. (Gong
and Poellabauer, 2017; Shen et al., 2022; Wu et al.,
2022, 2023a), our experimental results are evalu-
ated on the development set.

Model Configurations We selected our eval-
uation models based on parameter efficiency
and context processing capabilities. From the
Llama2 family (Touvron et al., 2023), we included
both base models (Llama2-7B, Llama2-13B) and
their instruction-tuned variants (Llama2-7B Chat,
Llama2-13B Chat) to assess the impact of instruc-
tion tuning. We also incorporated Llama3 mod-
els (Dubey et al., 2024) (Llama3-8B-Instruct and
Llama3-8B) for their enhanced context processing
abilities. For Text-RAG baseline, we employed
the SentenceTransformer (Reimers and Gurevych,
2019) model all-MiniLM-L6-v2 to compute em-
beddings and rank examples using cosine similarity,
retrieving the top n examples (n = 1 or 2) from the
training set.

5.2 Main Results

Table 3 demonstrates the superior performance of
our SpeechT-RAG approach over traditional Text-
RAG methods in depression detection. As shown

Table 3: F1 scores across different large language mod-
els and retrieval methods. The results for Speech Self-
Supervised (SSL) models and Llama2 Fine-tune are
taken from (Wu et al., 2023a) and (Zhang et al., 2024d),
which applied extensive data augmentation specifically
for depression detection. The "Method" column speci-
fies the retrieval or input type, while the "Examples" col-
umn indicates the number of retrieved examples used.

Model Method Examples F1-avg F1-max F1-std

Speech SSL Baselines Wav2Vec 2.0 - 0.627 0.667 0.043
HuBERT - 0.667 0.762 0.052
WavLM - 0.700 0.750 0.024

Llama2 7B Chat Zero-shot 0 0.195 0.207 0.023
Fine-tune - 0.488 - -

Timing-RAG 2 0.563 0.600 0.032

Llama2 7B Zero-shot 0 0.173 0.182 0.011
Fine-tune - 0.578 - -

Timing-RAG 2 0.548 0.571 0.030

Llama2 13B Chat Zero-shot 0 0.186 0.191 0.005
Fine-tune - 0.545 - -

Timing-RAG 2 0.528 0.533 0.007

Llama2 13B Zero-shot 0 0.249 0.300 0.037
Fine-tune - 0.636 - -

Timing-RAG 2 0.516 0.581 0.058

Llama3 8B Zero-shot 0 0.528 0.537 0.008
Text-RAG 1 0.458 0.487 0.020
Text-RAG 2 0.292 0.316 0.038

Timing-RAG 1 0.507 0.571 0.047
Timing-RAG 2 0.601 0.640 0.026
Timing-RAG 4 0.651 0.692 0.048

Llama3 8B Instruct Zero-shot 0 0.517 0.537 0.021
Text-RAG 1 0.627 0.643 0.021
Text-RAG 2 0.304 0.316 0.008

Timing-RAG 1 0.497 0.500 0.007
Timing-RAG 2 0.624 0.625 0.002
Timing-RAG 4 0.692 0.733 0.049

by the F1 scores, SpeechT-RAG exhibits consis-
tent improvement with an increasing number of
retrieved examples, highlighting the importance
of temporal speech patterns in distinguishing be-
tween depressed and healthy individuals. In con-
trast, Text-RAG’s performance deteriorates with
additional retrieved examples, suggesting that text-
based retrieval introduces noise that compromises
classification accuracy.

The effectiveness of SpeechT-RAG is further val-
idated across different model architectures. Despite
Llama2’s context window limitation allowing only
two retrieved examples, it achieves performance
comparable to fine-tuned models — establishing
SpeechT-RAG as a resource-efficient alternative for
scenarios with limited data or computational con-
straints. Leveraging Llama3’s expanded context ca-
pacity, SpeechT-RAG demonstrates even stronger
performance gains by effectively incorporating up
to four examples, underscoring the scalability of
our approach.
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Figure 3: Attention scores across different landmark pairs for varying Transformer layers. Subfigures represent
attention scores computed for early, middle, final, and all layers.

Table 4: Comparison of ECE results for Llama3 models
and baselines. The results for MCDP (Gal and Ghahra-
mani, 2016) and PWLM (Wu et al., 2024) baselines
are derived from (Gal and Ghahramani, 2016) and (Wu
et al., 2023a), respectively. The ECE values are cal-
culated based on overall accuracy for the depression
detection task. Mean ECE and standard deviation (Std)
are reported.

Model Mean ECE (↓) ECE Std

PWLM 0.183 0.009
Llama3 8B MCDP 0.349 0.002
Llama3 8B Instruct MCDP 0.340 0.003

Llama3 8B 0.0674 0.0481
Llama3 8B Instruct 0.0276 0.0274

Table 4 presents the Expected Calibration Error
(ECE) analysis, comparing our Timing-RAG ap-
proach with two established calibration methods.
The first baseline, PWLM (Wu et al., 2023a), is a
self-supervised speech model specifically trained
for depression detection, with results cited from the
original work. The second baseline, MCDP (Wu
et al., 2024),employs Monte Carlo Dropout during
prediction to estimate model uncertainty and was
evaluated using both Llama3 8B and Llama3 8B
Instruct models.

Our experimental results demonstrate the su-
perior calibration performance of Timing-RAG.
While MCDP achieves reasonable calibration with
ECE values of 0.33 and 0.34, our Timing-RAG
implementation with Llama3 8B and Llama3 8B
Instruct models achieves substantially lower mean
ECE values of 0.0674 and 0.0276, respectively.
The consistently low standard deviations across tri-
als further validate the reliability of our approach.
These results underscore how incorporating speech
timing information through Timing-RAG signifi-
cantly enhances both the calibration quality and
prediction reliability in LLM-based depression de-
tection.

6 Discussion

6.1 Landmark Pair Importance Analysis

To gain a deeper understanding of how the Llama3
Instruct model leverages speech timing informa-
tion for decision-making, we analyzed its atten-
tion mechanisms across different stages of process-
ing. We selected the Llama3 Instruct model for
this analysis based on its demonstrated stability
and consistently high F1 scores across multiple ex-
periments. The model’s layers were categorized
into three distinct groups: early layers (layers 2-
4), middle layers (20%-80% of total layers), and
final layers (the last 4 layers), enabling us to track
the evolution of attention patterns throughout the
model’s processing pipeline.

For each layer group, we computed attention
scores by identifying and aggregating attention
weights assigned to tokens corresponding to land-
mark pairs in the input sequence. To quantify the
importance of each landmark pair, we developed a
scoring mechanism that considers both the magni-
tude and consistency of attention:

Score = µ× (1 + 0.5 · σ) (14)

where µ represents the mean attention score and
σ denotes the standard deviation across layers. This
formulation extends beyond simple averaging by
incorporating variance information, allowing us to
distinguish between two scenarios: landmark pairs
that maintain steady, high attention across layers
(indicating consistent relevance to the model’s de-
cision process) versus those that receive sporadic
high attention but may not be consistently mean-
ingful. The scaling factor of 0.5 was empirically
chosen to balance the influence of consistency ver-
sus absolute attention magnitude.

Building upon the earlier analysis of the model’s
attention mechanism, we observed that in the early
layers, the Llama3 Instruct model prioritizes land-
mark pairs such as +s → −v and −v → +j,
which closely align with the most significant land-
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Figure 4: Acoustic analysis of speech segments for landmark pair (+s, -v): (a) Energy distribution across frequency
bands; (b) Spectral bandwidth distribution; (c) Spectral centroid distribution; and (d) Spectral rolloff distribution,
comparing depression and health groups.

mark pairs identified in our speech signal analy-
sis, based on the lowest p-values. This similar-
ity suggests that, similar to speech self-supervised
learning (SSL) models (Hsu et al., 2021; Pasad
et al., 2021; Chung et al., 2021), the Llama3 In-
struct model may focus on low-level features in its
early layers. This pattern suggests that both speech
pre-trained models and text pre-trained models may
first focus on low-level information before shifting
to high-level information in their decision-making
process for depression detection. In the middle
and final layers, the Llama3 Instruct model focuses
on similar landmark pairs, indicating a consistent
attention pattern as the model processes speech fea-
tures. These landmark pairs, such as +s → −v
and −v → +j,often associated with more abrupt
changes in speech. The focus on these landmark
pairs suggests that, in the deeper layers, the model
emphasizes landmarks that represent more dynamic
and notable speech features.

6.2 Acoustic Validation of Detection-Critical
Landmark Pairs

Based on our analyses of both LLM attention pat-
terns and statistical tests, we observed a consistent
emphasis on the landmark pair (+s, -v), which ap-
pears to be particularly informative for depression
detection. This finding motivates a detailed acous-
tic investigation of speech segments marked by
this landmark pair. As shown in Figure 4, we ana-
lyzed four key spectral features. The energy band
distribution analysis reveals that healthy subjects
maintain notably higher energy levels across all
frequency bands, with the most pronounced differ-
ence in the speech fundamental frequency range
(500Hz-2kHz). This difference suggests reduced
vocal energy in depressed speech, particularly in
frequencies crucial for speech articulation. For
each band b, we calculate the normalized energy
Eb as:

Eb =
1

N

∑

f∈b
|X(f)|2 (15)

The spectral bandwidth distribution shows that de-
pressed subjects exhibit a more compressed fre-
quency spread, indicating less variability in their
vocal frequency components. This reduced band-
width suggests a more monotonic speech pattern,
which aligns with clinical observations of reduced
prosodic variation in depression (Peper and Lin,
2012; Quatieri and Malyska, 2012). The spectral
centroid distribution further supports this finding,
showing that depressed speech tends to have lower
centroid values. This indicates that the center of
mass of the frequency spectrum is shifted towards
lower frequencies, suggesting a less "bright" or
more dampened vocal quality characteristic of de-
pressed speech. The spectral roll-off analysis, rep-
resenting the frequency below which 85% of the
spectral energy is contained, reveals that depressed
speech consistently shows lower roll-off frequen-
cies. This indicates a concentration of energy in
lower frequency bands, further supporting the ob-
servation of reduced vocal expressiveness and en-
ergy in depressed speech patterns.

Collectively, these acoustic findings suggest that
our landmark-based timing system captures spe-
cific energy patterns at critical acoustic transi-
tions. The differences in energy distribution and
frequency composition during the (+s, -v) segments
demonstrate that these temporal transition points
serve as meaningful acoustic indicators for depres-
sion detection.

7 Conclusion

In this paper, we have introduced SpeechT-RAG,
a novel Retrieval-Augmented Generation frame-
work that leverages acoustic temporal patterns for
depression detection and uncertainty assessment.
Through systematic analysis of LLM attention
mechanisms and speech characteristics, we demon-
strated how temporal information embedded in
acoustic landmark pairs can simultaneously serve
two critical functions: capturing depression-related
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patterns (such as reduced energy levels and dimin-
ished vocal expressiveness) and providing a natural
basis for assessing prediction reliability. The dual
utility of these temporal features enables our uni-
fied framework to not only achieve strong detection
performance but also offer interpretable confidence
estimation without additional computational over-
head. These findings demonstrate how domain-
specific temporal patterns can enhance both the
accuracy and reliability of LLM frameworks, ad-
vancing the development of trustworthy systems.

Limitations

A key limitation of our study is its reliance on
the DAIC-WOZ dataset. While this dataset repre-
sents the current standard in multimodal depression
recognition research and remains the only publicly
accessible resource for speech-based depression
analysis, this singular focus may impact the gen-
eralizability of our findings. The scarcity of avail-
able datasets in this domain stems from the signifi-
cant privacy and ethical considerations surrounding
mental health data collection. Nevertheless, our ap-
proach of conducting comprehensive analysis on
this widely-used benchmark aligns with established
research practices in the field of speech depression
detection.

Ethics Statement

Our research utilizes the DAIC-WOZ dataset,
which has undergone rigorous de-identification pro-
cedures to ensure participant privacy protection.
However, we acknowledge important ethical con-
siderations regarding the deployment of our system.
While our approach demonstrates improved accu-
racy in processing speech patterns for depression
detection, the current performance level may not
yet meet the stringent requirements for clinical ap-
plications. Like all machine learning models, our
system may exhibit inherent biases that could lead
to incorrect observations or classifications. There-
fore, we emphasize that any practical implementa-
tion of this technology should be conducted under
careful professional supervision, with our system
serving as a supportive tool rather than a primary
diagnostic mechanism.
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A Example Prompts

A.1 Zero Shot Prompt Example

You are a mental health expert.

Your task is to classify if a patient is
depressed or healthy based on their
dialogue.

You must respond with ONLY ONE WORD:
either ’Depressed ’ or ’Health ’.

Conversation:
{dialogue}

Diagnosis:

A.2 Text Rag Prompt Example

You are a mental health expert.

Your task is to classify if a patient is
depressed or healthy based on their
dialogue.

You must respond with ONLY ONE WORD:
either ’Depressed ’ or ’Health ’.

"Case {idx}:
{example[’dialogue ’]

Classification: {label}

Here are some example cases with their
classifications:

{dialogue}

Now classify the following case with
ONLY ONE WORD (Depressed or Health):

{dialogue}

Classification:

A.3 Speech-Timing Rag Prompt Example

"The task is to classify patients as ’
Depression ’ or ’Health ’ based on
their statistical feature patterns.
"

"Each example below shows a sequence of
statistical values followed by the
correct classification Class."

format_example(item[’
bigram_durations_statics ’], item[’
label ’])

Class:
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