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Abstract

Active Learning (AL) allows models to learn in-
teractively from user feedback. However, only
annotating existing samples may hardly bene-
fit the model’s generalization. Moreover, AL
commonly faces a cold start problem due to
insufficient annotated data for effective sample
selection. To address this, we introduce a coun-
terfactual data augmentation approach inspired
by Variation Theory, a theory of human concept
learning that emphasizes the essential features
of a concept by focusing on what stays the same
and what changes. We use a neuro-symbolic
pipeline to pinpoint key conceptual dimensions
and use a large language model (LLM) to gener-
ate targeted variations along those dimensions.
Through a text classification experiment, we
show that our approach achieves significantly
higher performance when there are fewer an-
notated data, showing its capability to address
the cold start problem in AL. We also find that
as the annotated training data gets larger, the
impact of the generated data starts to diminish.
This work demonstrates the value of incorpo-
rating human learning theories into the design
and optimization of AL.

1 Introduction

Active learning (AL) allows users to provide fo-
cused annotations to integrate human preferences
and domain knowledge into machine learning mod-
els (Settles, 2009). It relies on a human’s itera-
tive annotations to build and refine model perfor-
mance (Budd et al., 2021). As a result, the model’s
performance improvement with each annotation
round depends on both the quality and quantity of
annotated data. However, AL faces a cold start
problem: in the early stages, when annotated data
is limited, the model is often unstable and struggles
to make informed decisions about which instances
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Figure 1: Our approach combines neuro-symbolic pat-
terns with in-context learning to generate Variation
Theory-based counterfactual examples for active learn-
ing.

to query for labeling, which hinders its initial per-
formance (Yuan et al., 2020).

Counterfactual data augmentation techniques
have been shown to enhance model performance
(Yang et al., 2022a; Wang and Culotta, 2020; Reddy
et al., 2023). Synthesized counterfactual data can
be more effective in capturing meaningful varia-
tions than real data selected from the dataset. How-
ever, the scalable generation and selection of aug-
mented data have been a consistent challenge (Liu
et al., 2022; Li et al., 2023a). To address this,
DISCO (Chen et al., 2023) proposed a method
for automatically generating counterfactual data
using task-agnostic models. Despite its robust ap-
proach to augmented data, DISCO’s use of a black-
box pipeline makes debugging and improving the
model difficult, and does not allow meaningful pre-
sentation of variations that facilitate effective hu-
man annotation and sensemaking.

To address this, we propose a counterfactual
generation pipeline that uses neuro-symbolic pat-
terns to identify important features and uses them
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to guide the LLM’s counterfactual generation 1.
To motivate this approach, we draw on neuro-
symbolic AI, which combines the representational
power of neural networks with the interpretability
and structure of symbolic reasoning (Hitzler and
Sarker, 2022). Neuro-symbolic models integrate
learned patterns with human-understandable rules,
enabling systems to generalize in a transparent rea-
soning process. In the context of counterfactual
generation, this hybrid approach allows us to gener-
ate examples that vary meaningfully along concep-
tually relevant dimensions while maintaining struc-
tural and semantic consistency. Specifically, we use
a programming-by-example approach (Gulwani,
2011) to generate neuro-symbolic patterns (Ge-
breegziabher et al., 2023). These patterns capture
the syntactic and semantic similarities among sim-
ilarly labeled examples. We then use the learned
patterns to guide the LLM to generate counterfac-
tual examples to be used in consecutive rounds of
model re-training. The generated counterfactual
examples change the assigned label into a differ-
ent label while still keeping the original symbolic
pattern in the data. In doing so, the generated ex-
amples introduce more meaningful variability in
the data for subsequent model training. To further
ensure the quality of the generated counterfactual
examples, we design a three-step automatic filter-
ing pipeline.

This paper makes the following contributions:

Evaluating the quality of generated counterfac-
tual examples We assess the quality of generated
counterfactual examples using a three-stage filter-
ing mechanism. We define a high-quality counter-
factual as a sentence that eliminates the original
label (soft flip) while introducing the target label
(label flip). The results show a high Soft Label
Flip Rate (SLFR)—the rate of removal of original
labels from counterfactual examples, and a high
level of consistency in Label Flip Rate (LFR)—the
rate of changing original labels into target labels in
generated counterfactual examples. By evaluating
how often new examples meaningfully alter the
original label and capture valuable variations, we
can assess the efficacy of the examples produced.

Evaluating the effectiveness of Variation The-
ory in active learning We investigate how in-
corporating Variation Theory into active learning

1github.com/SimretA/Variation-Theory-in-
Counterfactual-Data-Augmentation

can improve robustness and address cold-start chal-
lenges (Yuan et al., 2020). Using a classifica-
tion task, we compare our counterfactual-based
method against four baselines—random, cluster-
based, uncertainty-based selection, and counter-
factuals without Variation Theory. Across three
datasets and two models, our approach achieves
up to 2× higher performance with fewer than 70
annotations. The benefits diminish as annotation
volume grows, highlighting its effectiveness in low-
data, cold-start settings. We also analyze the roles
of annotation selection, syntactic diversity, and se-
mantic diversity in driving this performance gain.

2 Related Work

2.1 Active Learning

Active Learning (AL) in machine learning is an ap-
proach in which the learning algorithm selectively
chooses informative data points for model train-
ing. Although most sampling strategies rely on a
pool of unlabeled data (Fu et al., 2013), there are
strategies that synthesize data points in real time for
annotation (Schumann and Rehbein, 2019). The
second approach, also called Membership Query
Synthesis (MQS) creates new examples that inform
the model with more representative scenarios by ei-
ther modifying existing instances (Wu et al., 2023,
2021) or generating new instances (Schumann and
Rehbein, 2019).

In domains with scarce annotated data, data aug-
mentation methods aim to enhance the quantity and
quality of training data (Yang et al., 2022b). Tradi-
tional data augmentation techniques, such as geo-
metric transformations and color space alterations,
do not modify the fundamental causal generative
process. As a result, they do not counteract biases
like spurious correlations (Kaushik et al., 2021).

2.2 Data Generation and Augmentation

Counterfactual data augmentation has been widely
used to counteract spurious correlations in
data (Denton et al., 2020; Liu et al., 2021; Yang
et al., 2022a; Wang and Culotta, 2020). This ap-
proach employs counterfactual inference to con-
trol generative factors, facilitating the genera-
tion of samples that can address confounding
biases. Many existing strategies use dataset-
specific counterfactual augmentation methods in
specific domains, such as sentiment analysis (Yang
et al., 2022a; Kaushik et al., 2020), named entity
recognition (Ghaddar et al., 2021), text classifica-
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tion (Wang and Culotta, 2020), and neural machine
translation (Liu et al., 2021). A popular approach
to address spurious dependence in NLP datasets is
to use human-guided counterfactual augmentation
through crowd sourcing (Kaushik et al., 2021; Joshi
and He, 2022). This approach presents individuals
with data and preliminary labels, asking them to
modify the data for an alternate label while avoid-
ing unnecessary edits (Kaushik et al., 2020). This
method depends on human efforts and expertise to
overcome the challenge of automatically translat-
ing raw text into important features.

LLMs have been shown to possess extensive
generative capacity, making them useful tools for
counterfactual data generation. Li et al. (2023a)
introduced a method utilizing LLMs to generate
domain-specific counterfactual samples through
prompt design, highlighting the alignment between
the efficacy of LLMs in domain-specific counter-
factual generation and their overall proficiency in
that domain. Although in-context learning has been
a promising direction to get LLMs to perform dif-
ferent tasks, Min et al. (2022) identified several key
factors that influence its effectiveness, including
the demonstration of the label space, the input text
distribution, and the overall sequence format.

A consistent challenge in counterfactual gen-
eration has been the scalable generation and se-
lection of augmented data (Liu et al., 2022; Li
et al., 2023a). To address this, DISCO (Chen et al.,
2023) introduced a method for automatically gen-
erating high-quality counterfactual data using task-
agnostic “teacher and student” models to allow
classifier models to learn causal representations.
DISCO uses a neural syntactic parser to select the
spans of the sentence to vary on to generate data
using Large Language Models (LLMs). Although
DISCO provides more robust models trained on
augmented data, the use of black-box approaches
to generate data could make model debugging and
improvement harder. To address this, we adopt
a neuro-symbolic approach to define the concept
boundaries in user annotations (Gebreegziabher
et al., 2023).

2.3 Example-based Learning via Variation
Theory

Based on previous studies on LLMs as counterfac-
tual generators, our work seeks to learn from hu-
man cognition and example-based learning to better
guide LLMs to generate higher quality data. Will
educational theories that work for human learn-

ers also work for AI? Decades of research have
demonstrated that using example-based learning
constitutes an effective instructional strategy for
humans acquiring new skills (Gog and Rummel,
2010). Few-shot learning is an example-based
learning method commonly used by LLMs.

How can we use human learning theories to
support the annotation of data and training of
LLM classifiers? Variation Theory (Marton, 2014),
rooted in human learning research, gives us insights
from human experience, e.g., (Cheng, 2016). The
core concept of this theory involves presenting sets
of examples that vary along specific dimensions,
enabling learners to identify and conceptualize the
dimensions as a useful coordinate space for describ-
ing instantiations of the underlying concept. This
aligns with the foundational principle of counter-
factual data augmentation in machine learning.

3 Approach

Our approach applies the Variation Theory of hu-
man learning to machine learning in the context of
active learning (AL). We propose a new approach
of counterfactual data generation by combining
neuro-symbolic methods and LLMs. Specifically,
we use domain-specific neuro-symbolic patterns
to learn the syntactic representation of similarly
labeled data that define a neuro-symbolic model’s
learning space and concept boundaries. We then
use the learned patterns to guide the generation of
augmented data that helps a classification model
learn important nuances about each label (Fig. 1-
A,B).

Through this approach we generate counter-
factual data that are syntactically similar to their
original counterparts but semantically belong to
a different label. To ensure the quality of the
generated counterfactuals, we apply a three-level
filtering mechanism (Fig. 1-C).

3.1 Using Neuro-symbolic Patterns to Define
Concept Space

Variation Theory suggests that humans learn a con-
cept most effectively when they are shown exam-
ples that vary in only one specific dimension at a
time, while all other aspects stay the same. There-
fore, an important aspect of Variation Theory is de-
termining which features should vary to emphasize
their effects in the learning process. We achieve
this by learning critical features from labeled data
by generating neuro-symbolic patterns and make
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small modifications on the original sentence while
maintaining consistency along the generated pat-
tern.

3.1.1 Learning Neuro-symbolic Patterns

We use a programming-by-example (Lieberman,
2001) approach to establish the boundaries of con-
cepts defined by data points and their associated
ground truth labels. While our simulation study
currently relies on ground truth labels, these will
be substituted with human annotations in forthcom-
ing interactive systems. After we randomly select a
few annotations, we use PaTAT’s (Gebreegziabher
et al., 2023) interactive program synthesis approach
to generate domain-specific pattern rules that match
the annotated examples. These pattern rules repre-
sent the lexical, syntactic, and semantic similarities
of data under the same label. PaTAT’s pattern lan-
guage includes the following components:

• Part-of-speech (POS) tags: VERB, PROPN, NOUN,
ADJ, ADV, AUX, PRON, NUM

• Word stemming: [WORD] (e.g., [have] will
match all variants of have, such as had, has, and
having)

• Soft match: (word) (e.g., (pricey) will match
synonyms such as expensive and costly, etc.)

• Entity type: $ENT-TYPE (e.g., $LOCATION will
match phrases of location type, such as Houston,
TX and California; $DATE will match dates; $ORG
will match names of organizations)

• Wildcard: * (will match any sequence of words)

Although the fundamental patterns are suitable for
general domain text data, it is feasible to expand the
pattern language to include specialized or domain-
specific patterns.

This method generates a collection of regex-like
patterns (but with semantically-enhanced tags) that
match with the labeled positive examples while
excluding the labeled negative examples. For ex-
ample, if two data points in the domain of restau-
rant review “Good food with great variety." and

“The food was amazing." have the same label “prod-
ucts", PaTAT learns up to 5 patterns that collec-
tively match the set of examples annotated with
that label. In this case, two patterns match both
sentences, i.e., “[food]+*+ADJ”, “(amazing)+*”.

3.1.2 Using Neuro-symbolic Patterns for
Counterfactual Data Generation

Using the learned neuro-symbolic patterns, we gen-
erate counterfactual examples by modifying the
original text to be about a different label while still
keeping the original pattern. To ensure minimal
modifications and to make sure the reason for the
original label is kept, we begin by generating candi-
date phrases for segments of the original sentence
that matched the neuro-symbolic pattern (Fig. 1-A).

We use the generated candidate phrases as
constraints to be included in the generated sen-
tence. For example, in Fig. 1, the pattern
(cheap)+*+NOUN has candidate phrases [‘afford-
able lobster’, ‘reasonable price’, ‘budget-friendly
menu’]. When generating the counterfactual exam-
ple, we instruct the LLM to always include one of
these phrases in the modified sentence. This con-
straint ensures that counterfactual examples that
vary in semantic content remain within the syntac-
tic boundaries set by the pattern, which defines, at
least in part, the particular label for which coun-
terexamples are being generated (Fig. 1-B).

3.2 Filtering Generated Counterfactual Data

The ideal counterfactual example is a complete and
coherent sentence that should keep the patterns of
the original text, and successfully flip the original
label to the target label. To ensure the quality of
the fine-tuning dataset, we implement a three-stage
filtering mechanism:

3.2.1 Regex Heuristic Filtering
We use a heuristic-based filter to identify and re-
move counterfactual data with common generation
flaws. This filter ensures that the generated sen-
tences are coherent and complete. This method
uses regular expressions to detect common gen-
eration errors observed during our experimenta-
tion (Fig. 1-C1). We define rules to identify error
patterns such as repetition of the prompt, inaccu-
rate formatting, and incomplete generation, which
were some common pitfalls we observed during
generation.

3.2.2 Neuro-symbolic Filtering
The neuro-symbolic filter ensures that the gener-
ated counterfactual examples retain the original
learned pattern. The original patterns represent fea-
tures the model learns as useful conceptual bound-
aries. Therefore, keeping them in the counterfactu-
ally generated examples challenges the model’s cur-
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rent boundary. To achieve this, we implement the
filter using executable neuro-symbolic patterns de-
fined in § 3.1. Specifically, we check whether each
generated counterfactual example matches its orig-
inal counterpart’s neuro-symbolic pattern (Fig. 1-
C2). This filter excludes generated counterfactual
examples that do not match with the provided pat-
tern from being used in the consecutive training
pipeline. To quantify this over the generated coun-
terfactual examples, we calculate the pattern keep-
ing rate (PKR) as defined below.

PKR =
1

N

N∑

n=1

1(p̂n = pn)

where pn is the original pattern, p̂n is the pattern
given to the counterfactual data, and N is the size
of the counterfactual data.

3.2.3 LLM-based Discriminator Filtering
Finally, we apply a filter using a GPT-4o discrimi-
nator. This filter removes counterfactuals that still
keep their original label and all counterfactuals that
do not change the label to the target label (Fig. 1-
C3). This filter makes sure that the generated coun-
terfactual examples have enough semantic changes
that changes the original label to the target label.
We adopt two matrices (Chen et al., 2023) to quan-
tify this: the Label Flip Rate (LFR), and the Soft
Label Flip Rate (SLFR) as defined below:

LFR =
1

N

N∑

n=1

1

(
l̂n = Ln

)

SLFR =
1

N

N∑

n=1

1(l̂n ̸= ln)

where l̂n is the label given by GPT-4o discriminator,
Ln is the target label, ln is the original label.

SLFR measures the rate at which the generated
counterfactual remove their original label, and LFR
evaluates how often the counterfactual examples
successfully adopt the target label.

4 Experiments

We evaluate the generated counterfactuals using
two experiments2. First, we evaluate the quality of

2We spent approximately 400USD in total on API calls to
OpenAI for running Experiments 1 and 2. Since the running
of the experiments, the cost of GPT-4o has decreased by 79%.

generated counterfactual examples using the PKP,
LFR, and SLFR metrics in § 3.2.

In the second experiment, we compare our pro-
posed approach to other example selection tech-
niques in a standard classification task, using two
pre-trained models. We use five different data se-
lection techniques in interactive AL: random selec-
tion, cluster-based selection, uncertainty-based se-
lection, counterfactual examples generated without
Variation Theory, and our proposed counterfactual
based example selection. We use each dataset’s
original label as ground truth and use GPT-4o and
a BERT model as the target classification models.

To further understand the impact of each compo-
nent of our filtering pipeline, we conduct an abla-
tion study. In this study, we aim to understand the
impact of each individual filter on the pipeline’s
performance in downstream model training. Addi-
tional details can be found in Appendix B.

4.1 Datasets

• YELP: The YELP dataset (Asghar, 2016) con-
sists of user reviews of different businesses and
services. The dataset itself provides 4 ground-
truth categories (i.e. service, price, environment
and products), we randomly sampled 495 exam-
ples for this experiment.

• MASSIVE: The MASSIVE (FitzGerald et al.,
2022) virtual assistant utterances with 18 labeled
intents as ground-truth (e.g. audio, cooking,
weather, recommendation etc). For this experi-
ment we randomly selected 30 examples from
each category, making up a total of 540 exam-
ples.

• Emotions: Includes a collection of English Twit-
ter messages annotates with 6 emotions: anger,
fear, joy, love, sadness, and surprise (Elgiriye-
withana, 2024). For this experiment we ran-
domly selected 500 examples while balancing
the number of labels.

4.2 Experiment 1: Generated Counterfactual
Quality

We evaluate the generated counterfactuals using
two experiments. First, we evaluate the quality of
generated counterfactual examples using the PKP,
LFR, and SLFR metrics in § 3.2.
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4.2.1 Results

YELP MASSIVE Emotions

Pattern Keeping Rate 0.94 0.88 0.81
Soft Label Flip Rate 0.45 0.71 0.58

Label Flip Rate 0.98 0.86 0.86

Table 1: Generated counterfactual data quality evalua-
tion.

Our findings indicate that our proposed pipeline
maintains the quality of generated counterexam-
ples, as measured by Pattern Keeping Rate (PKR)
and Label Flip Rate (LFR). Across datasets, the
PKR remains high, demonstrating the generated
counterfactual examples effectively keep the orig-
inal pattern rules. The LLM-based Discrimina-
tor Filtering achieves robust performance in LFR
across datasets, confirming that most counterfac-
tual examples successfully adopt the target label.
However, the Soft Label Flip Rate (SLFR) varies,
particularly with the MASSIVE dataset showing
the highest rate and the others on the lower side.
This suggests that the degree of semantic change
required to remove the original label can be dataset-
dependent.

4.3 Experiment 2: Generated Counterfactuals
in Downstream Model Training

In the second experiment, we compare our coun-
terfactual generation approach with five other sam-
pling strategies in AL.

• Random Examples are randomly selected for
each annotation iteration to train the classifica-
tion model.

• Cluster Examples selected from a k-means clus-
tered, pretrained Sentence Transformer model
by iterating through the clusters in rotation.

• Uncertainty We use model confidence on the
training set to choose data with the lowest con-
fidence to be labeled. We use verbal uncer-
tainty (Lin et al., 2022) to get model confidence
in GPT-4o and model logits for the BERT model.

• ALPS (Yuan et al., 2020) We use ALPS a sam-
pling strategy that addresses the cold start prob-
lem in AL.

• Counterexamples without Variation Theory
We generate counterexamples without using the
neuro-symbolic pipeline defined in Fig 1.

4.3.1 Protocol
To evaluate the generated counterfactual examples,
we employ a simulated active learning task to train
and evaluate a BERT model (Devlin et al., 2018)
and few-shot prompting GPT-4o model for a multi-
class classification task. We use the example selec-
tion conditions defined in § 4.3 to define a subset of
10, 15, 30, and progressively increasing up to 170
data points (referred to as ‘shots’), alongside their
corresponding ground truths to be used as training
sets. We then evaluate the classifier model using a
hold-off set of the dataset.

To augment the model’s training with generated
counterfactual examples, we pair each original data
with its generated counterfactual examples and
their assigned target label. This pairing is used
to enrich the distribution and quality of the training
data, hypothesizing that the inclusion of counterfac-
tuals would enhance the model’s learning and pre-
dictive accuracy in early stages of annotation, ad-
dressing the cold start problem (Yuan et al., 2020).
Similarly, the performance of the model, in this
case trained with both original and counterfactual
datasets, was again evaluated against the same hold-
off set. This comparative analysis aimed to quan-
tify the impact of counterfactual examples on the
model’s ability to generalize and make accurate
predictions on unseen data in early active learning
scenarios.

4.3.2 Results
We present our findings on the efficacy of gener-
ated counterfactuals in active learning as defined
in § 4.3.1. We report the macro F1-scores for
the three datasets across different shots and con-
ditions (Table 2 and Table 3) using two models -
few-shot learning with GPT-4o and fine-tuning a
BERT model. We use training shots ranging from
10 to 120 shots for GPT-4o to stay within OpenAI’s
token limit and 10 to 170 for the BERT model.

We conducted a pair-wise t-test between the
counterfactual condition and the other baseline con-
ditions to understand the impact of the proposed
approach. The results across the three datasets high-
light the strong initial impact that the counterfactual
condition has in addressing the cold start problem.
We consistently observe a statistically significant
advantage of the counterfactual condition in lower
shot numbers. As the number of annotated exam-
ples increases (50 shots and above in most cases),
the difference in average F1-score decreases, sug-
gesting the advantage of the counterfactual condi-
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Macro F1-scores (GPT-4o)
YELP

Method 10 15 30 50 70 90 120

Random .38 (±.05)*** .44 (±.06)*** .51 (±.07)*** .61 (±.05) .65 (±.06) .69 (±.04)+ .74 (±.04)
Cluster .41 (±.07)*** .48 (±.04)*** .57 (±.07) .63 (±.06) .68 (±.03)* .69 (±.03)+ .70 (±.02)

Uncertainty .23 (±.04)*** .21 (±.05)*** .27 (±.06)*** .28 (±.05)*** .29 (±.04)*** .28 (±.06)*** .29 (±.05)
ALPS .37 (±.04)** .49 (±.06)* .66 (±.05) .68 (±.03) .69 (±.03) .70 (±.04) .72 (±.03)

Counterfactuals without VT .35 (±.10)*** .46 (±.13)* .54 (±.05)* .53 (±.06)* .39 (±.08)*** .25 (±.05)*** .31 (±.05)
Counterfactuals .55 (±.08) .59 (±.07) .63 (±.07) .69 (±.07) .59 (±.10) .65 (±.05) .78 (±.04)

MASSIVE
Method 10 15 30 50 70 90 120

Random .36 (±.06)*** .40 (±.05)* .49 (±.12) .51 (±.11) .54 (±.10)* .57 (±.09)*** .61 (±.10)
Cluster .35 (±.06)*** .40 (±.07)* .47 (±.08) .49 (±.08) .56 (±.12)* .54 (±.12)* .55 (±.09)

Uncertainty .22 (±.08)*** .19 (±.10)*** .18 (±.07)*** .13 (±.06)*** .14 (±.07)*** .19 (±.09)*** .20 (±.10)
ALPS .12 (±.03)* .24 (±.08) .39 (±.02) .61 (±.03) .65 (±.08) .67 (±.07) .72 (±.04)

Counterfactuals without VT .26 (±.10)*** .37 (±.07)* .43 (±.05)* .40 (±.07) .34 (±.10) .27 (±.09)* .37 (±.08)
Counterfactuals .48 (±.01) .52 (±.03) .59 (±.3) .63 (±.03) .64 (±.06) .66 (±.05) .79 (±.03)

EMOTIONS
Method 10 15 30 50 70 90 120

Random .29 (±.10) .32 (±.10) .36 (±.07)*** .39 (±.04)*** .45 (±.04)* .45 (±.06) .47 (±.04)
Cluster .32 (±.04) .38 (±.04) .36 (±.08)*** .39 (±.12)*** .42 (±.09)* .42 (±.08) .41 (±.05)

Uncertainty .21 (±.07)*** .19 (±.05)*** .25 (±.05)*** .29 (±.04)*** .28 (±.07)*** .29 (±.06) .33 (±.05)
ALPS .23 (±.07) .26 (±.03) .34 (±.05) .36 (±.05) .39 (±.06) .40 (±.05) .44 (±.10)

Counterfactuals without VT .28 (±.06) .35 (±.10) .46 (±.13) .48 (±.13) .49 (±.12) .36 (±.08) .39 (±.07)
Counterfactuals .34 (±.08) .43 (±.10) .54 (±.10) .51 (±.05) .58 (±.10) .47 (±.03) .52 (±.05)

Table 2: Macro F1-scores for GPT-4o across three datasets (YELP, MASSIVE, EMOTIONS) with varying annotation
shot counts. + indicates p-value<.1, * indicates p-value<.05, ** indicates p-value<.01, and *** shows p-value<.0001
between the condition and the counterfactual condition.

Macro F1-scores (BERT)
YELP

Method 10 15 30 50 70 90 120 150 170

Random .16 (±.06)* .18 (±.05)*** .26 (±.03)*** .33 (±.04)*** .35 (±.06)*** .45 (±.01) .45 (±.03) .48 (±.04) .51 (±.02)

Cluster .18 (±.08)*** .19 (±.06)*** .26 (±.07)*** .32 (±.06)*** .34 (±.05)+ .46 (±.03) .31 (±.08) .42 (±.1) .45 (±.1)
Uncertainty .13 (±.06) .14 (±.04) .19 (±.07) .33 (±.04) .41 (±.06) .46 (±.03) .47 (±.04) .53 (±.04) .54 (±.03)

ALPS .14 (±.05) .16 (±.06) .15 (±.06) .25 (±.08) .27 (±.08) .27 (±.08) .36 (±.11) .37 (±.11) .37 (±.10)
Counterfactuals without VT .20 (±.06) .16 (±.07) .25 (±.04) .29 (±.04) .38 (±.08) .45 (±.05) .49 (±.04) .54 (±.05) .55 (±.04)

Counterfactuals .38 (±.04) .39 (±.07) .49 (±.05) .47 (±.04) .51 (±.04) .53 (±.04) .50 (±.03) .52 (±.02) .53 (±.03)

MASSIVE
Method 10 20 30 50 70 100 130 150 170

Random .048 (±.03)*** .052 (±.03)*** .12 (±.04)*** .11 (±.05)*** .19 (±.03)*** .22 (±.02)*** .23 (±.02)*** .24 (±.02)*** 1 (±.02)

Cluster .046 (±.01)*** .058 (±.04)*** .091 (±.03)*** .13 (±.04)*** .18 (±.04)*** .20 (±.03)*** .23 (±.02)*** .24 (±.02)*** .25 (±.02)

Uncertainty .029 (±.02)*** .035 (±.02)*** .11 (±.04)*** .14 (±.03)*** .22 (±.02)*** .23 (±.03)*** .24 (±.03)*** .25 (±.03)*** .25 (±.02)***

ALPS .017 (±.01)*** .13 (±.01)*** .14 (±.01)*** .19 (±.01)*** .31 (±.01) .23 (±.01) .45 (±.02) .45 (±.02) .64 (±.05)

Counterfactuals without VT .09 (±.08)*** .15 (±.07)*** .33 (±.08)*** .50 (±.07)* .61 (±.05)+ .64 (±.04) .68 (±.04)* .68 (±.04) .69 (±.03)+

Counterfactuals .33 (±.09) .40 (±.07) .51 (±.08) .58 (±.06) .56 (±.05) .60 (±.09) .61 (±.06) .66 (±.05) .62 (±.1)

EMOTIONS

Method 10 20 30 50 70 100 130 150 170

Random .19 (±.04)* .20 (±.03)*** .24 (±.08)* .31 (±.12) .46 (±.09) .47 (±.09) .53 (±.14) .63 (±.07) .30 (±.06)

Cluster .18 (±.02)* .21 (±.03)* .23 (±.02)*** .28 (±.03)* .41 (±.05) .43 (±.08) .48 (±.06) .59 (±.05) .52 (±.12)

Uncertainty .23 (±.04)*** .23 (±.05) .26 (±.08)* .35 (±.05) .38 (±.04)+ .57 (±.07)*** .66 (±.08)*** .69 (±.07) .70 (±.06)*

ALPS .09 (±.04) .15 (±.04) .28 (±.04) .24 (±.04) .42 (±.04) .44 (±.03) .52 (±.03) .74 (±.03) .75 (±.03)

Counterfactuals without VT .18 (±.05)* .21 (±.05)* .32 (±.09) .36 (±.12) .40 (±.13) .57 (±.08)*** .62 (±.1) .62 (±.2) .72 (±.05)*

Counterfactuals .27 (±.07) .26 (±.09) .36 (±.05) .38 (±.12) .49 (±.05) .45 (±.15) .50 (±.06) .63 (±.06) .56 (±.07)

Table 3: Macro F1-scores for BERT model across three datasets (YELP, MASSIVE, EMOTIONS) with varying
annotation shot counts. + indicates p-value<.1, * indicates p-value<.05, ** indicates p-value<.01, and *** shows
p-value<.0001 between the condition and the counterfactual condition.
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tion diminishes when more data become available.
Similarly, we observe significant impacts of the
counterfactual condition when using a few-shot ap-
proach with the GPT-4o (Table 2). However, we
did not find results that consistently indicated a sub-
stantial difference between the random, cluster, and
counterfactual without variation theory conditions
after 50 shots of examples have been labeled. The
results demonstrated the performance advantage
of our proposed neuro-symbolic variation theory-
based counterfactual data augmentation approach
in cold-start scenarios for active learning tasks.

Our approach introduces useful data to address
the lack of label distribution and representation
in cold start scenarios. Compared to the counter-
factuals without Variation Theory condition, the
counterexamples generated through Variation The-
ory have a significantly higher F1-score, showing
the impact of the pipeline in generating useful data
in early AL. Moreover, the ablation study in Ap-
pendix B evaluating the impact of the filtering com-
ponents in the pipeline shows there is a statistically
significant difference in the downstream perfor-
mance of a model trained on filtered data compared
to data that does not have the complete filtering
pipeline.

As we get more annotated data, we observe
either minimal improvement or a decline in the
model’s performance. We believe that this occurs
because after a certain point, the generated coun-
terfactuals begin to replicate previously observed
patterns, and there is a limit to the amount of in-
formation that can be extracted from these patterns.
We also see similar patterns of model decline in
the counterfactuals without VT condition. This ul-
timately may cause the model to overly rely on
itself, resulting in the performance not scaling. To
address this, it is important to heuristically under-
stand the amount of data distribution that can be
captured by generated data and switch gears back
to using real data when needed.

5 Conclusion

Li et al. (2023b) find that the performance of syn-
thetic data is highly dependent on the distribution
of the generated data, suggesting that enhancing
data diversity could significantly improve the util-
ity of synthetic data. Our approach achieves this by
generating counterfactual examples along dynamic
neuro-symbolic boundaries to allow the synthetic
data to represent underlying concepts for better

generalizability. In our evaluation, we find that
models trained on counterfactual examples have a
statistically significant advantage in the early stage
of active learning, where there is a limited num-
ber of annotated data. When there is only a small
amount of annotated data available, the distribution
of the ‘real data’ may not sufficiently cover the
latent space.

Notably, the performance benefit of the counter-
factual condition begins to decline when more than
70 labeled data points are used in model training.
This reduction in advantage could potentially be
attributed to model collapse. This happens when
the model fails to capture the full diversity of the
data on which it is trained (Wang et al., 2023; Su
et al., 2023). With the introduced distribution shift,
after the 70-shot threshold, the model might overfit
to the specific characteristics of the synthetic ex-
amples it has seen, rather than generalizing to the
broader real data distribution.

In terms of cost, we spent approximately
400USD in total on API calls to OpenAI for run-
ning Experiments 1 and 2. Since then, the cost of
GPT-4o has decreased by 79%, and we anticipate
that the cost of using LLMs will continue to decline
as the technology advances. Recent models are al-
ready demonstrating state-of-the-art performance
at significantly lower costs. To explore the feasi-
bility of more scalable alternatives, we also con-
ducted an experiment using an open-weight model
and found the results to be comparable (see Ap-
pendix C).

6 Limitations

Our neuro-symbolic pipeline enables the automatic,
real-time creation of counterfactual data using a
pattern-based program synthesis approach. This
method defines the concept space varied during
counterfactual generation. Although the current
pattern building blocks are designed for general
domains, they rely on predefined rules, which may
need augmentation with domain-specific lexical
rules for specialized applications. Additionally, our
use of a GPT-based discriminator to assign target
labels for each counterfactual introduces potential
biases or limitations inherent to the discriminator
model itself. Future work could focus on under-
standing how human annotators understand and
label the generated counterfactual examples.
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A Appendix

A.1 Generation Pipeline
In this section, we provide the details of all the
prompts and models we use to construct the whole
counterfactual generation pipeline.

A.1.1 GPT-4o Multi-label Separator
As shown in Fig. 2 Step-1, we utilize zero-shot
GPT-4 to preprocess the raw data in order to sep-
arate the given multi-labeled sentences into sev-
eral single-labeled parts. We call GPT-4 through
the API provided by OpenAI, set the temperature
parameter to 0, and restrict the maximum token
number to 512, which ensures the reliability of
the generated results. The prompt used is shown
below:

• {“role”: “system”, “content”: “The assistant will separate
the given multi-labeled sentences into different parts, each
corresponds to a label and a pattern (if the pattern is vi-
able)”}

• {“role": “user", “content": “The assistant will generate out-
puts based on the following example. New content should
be in the format: ‘text’ + ‘pattern’ + ‘label’; ‘text’ + ‘pat-
tern’ + ‘label’. All the text, patterns and labels are already
given as input, if there is no corresponding pattern, just use
” to indicate empty.”}

• {“role”: “user”, “content”: “Each separated text must only
have a single label, but may contain several patterns. Each
label or pattern must appear at least once in the completion.
The patterns can be composed with AND (+) or OR (|)
operators.”}

• {“role”: “user”, “content”: “Conversation: Great customer
service, reasonable prices, and a chill atmosphere. Pattern:
[‘(customer)+*+[service]’, ‘(pay)|(sale)’, ‘(environment)’]
Label: price, service, environment”}

• {“role": “assistant", “content": “ ‘Great customer service, ’
+ ‘(customer)+*+[service]’ + ‘service’; ‘reasonable prices,
’ + ‘(pay)|(sale)’ + ‘price’; ‘and a chill atmosphere.’ +
‘(environment)’ + ‘environment’ ”}

• {“role”: “user”, “content”: “Conversation: {text} Pattern:
{pattern} Label: {label}”}

A.1.2 GPT-4o Candidate Phrases Generator
As we are generating counterfactuals that keeps neuro-
symbolic patterns, the first step of this task is to generate
candidate phrases that keep the pattern but variate semanti-
cally, which make up crucial branches of generated counter-
factual variations. For this part, we call GPT-4o through the
API provided by OpenAI, set the temperature parameter to 0
and restrict the maximum token number to 256. The prompt
used is shown below:

• {“role”: “system”, “content”:“The assistant will create a list
of phrases that match the given domain specific language
based on the given definition.”}

• {“role”: “user”, “content”: “For the following text and
pattern, generate as many diverse example phrases that
match the given pattern and can be part of the given target
label. Try to not use the word {label} or {target_label}
in the phrases you generate. Separated your answer by a
comma”}

• {“role”: “user”, “content”: “text: {matched_phrase},
pattern: {pattern}, current label: {label} target label:
{target_label}”}

• {“role”: “user”, “content”: “The word ‘{match}‘ is a
soft match, you can only use {soft-match_words} as its
synonyms to replace it. You can not use other words for
{match}”}

Ta
sk Separate the given multi-labeled sentences into different parts, 

each part corresponds to a label and a pattern.

New content should be in the format: 'text' + 'pattern' + 'label'; 
'text' + 'pattern' + 'label’.
All the text, patterns and labels are already given as input, if 
there is no corresponding pattern, just use '' to indicate empty.
Make sure each separated sentence only has a single label but 
may relate to several patterns.

Conversation: "Friendly w / great customer service, reasonable 
prices, and a chill atmosphere."
Pattern: (customer)+*+[service], (pay)|(sale)
Label: price, service, environment

'Friendly w / great customer service, ' + '(customer)+*+[service]' 
+ 'service'; ‘reasonable prices, ' + '(pay)|(sale)' + 'price'; 'and a 
chill atmosphere.' + '' + 'environment'

In
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t
O
ut
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t

Step 1: separate multi-labeled text

Ta
sk Make small changes to the conversation to change the topic label, 
but not to change the given pattern.

The patterns can be composed with AND (+) or OR (|) operators
The pattern language consists of the following syntax:
Part-of-speech (POS) tags: VERB, PROPN, NOUN, ADJ, ADV, AUX, 
PRON, NUM
Word stemming: [WORD] (e.g., [have] will match all variants of 
have, such as had, has, and having)
Soft match: (word) (e.g., (pricey) will match synonyms such as 
expensive and costly, etc.)
Entity type: $ENT-TYPE (e.g., $LOCATION will match phrases of 
location type; $ORG will match names of organizations)
Wildcard: * (will match any sequence of words)

Conversation: "Our bill was around $ 400 - it was upsetting that 
they decided to be stingy about a $ 8 piece of cake."
Pattern: $MONEY|(price); Original label: price; Target: service

Our bill was around $ 400 - the service was upsetting as they 
decided to be stingy about a $ 8 piece of cake.
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Step 2: generate pattern-kept counterfactual text

Figure 2: Illustration of LLM prompts used for preparing training datapoints and generating counterfactual datapoints
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No of Shots 10 15 30 50 70 90 120

No Filters
SD

0.10 0.12 0.15 0.23 0.23 0.21 0.21

0.03 0.04 0.05 0.04 0.04 0.03 0.03

Herustic Filter
SD

0.15 0.17 0.19 0.28 0.27 0.28 0.28

0.08 0.1 0.1 0.07 0.09 0.1 0.1

Herustic + Symbolic Filters
SD

0.12 0.13 0.13 0.17 0.16 0.18 0.20

0.04 0.03 0.01 0.02 0.03 0.02 0.01

Herustic + LLM Discriminator
SD

0.17 0.21 0.23 0.34 0.42 0.45 0.49

0.08 0.04 0.09 0.07 0.02 0.02 0.05

Herustic + Symbolic + LLM Discriminator
SD

0.38 0.39 0.49 0.47 0.51 0.53 0.50

0.04 0.08 0.06 0.04 0.05 0.05 0.04

Table 4: Average F1-score and SD from an ablation study with the YELP dataset on BERT model

A.1.3 GPT-4o Counterfactual Generator
The GPT-4o generator will finish the second step of counter-
factual generation, making use of candidate phrases generated
in the first step and combining these semantic pieces into rea-
sonable sentences. We set the temperature parameter to 0 and
restrict the maximum token number to 256. The prompt used
is shown below:

• {“role”: “system”, “content”: “The assistant will generate
a counterfactual example close to the original sentence that
contains one of the given phrases.”}

• {“role”: “user”, “content”: “Your task is to change the
given sentence from the current label to the target.

For example: ‘Find me a train ticket next monday to new
york city’ with original label “transport” would be turned
to ‘Play me a song called New York City by Taylor Swift’
with a label “audio”.

You can use the following phrases to help you gener-
ate the counterfactuals. Please make the sentence about
{target_label}. Make sure that the new sentence is

not about {label}. You must use one of the follow-
ing phrases without rewording it in the new sentence:
{generated_phrases}”}

• {“role”: “user”, “content”: “You must follow three criteria:

criteria 1: the phrase should change the label from {label}
to {target_label} to the highest degree.

criteria 2: the modified sentence can not also be about
{label} and make sure the word {target_label} is not part
of the modified sentence.

criteria 3: the modified sentence should be grammatically
correct.”}

• {“role”: “user”, “content”: “If you find that you cannot
generate new sentence that fulfill all the requirements above,
just response ‘cannot generate counterfactual’ and don’t feel
bad about this”}

• {“role”: “user”, “content”: “original text:{text}, origi-
nal label:{label}, modified label:{target_label}, generated
phrases:{generated_phrases}, modified text: ”}
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Counterfactual Generated using Llama3.3

Method 10 15 30 50 70 90 120

YELP .31 (±.05) .32 (±.06) .34 (±.08) .44 (±.05) .51 (±.08) .53 (±.04) .64 (±.04)
MASSIVE .28 (±.08) .36 (±.06) .40 (±.02) .54 (±.07) .58 (±.06) .60 (±.03) .66 (±.03)

EMOTIONS .21 (±.09) .24 (±.05) .32 (±.1) .34 (±.07) .39 (±.1) .47 (±.06) .51 (±.08)

Table 5: Macro F1-scores for the counterfactual condition using Llama3.3 as the counterfactual generator model for
BERT, evaluated across three datasets (YELP, MASSIVE, EMOTIONS) at varying annotation shot counts.

B Ablation Study on Counterfactual
Filtering Methods

We performed an ablation study to investigate the impact of
the different components in our filtering pipeline. We follow
the same approach as § 4.3.1 where each condition is run
with different seeds 8 times. For each condition, we report an
average F1 score and the standard deviation (SD) in Table 4.
Our approach involves generating counterexamples with a
fine-tuned GPT-4o model and applying all three filters defined
in § 3.2 before using the data for active learning.

In this study, we investigate the impact of different config-
urations by varying the filtering mechanisms used with the
generator model.

The ablation study is conducted using the YELP dataset
with a BERT model for the downstream active learning tasks.
The configurations tested include:

• No Filters: Counterexamples generated without any filters
applied

• Heuristic Filter: Applying only the heuristic filter

• Heuristic + Symbolic Filters: Applying both heuristic and
symbolic filters

• All Filters: Applying all three filters defined in § 3.2

The results indicate that the use of all filters significantly
improves the performance of the trained model (See Table 4).
The average F1-score with all filters applied reaches 0.51 for
70 shots and peaks at 0.53 for 90 shots, demonstrating a 2X
improvement over the baseline with no filters (F1-score of
0.23 for 70 shots). Using a pairwise t-test, we find that this is
statistically significant (p<0.0001), underscoring the value of
carefully filtering LLM-generated counterfactuals to produce
usable data for model training.

Surprisingly, we found that incorporating the symbolic fil-
ter without the LLM discriminator decreases the performance
of downstream training. Further analysis of the included ex-
amples revealed that some generated sentences included the
original sentence with additional parts that corresponded to
the target label. While the LLM discriminator would filter
these out, without its use in the pipeline, these generated coun-
terfactuals are mistakenly treated as negative examples, when
technically they are just multi-labeled positive examples. How-
ever, we observe a substantial improvement in performance
when the symbolic filter is used in conjunction with the LLM
discriminator, as opposed to using the LLM discriminator
alone. This demonstrates the effectiveness of combining both
methods to enhance the quality and accuracy of the generated
counterfactuals.

The ablation study highlights the crucial role of the filter-
ing pipeline. By systematically evaluating the impact of each
component, we demonstrate that the integration of heuristic,
symbolic filters, and the LLM discriminator leads to signif-
icant improvements in the downstream active learning task.
This validates our hypothesis that filtering LLM-generated
data is essential in determining usable and useful data for
achieving higher performance and reliability in model train-
ing.

C Experiment using Open-weight
Counterfactual Generator

We evaluate the effectiveness of our counterfactual generation
approach using an open-weight model Llama3.3 model as
the generator with BERT as the classifier model across three
datasets (YELP, MASSIVE, EMOTIONS), under increasing
annotation shot counts. Our findings as seen in Table 5 show
that performance using the Llama3.3 model is comparable
across all datasets, showing the viability of our method beyond
proprietary models.
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