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Abstract

Multimodal large language models (MLLMs)
have demonstrated impressive capabilities in
visual reasoning and text generation. While
previous studies have explored the application
of MLLM for detecting out-of-context (OOC)
misinformation, our empirical analysis reveals
two persisting challenges of this paradigm.
Evaluating the representative GPT-4o model on
direct reasoning and evidence augmented rea-
soning, results indicate that MLLM struggle to
capture the deeper relationships—specifically,
cases in which the image and text are not di-
rectly connected but are associated through
underlying semantic links. Moreover, noise
in the evidence further impairs detection ac-
curacy. To address these challenges, we pro-
pose CMIE, a novel OOC misinformation de-
tection framework that incorporates a Coexis-
tence Relationship Generation (CRG) strategy
and an Association Scoring (AS) mechanism.
CMIE identifies the underlying coexistence re-
lationships between images and text, and se-
lectively utilizes relevant evidence to enhance
misinformation detection. Experimental results
demonstrate that our approach outperforms ex-
isting methods. Data and code are available at:
https://github.com/fanxiao15/CMIE.

1 Introduction

The proliferation of multimodal misinformation
on social media poses significant risks, includ-
ing impairing public judgment, inciting panic, and
causing economic losses (Lazer et al., 2023; Islam
et al., 2021). Multimodal misinformation man-
ifests in various forms, such as image-text mis-
matches (Wang et al., 2023; Yuan et al., 2023; Ab-
delnabi et al., 2022; Papadopoulos et al., 2024)
and manipulated media (Qi et al., 2023; Yang
et al., 2024). Among image-text mismatches, out-
of-context (OOC) misinformation is particularly
prevalent (Luo et al., 2021), where an unaltered
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Figure 1: Comparison of different paradigms for
MLLM-based OOC misinformation detection.

image is paired with a new but misleading textual
context. Detecting such misinformation is challeng-
ing, as repurposing images with different textual
descriptions can create seemingly strong yet decep-
tive correlations.

Previous studies (Luo et al., 2021; Papadopou-
los et al., 2023; Aneja et al., 2021) typically detect
OOC misinformation by training a small language
model (SLM) to assess the consistency between im-
age and text representations. Recently, some works
(Abdelnabi et al., 2022; Müller-Budack et al., 2020;
Yuan et al., 2023) attempt to verify information au-
thenticity by retrieving external evidence from the
Internet. However, these methods often lack ex-
plainability, providing only a final classification
label without generating clear, human-readable jus-
tifications.

The advent of multimodal large language mod-
els (MLLMs) (Hurst et al., 2024; Anil et al., 2023)
has driven significant advancements across various
vision tasks (Li et al., 2024; Jin et al., 2024). Their
advanced visual reasoning and text generation capa-
bilities enable high-quality, human-readable expla-
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nations for OOC misinformation detection. Addi-
tionally, their extensive world knowledge supports
zero-shot transfer across diverse datasets, enhanc-
ing adaptability to novel misinformation instances.

Recent studies (Qi et al., 2024; Xuan et al., 2024;
Zhou et al., 2024) integrate Retrieval-Augmented
Generation (RAG) techniques to further improve
misinformation detection by incorporating external
evidence. SNIFFER (Qi et al., 2024) fine-tunes
InstructBLIP (Dai et al., 2023) and uses ChatGPT
(OpenAI, 2023) for explanation label generation,
but as shown in Figure 1 (a), it is computationally
expensive and requires extensive labeled data. In
contrast, LEMMA (Xuan et al., 2024) and MUSE
(Zhou et al., 2024) avoid fine-tuning and consider
evidence relevance during retrieval (Figure 1 (b)).
However, they primarily rely on superficial lexical
matching and fail to explain how retrieved evidence
influences MLLM’s reasoning in detecting OOC
misinformation.

To thoroughly investigate the capabilities of
MLLM in OOC misinformation detection, this pa-
per explores the following research questions: (1)
How well can MLLMs perform in misinforma-
tion detection without fine-tuning or external
evidence? (2) How does external evidence influ-
ence MLLM-based misinformation detection?

Through our empirical analysis using the repre-
sentative GPT-4o model (detailed in Section 2), we
find that MLLMs can achieve competitive perfor-
mance in misinformation detection relying solely
on their intrinsic knowledge, without requiring fine-
tuning or external evidence. However, their judg-
ments tend to be conservative, particularly when
provided with image-text pairs that share similar
contextual backgrounds but lack obvious incon-
sistencies. When external evidence is introduced,
MLLMs often rely on superficial correlations rather
than deeper semantic relationships, limiting their
ability to make well-informed decisions. Addition-
ally, noisy or irrelevant evidence further constrains
performance improvements.

Motivated by these observations, we propose
CMIE, an OOC misinformation detection frame-
work designed to uncover deeper connections be-
tween image-text pairs and refine evidence se-
lection accordingly, as illustrated in Figure 1(c).
CMIE introduces a coexistence relationship gen-
eration (CRG) strategy that leverages MLLMs to
identify and extract the underlying relationships be-
tween images and text. Since images are expected

to support the credibility of the associated text, they
should share common expressive elements. These
extracted relationships serve as a core validation
thread, enabling a more structured approach to mis-
information detection. To incorporate high-quality
external evidence, CMIE further incorporates an
association scoring (AS) mechanism that evalu-
ates external evidence based on its deeper semantic
alignment with the identified image-text relation-
ships. Rather than relying on superficial lexical
matches, this mechanism ensures that only the most
relevant evidence is considered, mitigating the im-
pact of noisy or misleading information.

The key contributions of this paper can be sum-
marized as follows:

• In-Depth Exploration: We examined the per-
formance of MLLM in detecting OOC mis-
information without fine-tuning and analyzed
the impact of integrating external evidence di-
rectly into MLLM. Our findings revealed the
importance of incorporating external evidence
into the task reasonably.

• Novel Solution: We introduced CMIE, a
novel framework consist of coexistence re-
lationship generation strategy and the asso-
ciation scoring mechanism. This innovation
effectively models the relationship between
evidence and the task, significantly enhancing
MLLM’s performance without fine-tuning.

• Effectiveness Verification: Extensive experi-
ments demonstrate that our method not only
generates human-readable explanations but
also achieves superior performance compared
to state-of-the-art approaches across multiple
evaluation metrics.

2 Exploratory Study

2.1 Task Definition
This paper seeks to utilize MLLM for detecting
OOC misinformation, producing both final predic-
tions and human-readable explanations. Given an
image-text pair (I, T ), knowledge G, we expect
MLLM to produce a label Yp ⊆ {Real, Fake}
and a human-readable explanation Ye. Formally,
this is expressed as:

Yp, Ye = MLLM((I, T ), G), (1)

which G may include only internal knowledge
solely or a combination of internal knowledge and
retrieved external evidence.
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2.2 Evaluation Setting

we evaluate the performance in detecting OOC mis-
information of representative MLLM, specifically
GPT-4o (Hurst et al., 2024).

Dataset. We conduct our experiments on
NewsCLIPpings (Luo et al., 2021), the largest
benchmark for OOC misinformation detection,
where both images and texts originate from real-
world sources. Following prior research, we select
the test set from the Merged/Balance subset, which
consists of 71,072 samples in the training set, 7,024
in the validation set, and 7,264 in the test set.

Metrics. We measure performance using preci-
sion, recall, F1 score, and test accuracy for both
real and fake samples.

2.3 Evaluation Types

We primarily explored the MLLM’s ability without
fine-tuning for OOC detection by leveraging its
internal knowledge and combining it with external
evidence.

• Direct reasoning with internal knowledge
(DR): In this method, MLLM relies solely on
its internal knowledge to detect OOC misinfor-
mation. The image-text pair is input directly
into the MLLM, which then generates a label
(real or fake) and a corresponding explanation.

• Augmented reasoning with external ev-
idence (AR): This approach enhances
MLLM’s reasoning by incorporating external
evidence retrieved from the internet. We pro-
vide the titles of posts containing the image-
text pair, allowing the MLLM to make more
informed judgments.

2.4 Findings

In Table. 1, we report the exploratory results for
the two evaluation types mentioned above. Our
findings are as follows:

Table 1: OOC misinformation detection performance
of direct reasoning (DR) using internal knowledge and
augmented reasoning (AR) with external knowledge.

- Type Precision Recall F1 Accuracy

real
DR 0.79 0.89 0.84 0.83
AR 0.86 0.83 0.84 0.85

fake
DR 0.87 0.76 0.81 0.83
AR 0.83 0.86 0.85 0.85

(1) Both DR and AR achieve competitive per-
formance, highlighting the feasibility of directly
using MLLMs for OOC misinformation detec-
tion without fine-tuning.

(2) When relying solely on internal knowledge
for detection, MLLM tend to produce conser-
vative responses. For instance, as illustrated in
Figure 2, as long as there is a slight connection of
the image-text pair and the MLLM cannot identify
obvious errors via its internal knowledge, the pair
is often considered as real. This observation is sup-
ported by the results in Table. 1, which shown a
high recall rate for real samples. In OOC misinfor-
mation, images are used to enhance the credibility
of the texts, leading to a certain degree of correla-
tion of the pair. This correlation complicates the
accurate identification of misinformation.

TextImage

Label:  Falsified
Explanation:  The image shows a judge, which aligns with the given text 
mentioning a US District Judge and a ruling related to gun laws. There is 
no indication of misinformation between the image and text.

The ruling from US District Judge Frederick J Scullin is the latest in a 
protracted fight over gun laws in the district 

Prediction:  Pristine

Figure 2: Example of direct reasoning in OOC misinfor-
mation detection using MLLM’s internal knowledge.

(3) When combining external evidence for aug-
mentation, overall performance improves, but
the improvement is limited. The upper part of
Figure 3 provides an example where external evi-
dence effectively counteracts incorrect matches. As
shown in Table. 1, adding evidence significantly
improves the recall rate for fake samples. How-
ever, the improvement is constrained, which we
attribute to two main factors. First, MLLM often
struggled to grasp the core thread of verification
after integrate evidence, as illustrated in the middle
part of Figure 3. When there is no clear correlation
between the evidence and the content to be verified,
MLLM fails to find implicit relationships of the
image-text pair as seen in direct reasoning. Instead,
it only determines whether there is a correlation
between the image-text pair and the evidence. Sec-
ond, evidence can be noisy. As shown in the lower
part of Figure 3, part of the evidences may be re-
lated to the image, but not to the core thread being
verified. For effective verification, it is crucial to
prioritize highly relevant evidence and treat less rel-
evant evidence as noise. According these analyses,
directly using evidence for reasoning leads to lim-
ited performance improvement. Results in Table. 1
further illustrated that while incorporating evidence
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improves average accuracy, other metrics for both
real and fake samples show unstable improvements,
and may decline due to these aforementioned is-
sues.

Text

Image

Pupils between lessons at 
Cotham School in Bristol 

the former school of 
Nobelwinning scientists 

Paul Dirac and Peter 
Higgs

Label:  Falsified

Explanation:  .... However, the image and the list of titles are 
related to Benjamin Britten, a composer, and not related to the 
mentioned school or scientists. Therefore, there is misinformation ...

Prediction:  Falsified

• A history of Glyndebourne - in pictures | Music
• Good Morning Britten | Benjamin Britten – a voyage of discovery 

in his centenary year
• Benjamin Britten, Baron Britten of Aldeburgh with librettist 

Ronald... 

Text

Image

Crowdbacking allows donors 
to chip in many things one 

person offered to do the 
dance made famous by the 
Napolean Dynamite film if 

500 was raised

Label:  Pristine

Explanation:  The text mentions 'Napolean Dynamite film' and 
describes a dance challenge for raising $500. None of the titles 
mention a dance challenge related to Napoleon Dynamite film, 
indicating potential misinformation..

Prediction:  Falsified

• Film - Napoleon Dynamite - Into Film
•  Review Flow - Into Film（Source：Into Film）
• Watch Napoleon Dynamite | Prime Video | Weird prom dress, 

Napoleon dynamite, 80s prom party
• Andrew Tate | Flickr（Source：Flickr）

Text

Image

Lori Berenson enters 
court at Santa Monica 

prison in Lima where her 
20 year sentence for 

terrorism was reduced 
for good conduct 

Label:  Pristine

Explanation:  The text mentions Lori Berenson's sentence being 
reduced, but the titles suggest conflicting information about her 
status, including being released or returning to jail, indicating 
possible misinformation.

Prediction:  Falsified

• Freed New Yorker who aided Peru rebels wants deportation
•  New Yorker convicted of helping Marxists in Peru released after 

15 ...
• New York woman who spent 15 years in jail for aiding Peru 

rebels to ...
• Lori Berenson returns to the US '

Prompt: You are given an image, a piece of text, and a list of titles related to the image content. Your task is to 
predict whether there is misinformation between the given image and text.

Figure 3: Examples of augmented reasoning by integrat-
ing external evidence.

3 Methodology

Based on the conclusions drawn from the the
above exploratory analysis, we introduce CMIE:
Combining MLLM Insights with External Evi-
dence for Explainable Out-of-Context Misinfor-
mation Detection. As illustrated in Figure 4, the
framework takes multimodal news as input and pro-
duces final predictive label and explanation. In our
approach, when relevant evidence is unavailable,
we rely on the internal knowledge of the MLLM
for judgement. When evidence can be retrieved,
we focus on rationally integrating the evidence into
MLLM’s judgement process, which involves two
key components: coexistence relationship genera-
tion strategy and association scoring mechanism.
The first component identifies the deeper connec-
tion of image-text pair, while the second evaluates
the significance of the evidence in relation to the
connection.

3.1 Evidence Collection

When processing a image-text pair, we first need to
retrieve relevant evidence. In CMIE, we select the

titles associated with the image and the entities ex-
tracted from the image as evidence. Our evidence
collection pipeline follows the method described
in CCN (Abdelnabi et al., 2022). For image titles,
we use a web crawler to retrieve the pages where
the image appears and save the titles. For entities,
we use the Google Vision API 1 to perform extrac-
tion. The API returns a list of entities associated
with the image, which may describe the content
of the image and further describe the context of
where these images appear. However, in rare cases
where such evidence is not available, we rely on
the MLLM’s internal knowledge to directly assess
the consistency of the image-text pair and produce
a human-readable explanation.

3.2 Coexistence Relationship Generation
Our analysis reveals that, after incorporating exter-
nal evidence, MLLM struggle to identify deeper
connection of image-text pair. Instead, it focus on
whether the image-text pair align with the evidence.
In OOC misinformation, the image’s role is to en-
hance the credibility of the text and should have
potential relationship with the text. The proper pro-
cess for OOC misinformation detection should pri-
oritize the image-text relationship, using evidence
to support or refute this relationship. Inspired by
this, we propose a coexistence relationship genera-
tion strategy that identifies the reasons why image
and text might coexist (including direct and poten-
tial correlation). Specifically, given an image-text
pair (I, T ), we use MLLM to first identify and
extract potential coexistence relationship Rco and
coexistence score Sco. The formulas are as follows:

(Rco, Sco) = MLLM(I, T ), (2)

here, Rco represents “why the image and text can
appear together", and Sco indicates the extent to
which image and text can appear together. We fol-
low the paradigm of (M)LLM-as-a-judge(Gu et al.,
2024; Chen et al., 2024) to prompt the model to
generate corresponding scores without providing
explicit definitions.

3.3 Association Scoring Mechanism
For retrieved evidences, they can be strongly re-
lated, weakly related, or even unrelated. Consider-
ing human thought processes, we should prioritize
extracting useful information from strongly related
evidence to assist the judgment process. Weaker

1https://cloud.google.com/vision/docs/detecting-web
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Multimodal
News

Derek Black speaks shortly 
after his election to the 

Republican Party s executive 
committee in Palm Beach 

County Fla

• Steve Daines, along with his 
wife Cindy, announces...

• With Baucus out, GOP Rep. 
Steve ...

'Steve Daines', 
'Businessperson', 
'Entrepreneur', 
'United States'...

External 
Source 

ToolRetrieval

Coexistence 
Relationship 
Generation

The image shows a man speaking at a podium 
with an American flag in the background, which 
aligns with the text mentioning ...

Match Score Explanations

Association Scoring Mechanism

The image... , which does not 
match the title...

Steve Daines, along with his 
wife Cindy...          Score: 5 

With Baucus out, GOP Rep. 
Steve ...                Score: 3

Evidence Selective based on 
deeper relationship

Final 
Prediction

MLLM
MLLM

Label Explanations
The image shows... The correlation score and explanation of the retrieved 
image titles also indicate that the individuals, ... , not Derek Black speaking 
after his election... Therefore, the image and text are incorrectly matched.

MLLM

Figure 4: Overall architecture of the proposed CMIE, which effectively models the relationship between external
evidence, generating predictive labels and interpretable explanations.

related evidence can be used as supplementary in-
formation, helping to further validate the alignment
between the image and text.

Therefore, we propose a association scoring
mechanism to effectively evaluate the relevance
of evidence for the final judgment. Given the co-
existence relationship Rco and the set of evidence
Et = {Et1, Et2, . . . , Etn}, we calculate the rel-
evance score Si and scoring explanation expi for
each piece of evidence according to the coexistence
relationship:

(si, expi) = MLLM(Rco, Eti), (3)

By considering both the relevance score and scor-
ing explanation, our approach effectively models
evidence and image-text pair. Strongly related ev-
idence significantly influence the final judgment,
while weaker related evidence play a supplemen-
tary role. This approach ensures that various types
of evidence are utilized effectively in evaluating the
consistency between the image and text, thereby
improving the accuracy and reliability of the judg-
ment.

3.4 Final Judgement Prediction
To determine the final prediction for an image-
text pair, we integrate the coexistence relation-
ship Rco, relevance score Si, evidence set Et =
{Et1, Et1, . . . , Etn}, and image-related entities
Ee = {Ee1, Ee1, . . . , Eem} into the MLLM. The
final prediction label Yp and the corresponding ex-
planation Ye are generated as follows:

(Yp, Ye) = MLLM(Rco, {S, exp,Et}, {Ee}, (I, T )).
(4)

Here, Yp is the final prediction label, indicating
the correctness of the image-text pair match, and
Ye provides the explanation for this prediction. In-
corporating entities Ee extracted from image help
to contextualize the evidence and refine the anal-
ysis, enhancing the accuracy and transparency of
the final judgment.

4 Experiments

4.1 Experimental Setup

4.1.1 Dataset
We evaluate CMIE and all baselines on the largest
benchmark NewsCLIPpings (Luo et al., 2021), as
introduced in exploratory Study.

4.1.2 Baselines
We compared the proposed method with the fol-
lowing state-of-the-art methods. CLIP (Radford
et al., 2021) was fine-tuned on image-caption clas-
sification task by adding a linear classifier on the
top. DT-transformer (Papadopoulos et al., 2023)
use CLIP to separate extract image and text fea-
ture, and adds a transformer layer to enhance the
features interaction. The above methods rely on
the internal knowledge of the model to complete
the judgement. CCN (Abdelnabi et al., 2022) uses
external evidence as supporting information, per-
forms circular consistency check on the image-text
pair as well as on the external evidence. SEN (Yuan
et al., 2023) propose a stance extraction network,
modeling the stances of evidence from different
modalities and fully leverages the roles of various
types of stance. SNIFFER (Qi et al., 2024) uti-
lizes explanations generated by GPT-4 to fine-tune
a InstructBLIP (Dai et al., 2023), and direct inte-
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grates evidence to generated predictions. LEMMA
(Xuan et al., 2024) enhances the detection capa-
bilities of MLLM by retrieving more relevant ev-
idence through a query-based generation method.
The judgement of such methods combines internal
knowledge with external evidence.

4.1.3 Implementation Details
For CLIP and DT-Transformer, feature extraction
component is ViT/B-32. For SNIFFER, we directly
use the results reported in their paper. Our method
is build upon the OpenAI API interface 2 and tem-
perature is set to 0.1.

4.2 Main Results
Table. 2 reports the performance comparison be-
tween our proposed method and baselines, along
with results from our exploratory experiments.
Based on these results, we observe the following:
1) Compared to previous methods that not gener-
ate human-readable explanations, MLLM relying
solely on internal knowledge to assess inconsis-
tencies between image and text outperform CLIP
and DT-transformer but lag behind CCN and SEN,
which incorporate external evidence. This indi-
cates that, despite MLLM has the potential to de-
tect OOC misinformation via world knowledge,
external evidence remains crucial. 2) After incor-
porating evidence, the performance of MLLM is
comparable to CCN and SEN, which also use ex-
ternal evidence, but falls short of SNIFFER. This
suggests that while MLLM augmented by evidence
but without fine-tuning has ability to detect OOC
misinformation, simply combining MLLM with
evidence does not achieve optimal performance.
This because the MLLM can not fully grasp the
core thread or effectively model the relationship
between evidence and the misinformation to be ver-
ified. 3) By using CMIE to identify core thread and
thoroughly consider the importance of evidence,
performance improves significantly, surpassing al-
most all baselines. This demonstrates the impor-
tance of effectively utilizing evidence and optimiz-
ing the reasoning process. CMIE effectively filters
out noise and highlights important evidence related
to core thread, thereby enhancing the MLLM’s
judgment accuracy.

4.3 Ablation Study
Table. 3 presents the precision performance of
our method with various component combinations

2https://api.openai.com/v1/chat/completions

Table 2: Performance comparison of CMIE and repre-
sentative baselines on the NewsCLIPpings benchmark.

Method Accuracy
Precision

Real Fake
CLIP 0.65 0.65 0.64

DT-Transformer 0.78 0.77 0.79
CCN 0.84 0.84 0.85
SEN 0.87 0.86 0.88

SNIFFER 0.88 0.91 0.87
LEMMA 0.81 0.74 0.92

DR 0.83 0.79 0.87
AR 0.85 0.86 0.83

CMIE 0.91 0.88 0.93

(Image Title, coexistence Relationship Genera-
tion(CRG), Association Scoring (AS), and Enti-
ties).

Table 3: Ablation study of CMIE components in terms
of accuracy (%).

ImageTitle CRG AS Entity All Real Fake

% % % % 0.83 0.79 0.87

✓ % % % 0.85 0.86 0.83

✓ ✓ % % 0.87 0.83 0.91

✓ ✓ ✓ % 0.90 0.87 0.94

✓ ✓ ✓ ✓ 0.91 0.88 0.93

When using direct reasoning, the accuracy of
real samples is lower compared to fake samples.
This occurs because the model tends to produce
conservative outputs, classifying fake samples with-
out clear errors as real. After adding the title evi-
dence, the accuracy of real samples decreases be-
cause the verification core thread becomes unclear,
leading to more real samples being misclassified
as fake. Incorporating CRG significantly improves
the accuracy of fake samples but does not enhance
the accuracy of real samples due to evidence noise.
With the addition of the AS, which evaluates the
importance of evidences based on coexistence rela-
tionships, overall accuracy improves. This demon-
strates the effectiveness of combining CRG and
AS. Further inclusion of entities extracted from
the image results in a slight overall performance
improvement, indicating that accurate entity infor-
mation also contributes to OOC misinformation
detection.

In conclusion, the progressive addition of each
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component enhances performance. The combina-
tion of CRG, AS, and entity information signifi-
cantly improves misinformation detection accuracy,
emphasizing the importance of leveraging multiple
information sources in a rational manner.

4.4 Adaptability to Different MLLMs

In addition to GPT-4o, we also evaluated the perfor-
mance improvements brought by CMIE compared
to evidence-augmented reasoning on Gemini-pro.
As shown in Figure 5, CMIE enhances performance
for both models. However, due to the inherent limi-
tations in understanding and reasoning capabilities,
Gemini-pro’s overall performance in the OOC mis-
information detection task is lower than GPT-4o.

0.7

0.75

0.8

0.85

0.9

0.95

Evidence-augmented
GPT-4o

CMIE
GPT-4o

Evidence-augmented
Gemini

CMIE
Gemini

Precision Recall F1

Figure 5: Performance comparison of GPT-4o and
Gemini-Pro under evidence-augmented reasoning and
CMIE.

4.5 Model Stability Analysis

Our framework adopts a multi-stage pipeline, rais-
ing the potential risk of error propagation, where in-
accuracies in earlier stages may compromise down-
stream performance. To assess the stability of our
approach under such risks, we conducted an analy-
sis focused on errors introduced during Stage 1: co-
existence relationship generation. We observed two
common types of errors at this stage: (i) misinfor-
mation instances misclassified as having strong co-
existence relationships when they should be weak,
and (ii) true information instances misclassified as
weak when they should be strong. According to
our statistics, 1,278 misinformation samples were
affected by such errors, compared to only 36 true
information samples, with misinformation cases ac-
counting for 97% of all error-propagated instances.

Table 4 presents the performance of our method
on the affected misinformation samples. While
some degradation in recall and F1 score is observed,
the overall performance remains within an accept-
able range. These results suggest that, despite up-

stream errors, the association scoring mechanism
in Stage 2 can still effectively leverage relevant ev-
idence, thus contributing to the overall robustness
of the framework.

Table 4: Detection performance on misinformation in-
stances impacted by coexistence relationship misclas-
sification in Stage 1. The results indicate that CMIE
effectively mitigates upstream errors through the associ-
ation scoring mechanism in Stage 2.

Precision Recall F1
0.98 0.70 0.82

4.6 Robustness to Prompt Variations

To evaluate the impact of different prompts on
model performance, we applied two modifications
to the original prompt: task description rewriting
and label reversal (see Appendix A.1 for details).
This design aims to assess the model’s understand-
ing of the task and evaluate the stability of CMIE.
Under these two settings, the model achieved 88%
and 89% accuracy, respectively, indicating that al-
though there are slight performance differences
across prompts, the overall performance remains
largely stable.

4.7 Explanation Quality Assessment

We conducted human assessments to evaluate the
quality of the explanations generated by MLLM.
We randomly selected 50 image-text pairs and in-
vited ten evaluators to participate. The evaluators
rated the explanations generated by MLLM on a
scale from 1 to 5, with prior knowledge of the labels
(see Appendix A.2 for details). Higher scores were
given if the evaluators considered the generated ex-
planations to be more accurate and comprehensive;
otherwise, lower scores were assigned.

2

2.4

3.5
3.9

0

0.5

1

1.5

2

2.5

3

3.5

4

DR AR LEMMA CMIE

Figure 6: Human evaluation scores for OOC detection
explanation quality (scale: 1–5).
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Some schools like Cleve House in 
Bristol say it is important to keep 

playground games alive

Multimodal Input Prediction

Label:  Fake Prediction:  Fake
Explanation: The image shows children holding flags and a baton, which is related to the Commonwealth Games relay baton. The text 
description mentions schools keeping playground games alive, which does not directly align with the image of children participating in a 
Commonwealth Games-related event. The coexistence relationship analysis score is 8, indicating some alignment, but the correlation scores and 
explanations of the retrieved image titles suggest a stronger connection to the Commonwealth Games rather than playground games. Therefore, 
there is clear evidence to refute the match between the image and text. 

Label:  Fake Prediction:  Real
Explanation: The text describes the importance of keeping playground games alive at Cleve House in Bristol. Without additional context or 
conflicting information from the image, there is no apparent misinformation detected between the text and the image.

Label:  Fake Prediction:  Fake
Explanation: The provided text is about the importance of playground games at Cleve House in Bristol, which is unrelated to the titles related to 
the Commonwealth Games and Queen's Baton Relay. Thus, there is misinformation between the given image and text.

DR

AR

CMIE

Label:  Fake Prediction:  Real
Explanation: The image shows children with flags, possibly at a school event.  The text mentions Cleve House School in Bristol and its focus on 
playground games. The external resources confirm Cleve House School's existence in Bristol and mention activities like gardening, netball, and 
chess, but don't specifically mention traditional playground games.  While the image doesn't depict playground games, it doesn't contradict the 
text's claim that the school values them. The image could be from a separate school event. Therefore, there is no direct misinformation between 
the image and the text.

LEMMA

• Glasgow 2014: One year until city 
hosts Commonwealth Games - 
BBC News (Source：BBC)

• Unveiling of the 2014 
Commonwealth Games 
Queen&#39;s Baton Relay ... 
(Source：pinterest.es)

• Glasgow 2014: The Gambia 
confirms Games withdrawal - 
Bantaba in Cyberspace (Source：
gambia.dk)

Evidences：

Figure 7: Examples of predictions and explanations generated by the proposed CMIE.

The experimental results in Figure 6 show that
the explanations generated by LEMMA and CMIE
outperform those of DR and AR, with CMIE per-
forming better than LEMMA, indicating that CMIE
can produce more accurate and comprehensive ex-
planations.

4.8 Case Study

Figure 7 presents examples of explanations gener-
ated by different methods. As shown in this figure,
CMIE and LEMMA can generate more compre-
hensive explanations, but LEMMA is affected by
evidence and fails to identify deep connections,
whereas CMIE is able to uncover deeper informa-
tion, resulting in more accurate outcomes.

5 Related Work

5.1 Multimodal Misinformation Detection

In the field of OOC misinformation detection, early
studies (Radford et al., 2021; Papadopoulos et al.,
2023) utilise pre-trained models to perform out-of-
context image-text pair detection. i.e. CLIP. These
methods detect misinformation using the internal
knowledge of pre-trained models. Other works
(Abdelnabi et al., 2022; Müller-Budack et al., 2020)
aid the detection of misinformation by introducing
external evidence, but such approaches do not take
into account the relevance of the evidence to the
task. SEN(Yuan et al., 2023) indicate that evidence
stance represents a bias against results and propose
a stance extraction network, modeling the stances
of evidence from different modalities and fully

leverages the roles of various types of stance. How-
ever, unlike our approach, none of these methods
can generate human-readable explanations, which
somewhat diminishes the confidence of humans to
rely on such methods for decision-making.

5.2 Retrieval Augmented Generation for
OOC Misinformation Detection

Despite the significant potential demonstrated by
LLMs and MLLM across various tasks (Li et al.,
2024; Jin et al., 2024), they still struggle to ac-
complish complex tasks (Cao et al., 2023; Han
et al., 2024) due to their inability to timely up-
date knowledge and their limited understanding of
domain-specific knowledge. Research has shown
that leveraging Retrieval-Augmented Generation
(RAG) can enhance the performance of LLMs
(Ding et al., 2024; Wang and Shu, 2023; Chen and
Shu, 2023). By combining retrieved external in-
formation such as wikipedia and internet, RAG
is able to generate more accurate outputs. For
OOC misinformation detection, existing studies
(Qi et al., 2024; Xuan et al., 2024; Zhou et al.,
2024) also employ Retrieval-Augmented Genera-
tion (RAG) techniques to assist in detecting misin-
formation by retrieving relevant external evidence.
Among these studies, SNIFFER (Qi et al., 2024)
requires fine-tuning based on InstructBLIP (Dai
et al., 2023) to generate explanations and relies on
ChatGPT (OpenAI, 2023) to generate explanation
labels. This method demands significant computa-
tional resources and a large amount of labeled data,
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making it both time- and resource-intensive. In
contrast, LEMMA (Xuan et al., 2024) and MUSE
(Zhou et al., 2024) do not require model fine-tuning.
These methods also consider the relevance of ex-
ternal evidence to the task. However, they primar-
ily focus on superficial lexical matching between
the retrieved results and the query, lacking deeper
alignment between the evidence and the image-text
pair. When faced with complex OOC misinforma-
tion, they may introduce irrelevant or misleading
information.

6 Conclusion

This paper explores and analyzes the performance
of multimodal large language models in out-of-
context misinformation detection, both using the
internal knowledge and in combination with exter-
nal evidence. We found that while MLLM exhibit
significant potential for OOC misinformation detec-
tion, it tend to overlook key validation aspects and
susceptible to noise in external evidence. Based
on these findings, we proposed the coexistence re-
lationship generation strategy and the association
scoring mechanism, which are designed to help
MLLM identify deep connections of image-text
pair and effectively utilize relevant evidence. Ex-
perimental results demonstrate that our method out-
performs baselines in most cases. Our research
provides a foundation for using MLLM combined
with external evidence for OOC misinformation de-
tection, aiding in the development of more effective
detection methods.

Limitations

The known limitations and possible solutions
(plans) of this work are as follows:

• MLLM suffer from the hallucination problem,
which may affect the detection results. To
address this issue, our future work plans to
further analyze the generated explanations and
apply methods to reduce hallucinations.

• Like other MLLM-based methods, some of
the explanations generated by CMIE dif-
fer from human evaluation standards, even
though it mimics the human recognition pro-
cess. We will introduce intelligent agents in
future work to further improve this consis-
tency.

Ethical Considerations

This work aims to explore the difficulty of detecting
multimodal misinformation using MLLM. There-
fore, our work can have a positive impact by miti-
gating the harm caused by the spread of misinfor-
mation in society.

The proposed CMIE relies on the capabilities of
MLLM. Therefore, CMIE may produce explana-
tions that deviate from human judgment in certain
cases. This is an inherent drawback of MLLM,
rather than a limitation of our method.
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A Appendix

A.1 Prompt Sensitive Evaluation

To evaluate the impact of different prompts on
model performance, we applied two types of modi-
fications to the prompt used for the final prediction:
task description rewriting and label reversal. For
task description rewriting, we modified the task
instruction by rephrasing it.

Below is the original task description:

You will receive an image and a text de-
scription, and your task is to determine if
the image matches the text description. In
addition, you will receive additional auxil-
iary information, including titles retrieved
from images and matching analysis lists
with images, entities extracted from im-
ages, and a simple coexistence relationship
analysis. Coexistence relationship analy-
sis shows a simple reason why images and
text are matched together. Please com-
bine other information and a given confi-
dence score to comprehensively determine
whether the given image and text are incor-
rectly matched.

And below is the rewritten version:

You are provided with an image and a cor-
responding text description. Your task is to
determine whether the image and the text
are appropriately matched. To assist in this
judgment, you will also receive auxiliary
information, including: image-retrieved ti-
tles, image-based matching analysis lists,
entities extracted from the image, and a
brief analysis of their coexistence relation-
ship—which offers a basic rationale for the
image-text pairing. Please evaluate all avail-
able information, along with a given confi-
dence score, to make a comprehensive judg-
ment on whether the image and text are mis-
matched.

For label reversal, we modified the output for-
mat. In the original prompt, the model was in-
structed to output "Yes" when misinformation was
detected. With label reversal, however, the model is
prompted to output "No" under the same condition.
This modification helps evaluate the model’s task

comprehension and stability.
Below is the original output format:

Generate a JSON object with two proper-
ties: ’label’, ’explanation’. The return value
of ’label’ property should be selected from
["Yes", "No"]. Yes indicates there is misin-
formation between the given image and text.
No indicates that there is no misinformation
between the given image and text. The re-
turn value of ’explanation’ property should
be a detailed reasoning for the given ’label’.
Please provide detailed steps for judging
based on scores and other evidence.

And below is the label reversal version:

Generate a JSON object with two proper-
ties: ’label’, ’explanation’. The return value
of ’label’ property should be selected from
["Yes", "No"]. Yes indicates there is no mis-
information between the given image and
text. No indicates that there is misinfor-
mation between the given image and text.
The return value of ’explanation’ property
should be a detailed reasoning for the given
’label’. Please provide detailed steps for
judging based on scores and other evidence.

A.2 Human Evaluation Details
We conducted human evaluation in Section 4.7.
Below are the instructions provided to the partici-
pants.

You will be presented with a multimodal
news item consisting of an image and its
corresponding caption. Additionally, you
will see the news label (true or false) along
with the model-generated justification for
this label. Please evaluate the justification
based on its reasonableness and comprehen-
siveness, scoring it on a scale from 1 to 5,
where a higher score indicates that you find
the model’s justification more thorough and
convincing.

A.3 Prompts
The prompts used in the CMIE reported in the fol-
lowing tables respectively. The {·} in prompt rep-
resent the input content.
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Direct Reasoning

[Guidance]
You are given an image and a piece of text. Your task is to predict whether there is
misinformation between the given image and text.

[Input]
The given text: {text}

[Output Format]
Generate a JSON object with two properties: ’label’, ’explanation’. The return value of ’label’
property should be selected from ["Yes", "No"]. Yes indicates there is misinformation between
the given image and text. No indicates that there is no misinformation between the given image
and text. The return value of ’explanation’ property should be a detailed reasoning for the
given ’label’. Note that your response will be passed to the python interpreter, SO NO OTHER
WORDS! And do not add Markdown syntax like “‘json, just only output the json object.

Your Response:

Figure 8: Prompt of direct reasoning using MLLM.

Evidence Augmented Reasoning

[Guidance]
You are given an image, a piece of text, and a list of titles related to the image content.
Your task is to predict whether there is misinformation between the given image and text.

[Input]
The given text: {text}

[Output Format]
Generate a JSON object with two properties: ’label’, ’explanation’. The return value of ’label’
property should be selected from ["Yes", "No"]. Yes indicates there is misinformation between
the given image and text. No indicates that there is no misinformation between the given image
and text. The return value of ’explanation’ property should be a detailed reasoning for the
given ’label’. Note that your response will be passed to the python interpreter, SO NO OTHER
WORDS! And do not add Markdown syntax like “‘json, just only output the json object.

Your Response:

Figure 9: Prompt of evidence enhanced reasoning using MLLM.

Coexistence Relationship Generation

[Guidance]
You are given an image, a piece of text. Your task is to provide the reason and score for the
coexistence of the picture and text.

[Input]
The given text: {text}

[Output Format]
Generate a JSON object with two properties: ’score’,’explanation’. The return value of ’score’
property should be the coexistence degree of image and text , the value of should be selected
from the range of [0,10]. The return value of ’explanation’ property should be a detailed
reasoning. Note that your response will be passed to the python interpreter, SO NO OTHER WORDS!
And do not add Markdown syntax like “‘json, just only output the json object.

Your Response:

Figure 10: Prompt of generating coexistence relationship.
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Association Scoring Mechanism

[Guidance]
You will receive an image, a title related to the image content, a text description as well
as a coexistence relationship about the image and text description. Your task is to score the
relevance level of each title based on images,text description and coexistence relationship.
Please first decompose the coexistence relationship into several topics to be validated, and
rate the title based on these topics combined with images. Please think step by step.

[Input]
The given text: {text}
The list of titles related to the image content: {text}
The coexistence relationship: {text}

[Output Format]
Generate a JSON object with three properties:’index’, ’score’, ’explanation’,’original title’.
The return value of ’index’ property should be the index of title. The return value of ’score’
property should be the degree of correlation between the title and the image, the value of
should be selected from the range of [0,10]. The return value of ’explanation’ property should
be a detailed reasoning for the given ’score’. The return value of ’original title’ property
should be the original text of title.

Your Response:

Figure 11: Prompt of scoring the image related evidences.

Final Prediction

[Guidance]
You will receive an image and a text description, and your task is to determine if the image
matches the text description. In addition, you will receive additional auxiliary information,
including titles retrieved from images and matching analysis lists with images, entities
extracted from images, and a simple coexistence relationship analysis. Coexistence relationship
analysis shows a simple reason why images and text are matched together. Please combine other
information and a given confidence score to comprehensively determine whether the given image
and text are incorrectly matched.

[Input]
The given text: {text}
The list of titles related to the image content: {text}
The coexistence relationship analysis of image and text: {text}
The correlation score and explanation of retrieved image titles and images: {text}
The the entities extracted from image: {text}

[Output Format]
Generate a JSON object with two properties: ’label’, ’explanation’. The return value of ’label’
property should be selected from ["Yes", "No"]. Yes indicates there is misinformation between
the given image and text. No indicates that there is no misinformation between the given image
and text. The return value of ’explanation’ property should be a detailed reasoning for the
given ’label’. Please provide detailed steps for judging based on scores and other evidence.
Note that your response will be passed to the python interpreter, SO NO OTHER WORDS! And do not
add Markdown syntax like “‘json, just only output the json object.

Your Response:

Figure 12: Prompt of generating final decision results.
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