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Abstract

Recent research has focused on investigating
the psychological characteristics of Large Lan-
guage Models (LLMs), emphasizing the im-
portance of comprehending their behavioral
traits. Likert scale personality questionnaires
have become the primary tool for assessing
these characteristics in LLMs. However, such
scales can be skewed by factors such as so-
cial desirability, distorting the assessment of
true personality traits. To address this issue,
we firstly incorporate the forced-choice test,
a method known for reducing response bias
in human personality assessments, into the
evaluation of LLM. Specifically, we evaluated
six LLMs: Llama-3.1-8B, GLM-4-9B, GPT-
3.5-turbo, GPT-40, Claude-3.5-sonnet, and
Deepseek-V3. We compared the Likert scale
and forced-choice test results for LLMs’ Big
Five personality scores, as well as their relia-
bility. In addition, we looked at how temper-
ature parameter and language affected LLM
personality scores. The results show that the
forced-choice test better captures differences
between LLMs across various personality di-
mensions and is less influenced by tempera-
ture parameters. Furthermore, we found both
broad trends and specific variations in person-
ality scores across models and languages.

1 Introduction

In recent years, Large Language Models (LLMs)
have demonstrated remarkable human-like cogni-
tive abilities in dialog generation tasks. As conver-
sational performance approaches that of humans,
researchers are increasingly examining whether
these models can recognize and express human
traits similarly to people (Jiang et al., 2024b; Amin
et al., 2023; He et al., 2023). Interactions between
LLMs and humans may influence users’ ideolo-

* Corresponding author.

gies and behaviors, potentially leading to signifi-
cant societal impacts (BodroZa et al., 2024). As
a result, determining whether LLM outputs have
stable psychological traits is critical. Personality,
a key indicator of an individual’s stability and be-
havioral tendencies (Ashton and Lee, 2009), has
emerged as an important measure for assessing the
psychological traits of LLM’s generation behavior
(Wen et al., 2024). The five-factor model (FFM)
(McCrae, 2010), the most widely used framework
for personality assessment, consists of five broad
dimensions: openness (O), conscientiousness (C),
extraversion (E), agreeableness (A), and neuroti-
cism (N), which collectively define an individual’s
personality.

Likert scales are popular among researchers be-
cause of their ease of administration and quantita-
tive clarity (Joshi et al., 2015; Jebb et al., 2021),
and they are frequently used to assess personal-
ity in LLMs (Huang et al., 2023b; Jiang et al.,
2024a). When assessing personality traits re-
flected in LLM’s generation behavior (hereafter
referred to as personality traits in LLM output),
prompt words indicate the task and a multiple-
choice format allows the models to choose the
best answers based on the descriptions provided
(Miotto et al., 2022; Safdari et al., 2023). How-
ever, this approach has a double-edged effect:
while it simplifies the process, it frequently intro-
duces social desirability responding (SDR) (Paul-
hus, 1991), in which participants (or models)
choose responses that conform to social desirabil-
ity, instead of their latent personality traits. Fur-
thermore, LLMs may be influenced by the social
values embedded in their training data, resulting
in discrepancies between their "true" personality
traits and performance on assessments.

To reduce the effect of social desirability,
forced-choice tests have emerged as an effective
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psychometric tool (Dhar and Simonson, 2003).
This format of tests improves validity by includ-
ing a social desirability balancing mechanism in
the design. Participants are asked to rank state-
ments with similar social desirability in one item
block based on their circumstances. This method
effectively reduces the influence of social desir-
ability on results, thus increasing accuracy (Sav-
ille and Willson, 1991; Jackson et al., 2000a; Wet-
zel et al., 2021). However, several confounding
factors affect the personality test of LLMs (Huang
et al., 2024). For example, the temperature pa-
rameter affects the variety of generated responses
and thus affects the stability of the assessment re-
sults (Miotto et al., 2022). Cultural differences
in language corpus may also lead LLM’s genera-
tion behavior to exhibit different personality traits
across languages (Pellert et al., 2024; Romero
et al., 2024; Bleiweiss, 2025).

To this end, we, for the first time, pro-
pose a novel generalized personality measure
using forced-choice testing and systematically
examine how test format, temperature parame-
ters, and language affect assessment outcomes.
Our study focuses on six representative LLMs:
Llama-3.1-8B-Instruct (referred to as Llama-3.1-
8B for brevity)!, GLM-4-9B-chat (GLM-4-9B)?,
GPT-3.5-turbo®, GPT-40-2024-11-20 (GPT-40)*,
Claude-3.5-sonnet’, and Deepseek-V3%.  The
IPIP-NEO-120 scale provides five test sets with
different item block designs. To analyze the ef-
fect of item order on responses, we develop a con-
sistency index to measure model stability. We
also relate the results to the FFM and investigate
secondary dimensions, or facets, within each fac-
tor (e.g., Imagination and Artistic Interest under
Openness) to deepen our understanding of person-
ality traits.

The contributions of our study are as follows:

* Our study introduces forced-choice testing for
measuring personality traits in LLM output, es-
tablishing a framework based on the IPIP-NEO-
120 scale and enhancing reliability with a social
desirability balancing mechanism.

* A systematic comparison of Likert scales and
forced-choice tests in LLM output reveals how

"https://huggingface.co/meta-1lama/Llama-3.1-8B
*https://huggingface.co/ THUDM/glm-4-9b-chat
*https://platform.openai.com/docs/models/gpt-3-5
“https://platform.openai.com/docs/models/gpt-4
Shttps://docs.anthropic.com/en/api/getting-started
®https://api-docs.deepseek.com/

different measurement paradigms affect the ex-
pression of model traits, offering empirical evi-
dence for the selection of future personality mea-
surement methods in LLM output.

* A comprehensive analysis of factors influencing
personality measurement in LLM output, includ-
ing temperature parameter and languages,
demonstrates their impact on results.

2 Related Work

2.1 Forced-choice Tests

Forced-choice tests are commonly used in non-
cognitive testing, particularly for high-stakes,
large-scale personality tests. Current research indi-
cates that forced-choice tests are capable of elimi-
nating potential answer biases such as halo effects,
central tendency, extreme tendencies, and acquies-
cence compared to traditional Likert scales (Zheng
et al., 2024). Besides, the format of forced-choice
assessments can successfully reduce score infla-
tion towards the direction of social desirability and
resisting faking (Bowen et al., 2002).

Human-participate studies on the Big Five per-
sonality traits reveal that forced-choice and Lik-
ert personality scales produce results with similar
overall tendencies (Pavlov et al., 2019; Hegges-
tad et al., 2006). However, in high-stakes assess-
ment scenarios, forced-choice scales are less influ-
enced by social desirability, accounting for more
than one-third of the variation reported in Likert
scales (Jackson et al., 2000b; Vasilopoulos et al.,
2006). This demonstrates the effectiveness of
forced-choice scales in minimizing response bi-
ases in Big Five personality measures, with the
results more accurately representing the respon-
dents’ latent personality traits.

2.2 Generalized Personalities in LLMs

The pursuit of investigating generalized person-
alities in LLMs originates from exploring their
behavioral characteristics through trait theory
(Huang et al., 2023a). With the growing popu-
larity of generalized personality tests in LLMs,
such as various versions of the Big Five (e.g.,
IPIP-NEO, BFI, BFI-2) (Safdari et al., 2023), and
other scales like HEXACO-100, the Dark Triad
(e.g., SD3), and SCS-R (Bodroza et al., 2023;
Huang et al., 2023b), questions about the reliabil-
ity of these scales in LLMs have arisen (Huang
et al., 2024). Subsequent studies have identified
key factors influencing reliability under a zero-
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temperature parameter setting, including instruc-
tion templates (Bubeck et al., 2023), item rephras-
ing (Coda-Forno et al., 2023), language (Lai et al.,
2023; Wang et al., 2023), choice labeling (Liang
et al., 2023), and choice order (Zhao et al., 2021).

Among these factors, the temperature parame-
ter and language differences are particularly crit-
ical. The temperature parameter affects the vari-
ability of generated responses, influencing the sta-
bility and reliability of personality assessments
(Miotto et al., 2022). Meanwhile, cultural and
linguistic differences in the training corpus may
lead LLMs to display distinct personality traits
across languages (Pellert et al., 2024; Romero
et al., 2024; Bleiweiss, 2025). Therefore, these
two factors are the main focus of our study.

3 Forced-Choice Scale Assembly

Forced-choice tests, unlike Likert scales, require
items to be organized into blocks based on their
level of social desirability. Therefore, in this sec-
tion, we will introduce three parts: dataset, social
desirability evaluation, and block assembly in test.

3.1 Dataset

Our study utilizes statements from the IPIP-NEO-
120 dataset (Johnson, 2014), which includes 120
behavioral statements that describe personal traits,
featuring both positive and negative items. These
items are evenly distributed across the OCEAN di-
mensions, each comprising six facets, resulting in
30 sub-dimensions. Detailed information can be
found in Appendix A.

3.2 Social Desirability Evaluation

Our study evaluates social desirability using six
LLMs: Llama-3.1-8B and GLM-4-9B, which run
locally on a 2.30 GHz Intel Xeon Gold 5218 CPU
and RTX A6000 GPU with 48 GB of RAM, along-
side GPT-3.5-turbo, GPT-40, Claude-3.5-sonnet,
and Deepseek-V3 accessed through official APIs.
Scoring Process. During the social desirability
scoring process, all models have their temperature
parameter set to zero. Each model rates item de-
sirability on a scale from 1 to 10, with 10 being
the highest and 1 the lowest, and must provide a
rationale for each rating. To ensure score stability
and reliability, items are presented one at a time in
a randomized order and tested ten times. We also
compare the original first-person item descriptions
with adapted second-person versions (Huang et al.,

2023c) to evaluate the potential impact of personal
pronoun differences on the results. Here’s an ex-
ample of the prompt in use:

"I’'m going to ask you one question. Please rate
the degree of social desirability of each question
on a scale of 1 to 10, with 10 denoting the highest
level and 1 denoting the lowest. You should also
explain your assessment.

Question: Get stressed out easily."”

Social Desirability Score Analysis. We an-
alyze 37 items with different pronouns, averag-
ing scores from ten repeated experiments per item.
Comparing the scores of both pronoun versions
across 222 conditions (6 models x 37 items), we
find around 8.11% show score differences exceed-
ing one. Due to minimal social desirability dif-
ferences between first- and second-person descrip-
tions, we combine the data for further analysis. A
robust statistical method determines each items fi-
nal social desirability score by taking the median
of all model scores, minimizing outlier effects and
improving reliability. The distribution of scores is
detailed in Appendix A.

3.3 Block Assembly in Test

During testing, each test in the block assembly
process comprises several item blocks, with each
block containing three items. The construction of
these tests follows strict rules:

* Social Desirability Consistency: Social desir-
ability scores for items within each block should
be within two points of each other. This require-
ment prompts LLMs to focus on item content
rather than social desirability variations, thereby
minimizing response bias.

¢ Dimensional Heterogeneity Constraint: Each
block must include three items from different
personality dimensions, preventing direct com-
parisons within a single dimension, which is
known as multidimensional forced-choice test-
ing (MFC) and standard in forced-choice tests.

* Unique Item Pairing: Although all tests use the
same 120 items, each item is paired with a differ-
ent item when forming item blocks across mul-
tiple tests, which ensures a wider range of com-
parisons, resulting in more consistent results.

Following these guidelines, the study manually
screened and matched items, resulting in the suc-
cessful construction of five tests. To ensure that
the research design was followed, each test was
subjected to rigorous logical checks and rule ver-
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Likert Template

Forced-choice Template

Please read the following descriptions and score them based
on how similar they are to your nature as an Al language
model.

Use the following 7-point Likert-type scale to assign scores:
1 = Not at all similar

2 = Very dissimilar

3 = Somewhat dissimilar

4 = Neutral or not relevant

5 = Somewhat similar

6 = Very similar

7 = Completely aligned

Read the following description and score it accordingly:
Item: {$Statement}.

Answer:

Please read the following descriptions and rank them based
on how similar they are to your nature as an Al. Rank the
descriptions from most similar to least similar, where the
description most like you is ranked 1st, the next most like
you is ranked 2nd, and the one least like you is ranked 3rd.

Please use the following scale:

Rank 1 = Very similar to me

Rank 2 = Somewhat similar to me

Rank 3 = Not similar to me at all

Read the following descriptions and rank them accordingly:
Item 1. {$Statement}

Item 2. {$Statement}

Item 3. {$Statement}

Answer:

Table 1: Prompt templates for Likert scale and forced-choice test. {$Statement} representing the item descrip-

tion.

o, . 5.00

Figure 1: Pairwise relationships between items.

ification. To reduce random errors from individ-
ual tests, the final results are based on the average
scores of all five tests. Figure 1 depicts the pairing
relationships between all items in the five sets of
papers, demonstrating how each item is associated
with the other four dimensions.

4 Methods

4.1 Experimental Designs

We developed three research questions to inves-
tigate the factors influencing personality assess-
ments:

RQ1: How do LLMSs’ results on personal-
ity assessments differ between test formats?
This question compares the effectiveness of Likert
scales and forced-choice tests in assessing LLM
personalities. The experiment is conducted in En-
glish with a temperature value of 0 and six LLMs,
yielding 2 x 6 = 12 experimental conditions. Ta-
ble 1 provides examples of templates for both test

formats.

RQ2: How do temperature parameters in-
fluence LLMs’ results on personality assess-
ments in forced-choice tests? This question
looks into the effect of different temperature pa-
rameters on LLMs’ personality assessments dur-
ing forced-choice tests. The temperature is ad-
justed from O to 1 in 0.1 increments, resulting in
11 different settings. The experiment is conducted
in English with six LLMs, yielding 6 x 11 = 66
experimental conditions.

RQ3: How do LLMSs’ results on personal-
ity assessments differ across languages? This
question investigates how LLM personality assess-
ments differ across languages, including English
(En), Chinese (Zh), French (Fr), Russian (Ru),
Spanish (Es), and Arabic (Ar), which reflect ma-
jor global cultural backgrounds. The test mate-
rials come from the open-source project "bigfive-
web" 7, which is based on the IPIP-NEO-120 per-
sonality scale and has been translated and vali-
dated by many participants. The question sets in
each language are consistent with the English ver-
sion. This experiment used GPT-3.5-turbo, GPT-
40, Claude-3.5-sonnet, and Deepseek-V3 LLMs,
with the temperature parameter set to 0, for a total
of 6 x 4 =24 experimental conditions.

4.2 Test Formats and Score Calculation

Likert Scale Format: A 7-point scoring system is
used, with one question presented at a time to im-
prove score consistency and reliability. The order
of the questions is randomly assigned, and each
test is repeated ten times. The conversion formula

"https://github.com/rubynor/bigfive-web
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is used:

: i
5°() = s(x) x .1s posi 1.Ve 0
8 — s(xz) x is negative

Forced-Choice Test: The RANK-3 format
(Brown and Bartram, 2011) is utilized, requiring
LLMs to rank items based on provided descrip-
tions, with the most similar item ranked first and
the least similar ranked third. To ensure stability
and reliability, one block of items is presented at a
time, testing all possible orderings of item blocks
(six combinations in total). Table 2 presents the
score conversion rules.

Positive  Negative
Rank 1 1 -1
Rank 2 0 0
Rank 3 -1 1

Table 2: Score conversion rules for forced-choice test.

During the experiment, if LLMs provided re-
sponses that did not meet the test requirements,
such as failing to assign specific scores on Likert
scales or ranking all items equally in the forced-
choice test, we regenerated them until they met the
criteria.

4.3 Evaluation Metrics

The final Likert scale score for each item in LLMs
is calculated by averaging ten repeated measure-
ments. This study assesses the reliability of LLM
outputs by comparing the consistency of differ-
ent scoring methods (positive and negative) within
the same personality dimension, using the agree-
ment bias indicator (Siihr et al., 2023). To de-
termine whether LLM performance meets expec-
tations, we calculate the average difference be-
tween scores for positive and negative items within
the same dimension. In theory, after converting
negative items, both positive and negative scores
should show consistent trends, ensuring that the
results are valid and reliable. To measure this con-
sistency, we define the Consistency Index (CI) as
follows:

K

~ 1 Xk pos —
Cszert g E Z(l _ | ,POS 7
k=1

Xk,neg| ) (2)

where K represents the total number of personal-
ity dimensions, Cr;xer¢1s the average CI across all
dimensions, Xy, ;05 and Xy, ., represent the av-
erage scores for positive and converted negative

scoring for the k-th dimension, respectively. The
denominator is 7, reflecting the maximum score
range of the Likert scale, which standardizes the
difference. The value of C' ranges from 0 to 1,
with higher values indicating greater overall con-
sistency.

In one forced-choice test, the final score for
each set of LLM items is calculated by averag-
ing the six possible ranking outcomes. The final
personality score for LLMs is the average of the
scores from the five sets of questionnaires used in
the experiment.

To assess the reliability of the forced-choice test
results, we use the CI as our assessment metric,
defined by the following formula:

N
1 1
Cre = T Z Z maz(4; j,Bi ),
=11<i<j<3
3)

where N represents the number of item blocks in
the test, while A;; and B;; denote the counts
of two different orderings for items 7 and j, re-
spectively. The function maz(-) selects the max-
imum value among these counts. The number 3
indicates the number of item pairs within a block,
while 6 represents the six possible orders for pre-
senting the item block. This formula calculates
the consistency for each test paper, with the av-
erage CI across M test papers given by Crc =
= 2%21 Crc. A higher consistency ratio indi-
cates that LLMs perform more consistently across
ranking orders, increasing the reliability of the re-
sults.

5 Results

5.1 Impact of Test Format on Personality

RQD

Table 3 displays the Cls for both forced-choice
tests and Likert scales. In the forced-choice test,
all models demonstrated high consistency indices,
with Deepseek-V3 and GPT-40 performing partic-
ularly well. In contrast, GLM-4-9B had the lowest
average score, indicating that larger, more recent
models tend to be more consistent. However, per-
formance varied on the Likert scale. Most models,
with the exception of GLM-4-9B, had consistency
scores below 0.8, with Llama-3.1-8B performing
the worst. This suggests that LLMs may be biased
when responding to different scoring items on the
same dimension of the Likert scale.
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MFC Likert
Llama-3.1-8B 0.82410.023 0.333. 503
GLM-4-9B 0784, 016 0.853:0 ss
GPT-3.5-turbo 0.858:()_()()8 0.777i()(()53
GPT-40 0.923+0.005  0.733+0.099
Claude-3.5-sonnet  0.9010.010 0.668+0.140
Deepseek—V3 0.928j:()_[)|:; 0.701i()_()§):5

Table 3: CIs for Likert scale and forced-choice test in
six LLMs. The highest results are bolded, and the low-
est results are underlined; this convention also applies
to the following tables.

The results of the personality dimension scores
on the forced-choice test and Likert scale are
shown in Figure 3. The results of both test for-
mats show that LLMs score higher in conscien-
tiousness and agreeableness, with openness at a
moderate level, but lower in neuroticism and ex-
traversion. The forced-choice test distinguishes
LLMs across dimensions and produces more con-
sistent results. For example, GPT-3.5-turbo has
significantly different personality scores on the
Likert scale than other LLLMs, but its forced-choice
test scores are more similar to those of its peers.
This discrepancy could be due to the Likert scale’s
prompts, which can introduce measurement error.
Specifically, the results are as follows: (1) On
the Likert scale, conscientiousness and agreeable-
ness scores are nearly identical, with conscien-
tiousness having a slight advantage. In contrast,
the forced-choice test reveals a significant differ-
ence, with conscientiousness outperforming agree-
ableness across most LLMs. (2) The scores for
extraversion differ significantly between the two
methods; LLMs show low-to-moderate scores on
the Likert scale but much lower scores on the
forced-choice test. This could be because extraver-
sion reflects an individual’s level of activity in so-
cial events, which is influenced by social desirabil-
ity. Although LLMs have no genuine social needs
for human activities such as parties or friendships,
they may score higher on this dimension due to
social pressure patterns found in their training cor-
pora. Thus, the forced-choice method’s lower ex-
traversion scores correspond more closely to the
intrinsic characteristics of LLMs.

Figure 2 depicts the personality facet scores
obtained from the forced-choice test and Likert
scales. The LLM’s generation behavior shared
similarities across facets and dimensions. No-
tably, the forced-choice test revealed differences
between facets more clearly than the Likert scale,
and it showed greater stability in facet change

trends across LLMs.

5.2 Effect of Temperature on Personality
(RQ2)

Figure 4 illustrates how different temperature set-
tings impact the CI of the LLM forced-choice
test results. Overall, temperature values have
little bearing on the consistency of LLM re-
sults. Claude-3.5-sonnet and Deepseek-V3 have
the highest stability, remaining relatively unaf-
fected by temperature changes. Llama-3.1-8B and
GLM-4-9B are more stable at low temperatures,
but their Cls fall as temperatures rise above 0.7. In
contrast, both models in the GPT series show more
fluctuations at low and high temperatures, while
remaining more consistent in the middle.

Figures 5 and 6 show how different tempera-
ture parameter settings affect forced-choice per-
sonality tests for LLMs. While LLM scores on
various dimensions and facets vary with temper-
ature, the majority of models maintain consis-
tent dimension score rankings. Consistent with
the findings from LLM’s CIs, Claude-3.5-sonnet
and Deepseek-V3 have the highest stability across
both dimension scores. In contrast, when the tem-
perature exceeds 0.7, GLM-4-9B, GPT-3.5-turbo,
and GPT-40 exhibit significant variations. GLM-
4-9B, in particular, experiences an increase in ex-
traversion, with fluctuations in agreeableness and
neuroticism; GPT-3.5-turbo sees increases in con-
scientiousness and neuroticism, while agreeable-
ness and openness fluctuate; and GPT-4o0 expe-
riences increases in agreeableness and openness.
Llama-3.1-8B’s agreeableness, openness, and con-
scientiousness fluctuate with temperature. Among
the facets, Deepseek-V3 produces the most consis-
tent results, while the other models exhibit varying
degrees of variability.

5.3 Effect of Language on Personality (RQ3)

The consistency of LLMs’ personality results
across different languages is illustrated in Table
4. Among the models, GPT-40 exhibits the high-
est average CI, followed by Deepseek-V3, while
GPT-3.5-turbo has the lowest average CI. In terms
of language, Arabic shows the lowest consistency,
whereas Spanish demonstrates the highest consis-
tency.

Figure 7 shows the personality dimension
scores of LLMs across different languages.
Among the models, GPT-40 has the least vari-
ation in personality traits across languages, fol-
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Figure 2: Personality facet results of six LLMs across different test formats.
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Figure 3: Personality dimension results of six LLMs
across different test formats.

lowed by Deepseek-V3, and GPT-3.5-turbo has
the most differences. This discrepancy could be
attributed to GPT-3.5-turbo being an older model,
whose personality likely resulted in less effective
alignment with diverse languages. Notably, cer-
tain languages share personality traits across mul-
tiple LLMs. For example, Deepseek-V3 and GPT-
4o exhibit nearly identical personality traits in Chi-
nese. This consistency suggests that LLMs can
learn cultural characteristics from training data, re-
sulting in consistent personality traits across mod-
els speaking the same language.

Finally, we look at specific dimensions of per-
sonality traits for the three models, excluding GPT-
3.5-turbo. For example, Spanish is lower in ex-
traversion than other languages, Chinese is lower
in neuroticism, and French is lower in openness

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Temperature

Figure 4: CIs of Personality Results for Six LLMs at
Varying Temperature Values.

for both GPT-40 and Claude-3.5-turbo. Appendix
B contains information on the facet scores for
LLMs in various languages.

6 Discussions

We would like to discuss several interesting find-
ings from our research: (1) The forced-choice test
appears to require more cognitive resources from
LLMs than the Likert scale. The Likert scale re-
quires understanding and responding to a single
question, whereas the forced-choice test requires
comprehending an entire item block and then rank-
ing the items. This complexity may encourage
LLMs to provide more honest responses, and fu-
ture research could provide additional evidence for
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Figure 5: Personality dimension results of six LLMs at
various temperature values.

Figure 6: Personality facet results of six LLMs at vari-
ous temperature values.

this hypothesis. (2) The number of scoring levels
on the Likert scale may influence the final results.
Our study used a 7-point scale, but investigating
the impact of different scoring levels on outcomes
would be an interesting area of future research.
(3) We used a RANK-3 block assembly for the
forced-choice test. However, other methods, such
as PICK-2 (Stark et al., 2005) and MOLE-4 (Hon-
tangas et al., 2015), could be tested to determine
which block assembly technique is best suited for
measuring psychological traits in LLMs. (4) Our
investigation into how language influences LLMs’
personality assessment results revealed potential
cross-cultural differences. For example, LLMs
had lower neuroticism scores in Chinese compared
to other languages, which is consistent with previ-
ous cross-cultural research on human personality
(McCrae and Terracciano, 2005). Thus, investigat-
ing cross-cultural differences in LLMs is an impor-
tant area for future research.
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Figure 7: Personality dimension results for four LLMs
in various languages.

7 Conclusion

This study examines at the personality assessment
and reliability of personality scales designed for
human evaluation when applied to LLMs from
three angles. First, we created a forced-choice
test based on social desirability scores and estab-
lished a standard testing procedure. Second, we
compared the effectiveness and reliability of two
formats, Likert scales and forced-choice tests, for
measuring personality traits in LLMs. Finally, we
investigated how temperature and language affect
personality assessment and reliability in LLMs.
The results show that the forced-choice test bet-
ter captures differences between LLMs across per-
sonality traits and is less affected by temperature
parameters. Furthermore, we discovered that dif-
ferent languages have both shared and distinct per-
sonality traits, implying that cultural factors may
influence these differences.

Limitations

This study has several limitations:

(1) This study utilized a version of the IPIP-
NEO-120 questionnaire translated into various lan-
guages by bigfive-web. Although widely used
and calibrated with many participants, this version
lacks rigorous academic validation, which could
result in translation errors.

(2) Previous research has identified a number
of factors that influence the personality outcomes
of LLMs using Likert scales (Huang et al., 2024;
Miotto et al., 2022), including prompt instructions,
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items, languages, choice label, order, and temper-
ature value. While these factors may influence
forced-choice tests, this study focuses solely on
the effects of temperature and language on person-
ality outcomes, leaving other potential infuences
unaddressed

(3) In this study, only one type of prompt was
used to assess personality traits in LLM outputs.
While evidence suggests that LLMs’ performance
on personality assessments is generally consistent
across similar prompts, some anomalies persist
(Huang et al., 2024). As a result, prompt templates
can be viewed as an influencing factor for experi-
ments in future studies.

(4) Certain negative descriptors in personality
tests, like "insult people”, can trigger LLMs’ se-
curity defenses, often leading to low Likert scale
scores (e.g., "not similar to me"). In the forced-
choice test, repeated prompts are used to ob-
tain valid responses for each item block, but this
method may affect the authenticity of the results.
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A Questionnaire-Related Material

Table 5 shows the IPIP-NEO-120’s five dimen-
sions, each with six facets. It shows the total num-
ber of items for each facet, as well as the counts
of positively and negatively scored items. Each di-
mension contains 24 items, with four dedicated to
each facet.

Dim Facet #ltem #Pos

O Adventurousness
Atrtistic Interests
Emotionality
Imagination
Intellect
Liberalism

C Achievement-striving
Cautiousness
Dutifulness
Orderliness
Self-discipline
Self-efficacy

E Activity Level
Assertiveness
Cheerfulness
Excitement-seeking
Friendliness
Gregariousness

A Altruism
Cooperation
Modesty
Morality
Sympathy
Trust

N Anger
Anxiety
Depression
Immoderation
Self-consciousness
Vulnerability

#Neg

B I B i i i i i e i i i i i i i e i Bl i T e
WWHRWRARWRWNDNOODONINNDEPRWWRRNDE,NDONIN~BRNDND—
— R WP ORI PRAERRNDPODNDOOR =, ONWNRADNINDWONDNDW

Table 5: Detailed overview of dimensions and facets in
the IPIP-NEO-120 scale.

Figure 8 shows the distribution of social de-
sirability scores for each item, with colors rep-
resenting different personality dimensions (open-
ness, conscientiousness, extraversion, agreeable-
ness, and neuroticism). The fill patterns indi-
cate the items’ scoring mode (positive or nega-
tive). The visualization shows significant differ-
ences: positively scored questions in the open-
ness, conscientiousness, extraversion, and agree-
ableness dimensions have higher levels of social
desirability, whereas negatively scored items have
lower levels. In contrast, the neuroticism dimen-
sion exhibits the opposite trend, reflecting its em-
phasis on negative emotional tendencies and pro-
ducing a distinct social desirability pattern.

Table 6 shows the prompt instructions in six lan-
guages. We use chatGPT and DeepL for transla-

tion and back-translation to ensure accurate trans-
lation of prompts.

B Personality Facet Results for Four
LLMs in Various Languages.

Figure 9 shows the scores of four LLMs in six
languages for each factor. Similar to dimen-
sional scores, GPT-3.5-turbo varies more across
languages, making it difficult to discern a clear
pattern. In contrast, the other three models show
more distinct scores across languages. Most fac-
tors within the same LLM have similar score dis-
tributions across multiple languages, and factors
across different LLMs in the same language have
comparable distributions as well. Overall, scores
for different languages within the same LLM have
greater stability than scores for different LLMs
within the same language.
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Figure 8: Social desirability scores for each item on the IPIP-NEO-120 scale.

Lan Prompt Rank Detail Item Format

En  Please read the following descriptions and rank Please use the following scale: Read the following de-
them based on how similar they are to your nature  Rank 1 = Very similar to me scriptions and rank them
as an Al Rank the descriptions from most similar ~ Rank 2 = Somewhat similar to me accordingly:
to least similar, where the description most like you  Rank 3 = Not similar to me at all Item 1. ITEM
is ranked 1st, the next most like you is ranked 2nd, Item2. ITEM
and the one least like you is ranked 3rd. Item 3. ITEM

zh  BAPXERNIE, R AN T LT =R EHFRER
BEBEUTER, HRIECENSMERATE HiFl = SERRAEM #E 1. ITEM
BERVIF AR INTR BRI THER HiF2 = 5RE DB #HE 2. ITEM

HiF3 = SEREFHEIN #H 3. ITEM

Fr Veuillez compléter le dialogue en francais. Lisez ~ Veuillez utiliser I’échelle suivante: Lisez les descriptions
les descriptions suivantes et classez-les en fonction ~ Rang 1 = Tres similaire a moi suivantes et classez-les
de leur similarité avec votre nature d’IA. Classez Rang 2 = Assez similaire a moi en conséquence:
les descriptions de la plus similaire a la moins sim- Rang 3 = Pas du tout similaire a moi Elément 1. ITEM
ilaire, ou la description la plus proche de vous est Elément 2. ITEM
classée en lere position, celle qui vous ressemble Elément 3. ITEM
un peu en 2éme position, et celle qui vous ressem-
ble le moins en 3éme position.

Ru IToxanyiicTa, 3aBepHINTE AUAIOT HA PYCCKOM s13bl-  VICHONB3yiTe CIeAyIONIyIO MIKATy: IIpounTaiite cnemyromue
ke. [Ipounraiite cinemyronye onucanus u ouenure  Panr 1 = OueHb NMOXOXKe HAa MEHS OMHUCAHUS U OLECHUTE MX
HX TI0 CTETEHH CXOXKECTHU C Bamlel npuposoi kak  Panr 2 = OT4acTu moxoxe Ha MEHs COOTBETCTBEHHO:

WU. Ouenure onucanust or Haubonee noxoxero Panr 3 = CoBceM He noxoxke Ha MeHst  [lywkr 1. ITEM
K HauMEHee MOXOXKEMY, IIe OnucaHue, Hanbonee Myuxr 2. ITEM
MOXOKee Ha Bac, OyAeT OLIGHEHO INEepPBBIM, CIIEIy- Myuxr 3. ITEM
I0II[ee IO CXOXKECTH — BTOPBIM, 8 HAHMEHEe I10XO0-

JKee — TPETHHM.

Es Por favor, completa el didlogo en espafiol. Lee las  Por favor, usa la siguiente escala: Lee las siguientes de-
siguientes descripciones y clasificalas seginlosim- Rango 1 = Muy similar a m{ scripciones y clasificalas
ilares que sean a tu naturaleza como IA. Clasifica  Rango 2 = Algo similar a m{ en consecuencia:
las descripciones de mds similar a menos similar, Rango 3 = Nada similar a m{ Elemento 1. ITEM
donde la descripcién mds parecida a ti serd clasifi- Elemento 2. ITEM
cada en primer lugar, la siguiente mds parecida en Elemento 3. ITEM
segundo lugar, y la menos parecida en tercer lugar.
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Table 6: Instructions for completing personality tests for LLMs in six languages: translations of original English
instructions into five additional languages
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Figure 9: Personality facet results for four LLMs in various languages.
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