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Abstract

Large language models (LLMs) demonstrate
considerable proficiency in numerous coding-
related tasks; however, their capabilities in de-
tecting software vulnerabilities remain limited.
This limitation primarily stems from two fac-
tors: (1) the absence of reasoning data related
to vulnerabilities, which hinders the models’
ability to capture underlying vulnerability pat-
terns; and (2) their focus on learning semantic
representations rather than the reason behind
them, thus failing to recognize semantically
similar vulnerability samples. Furthermore, the
development of LLMs specialized in vulnera-
bility detection is challenging, particularly in
environments characterized by the scarcity of
high-quality datasets. In this paper, we propose
a novel framework ReVD that excels at mining
vulnerability patterns through reasoning data
synthesizing and vulnerability-specific prefer-
ence optimization. Specifically, we construct
forward and backward reasoning processes for
vulnerability and corresponding fixed code, en-
suring the synthesis of high-quality reason-
ing data. Moreover, we design the triplet su-
pervised fine-tuning followed by curriculum
online preference optimization for enabling
ReVD to better understand vulnerability pat-
terns. The extensive experiments conducted on
PrimeVul and SVEN datasets demonstrate that
ReVD sets new state-of-the-art for LLM-based
software vulnerability detection, e.g., 12.24%-
22.77% improvement in the accuracy. The
source code and data are available at https:
//github.com/Xin-Cheng-Wen/PO4Vul.

1 Introduction

Software vulnerabilities, primarily due to insecure
coding, pose significant risks as they can be
exploited to compromise software systems, leading
to severe security issues (Wen et al., 2023a,
2024). Thousands of software vulnerabilities are
discovered per year (Statista, 2024), underscoring

* Corresponding author.

the critical importance of vulnerability detection
methods (Zhou et al., 2019; Chakraborty et al.,
2020; Cao et al., 2022). In recent years, Code
Pre-Trained Models (CodePTMs) such as Code-
BERT (Feng et al., 2020) and UniXcoder (Guo
et al., 2022) have proven to be highly effective in
identifying software vulnerabilities. They leverage
extensive pre-training on diverse codebases to
enhance their understanding and detection capabil-
ities (Zheng et al., 2023). Following this paradigm,
Large Language Models (LLMs) pre-trained on
code data excel in comprehending and interpreting
the semantics of both human and programming
languages (Hou et al., 2023), offering superior intel-
ligence and flexibility for coding-related tasks. De-
spite the substantial advancements of LLMs, their
performance in vulnerability detection task is still
limited mainly due to the following two aspects:

(1) The absence of reasoning data behind
vulnerability-fixing processes hinders the
model from understanding and aligning with
established vulnerability patterns. The current
approaches (Fu et al., 2023; Fu and Tantithamtha-
vorn, 2022) solely utilize extensive pre-training
across diverse codebases to enhance their vulner-
ability detection capabilities, yet acquiring specific
reasoning knowledge about vulnerability-fixing
processes remains challenging. These methods
do not explicitly generate step-by-step reasoning
data related to vulnerabilities for model training,
and the thought processes of the individuals who
fix vulnerabilities are not usually reflected in the
dataset annotations. As illustrated in Figure 1 (A),
we present an example of a Divide By Zero vul-
nerability (CWE, [n.d.]), where the code attempts
to “output->type == kTfLiteInt32”. However,
this may inadvertently lead to a division by zero
within the division operations in “EvalDiv”.
Therefore, the subsequent post-code employs the
“TF_LITE_CHECK_DIV_NON_ZERO”. This macro
effectively checks for and prevents division by
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(A) Example of pre-code and post code.

TfLiteStatus Eval(TfLiteContext* context, TfLiteNode* node) { 
   … 
  TfLiteTensor* output; 
  TF_LITE_ENSURE_OK(context, 
        GetOutputSafe(context, node, kOutputTensor, &output)); 
- if(output޲નtype੨వkTfLiteFloat32 ੟వ output޲નtype੨వkTfLiteInt32){ 
+ #define TF_LITE_CHECK_DIV_NON_ZERO(data_type)                 \ 
+   const auto* input2_data = GetTensorData<data_type>(input2); \ 
+   … 
+     else if (output޲નtype ੨వ kTfLiteInt32) {)                  .   
+     TF_LITE_CHECK_DIV_NON_ZERO(int32_t);                       .    
     EvalDiv<kernel_type>(context, node, params, data, input1, 
input2, output); 
   } else if (output޲નtype ੨వ kTfLiteUInt8) { 
+   TF_LITE_CHECK_DIV_NON_ZERO(uint8_t);                       .      
   … 
  #undef TF_LITE_CHECK_DIV_NON_ZERO 
    return kTfLiteOk; 
} 
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ReVD : YES: A security vulnerability detected.
… target code contains the `EvalDiv<kernel_type>` function call, which is
executed if the output tensor type is either `kTfLiteFloat32` or
`kTfLiteInt32`. … the vulnerability in the division operation arises from the
lack of a check for empty input tensors before the division is performed.

ReVD Answer: NO: No security vulnerability.
… contains the macro `TF_LITE_CHECK_DIV_NON_ZERO(data_type)` which is
used to check if the division operation is supported for a given data type.

GPT-4 Answer: … , it does not seem to be susceptible to common security
vulnerabilities such as buffer overflows, integer overflows, or use-after-free
vulnerabilities. Therefore, my analysis result is: (2) NO: No security
vulnerability.

GPT-4 Answer: ….my analysis result is: (2) NO: No security vulnerability.

(B) Answer for pre-code (i.e., vulnerability). 

(C) Answer for post-code (i.e., non-vulnerability).

Figure 1: The vulnerability example of “Divide By Zero” (i.e., (CVE-2021-37683, 2021)). Figure (A): The
pre-code (i.e., labeled as vulnerable) and post-code (i.e., labeled as non-vulnerable). The code shaded in red and
green denote the vulnerable and fixed code, respectively. Figure (B): GPT-4 and ReVD’s answer for pre-code.
Figure (C): GPT-4 and ReVD’s answer for post-code.

zero errors in division operations, thereby also
averting potential divide by zero vulnerability.
It is evident that existing vulnerability data
often includes pre- and post-code snippets and
lacks comprehensive reasoning data necessary to
understand the triggers of these vulnerabilities.
Hence, GPT-4 fails to detect this vulnerability
in Figure 1 (B). (2) Existing methods tend to
focus on learning semantic representations
rather than vulnerability patterns, which fail to
distinguish the vulnerability from the fixed one
due to the highly semantic similarity of the code.
Vulnerability patches often involve subtle code
changes such as adjusting buffer sizes, correcting
data types, or adding security checks (Luo et al.,
2024). These modifications typically result in a
post-code (i.e., non-vulnerable) that is semantically
similar to their pre-code (i.e., vulnerable). For
instance, as shown in Figure 1 (B) and (C), GPT-4
does not discern the subtle differences between
the vulnerability and the corresponding fixed code
and generates the same answer for them. More
specifically, GPT-4 fails to distinguish 78.62%
pairs of vulnerabilities and corresponding fixed
code in realistic vulnerability detection scenarios
from the PrimeVul (Ding et al., 2024) dataset.

To mitigate the above issues, in this paper, we
propose a novel framework ReVD that excels at
mining vulnerability patterns through vulnerability-
specific preference optimization with reasoning-
centric data synthesis. Specifically, we purpose-
fully design three modules: (1) Bi-directional Vul-
nerability Data Generation (BVD). It consists
of forward and backward reasoning processes for
vulnerability and corresponding fixed code and uti-

lizes the vulnerability information to generate a
high-quality vulnerability reasoning dataset with
28k samples. (2) Triplet Supervised Fine-Tuning
(T-SFT). We propose a novel triplet loss function
by analyzing the relationships among pre-code,
post-code, and code-diff. Fine-tuning LLMs with
such a loss enhances their ability to capture vulner-
ability patterns as it enables consistency checks
between their forward and backward reasoning.
(3) Curriculum Online Preference Optimization
(COPO). The LLM focuses on learning the vul-
nerability patterns on which it underperforms via
iterative preference optimization with instance- and
task-level curricula, continuously enhancing its ef-
fectiveness in real-world complex scenarios.

We evaluate ReVD and compare it with nine
representative CodePTMs and LLM-based vulner-
ability detection baselines. The extensive evalua-
tions highlight that ReVD outperforms all baselines
and sets new state-of-the-art across two widely-
used datasets PrimeVul (Ding et al., 2024) and
SVEN (He and Vechev, 2023), with improvements
of 9.08%, 10.33%, and 18.15% in terms of accu-
racy, F1-Score, and VP-Score, respectively. More
importantly, we also release the first vulnerability
reasoning dataset and the corresponding preference
dataset, shedding novel insights on training more
generalizable and versatile LLM experts for vul-
nerability detection in real-world scenarios. The
major contributions of this paper are summa-
rized below:

Reasoning Data: We draw inspiration from the
surge of large reasoning models (Guo et al., 2025;
Cai et al., 2024, 2025), find the substantial bene-
fits of reasoning data for vulnerability detection,
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and propose the first fully automated pipeline to
synthesize vulnerability reasoning data.

Method: We develop a novel two-stage frame-
work ReVD on our synthetic reasoning data, which
can turn open-source LLMs into strong vulnerabil-
ity detectors by aligning their coding knowledge
with vulnerability semantics, patterns, and types.

Results: The results demonstrate that ReVD
sets new state-of-the-art for LLM-based software
vulnerability detection, e.g., 12.24%-22.77% im-
provement in the accuracy.

2 Related Work

Software Vulnerability Detection: Code-
PLMs (Fu and Tantithamthavorn, 2022; Feng
et al., 2020; Zhang et al., 2023a) and LLMs (Ope-
nAI, 2023; ChatGPT, 2022) are widely used in
vulnerability detection and can be classified into
prompt-based and fine-tuning-based methods. The
prompt-based method (Fu et al., 2023; Steenhoek
et al., 2024; Zhou et al., 2024) has demonstrated
effective performance on datasets specific to
certain types of vulnerabilities. For instance, Li
et al. (2024) propose Lift, which integrates static
analysis with LLMs and focuses particularly
on the detection of use-before-initialization
vulnerabilities in the Linux kernel. Similarly,
Sun et al. propose LLM4Vuln (Sun et al., 2024)
and only target the smart contract vulnerabilities.
Additionally, Ding et al. (Ding et al., 2024)
explored the use of chain-of-thought prompts,
which have shown promising results in enhancing
detection capabilities. The fine-tuning-based (Wen
et al., 2024; Fu and Tantithamthavorn, 2022)
approaches add a randomly initialized binary
classification head to the language model and
jointly optimize all weights based on ground-truth
labels. With the development of the Transformer
architecture, encoder-only Transformers, such
as CodeBERT (Feng et al., 2020), and encoder-
decoder Transformers, such as UniXcoder (Guo
et al., 2022), serve as foundational backbones that
are further fine-tuned to enhance their efficacy in
identifying software vulnerabilities. Additionally,
recent studies have explored the vulnerability
capabilities of larger LMs (Du et al., 2024),
such as code-llama (Rozière et al., 2023) and
llama (Touvron et al., 2023). These approaches
mainly learn representations from the semantic
perspective (Cheng et al., 2022). In this work, we
propose the first fully automated pipeline to syn-

thesize vulnerability reasoning data. Furthermore,
we develop a novel two-stage framework ReVD on
our synthetic reasoning data.

Preference Optimization for Code: Preference
optimization techniques have recently been widely
used in enhancing the output quality of LLMs
across various natural language-related tasks (Xu
et al., 2024; Austin et al., 2024; Xiao et al., 2024).
These techniques have also been extended to code-
related tasks, such as code generation (Zhang et al.,
2024). For instance, Code-Optimize (Gee et al.,
2024) has adopted Direct Preference Optimization
(DPO) (Rafailov et al., 2023) as its preferred fine-
tuning method, owing to its simplicity and broad
acceptance. PPOCoder (Shojaee et al., 2023) has
introduced a novel framework for code generation
that effectively integrates CodePTMs with Proxi-
mal Policy Optimization (PPO) (Schulman et al.,
2017). Additionally, PLUM (Zhang et al., 2023b)
has developed methods to generate tests and utilize
Knowledge Transfer Optimization (KTO) (Etha-
yarajh et al., 2024). However, there have been
no studies exploring the application of preference
optimization to address vulnerability-related tasks.
This gap can be attributed to the inherent need
for objective correctness in vulnerability manage-
ment (Nyanchama, 2005), contrasting with the of-
ten subjective nature of preferences in natural lan-
guage tasks. Moreover, constructing vulnerability
data is costly and challenging to procure (Croft
et al., 2023; Wen et al., 2023b), complicating ef-
forts to generate feedback through test cases. In
this paper, we design the multi-level curricula and
optimization phases to enhance the effectiveness of
vulnerability-specific preference optimization.

3 Proposed Framework

We provide an overview of ReVD workflow in Fig-
ure 2. ReVD mainly consists of three modules: (1)
Bi-directional Vulnerability Data (BVD) Genera-
tion, (2) Triplet Supervised-Fine-Tuning (T-SFT),
and (3) Curriculum Online Preference Optimiza-
tion (COPO).

3.1 BVD Generation

For vulnerability detection, ReVD is designed to
enhance the vulnerability detection capabilities in
real-world scenarios, where the detector determines
whether a code snippet contains a vulnerability and
further explains the reason. However, directly de-
ploying LLMs T for vulnerability detection in real-

8937



 Identity Preference Optimization �  

T-SFT

[Post-Code] + [Non-Vul] + [Ans1]

Backward Reasoning

[Ans1][Post-Code] + [Code-Diff]

CWE-ID

CMCVE Desc

CVE-ID
Location

...

Location

Interpretation

Triggering Path

Vulnerability Type Evaluation

Multi-Level Curricula

Selected Sample

VD Preference Answer 

Instance-Level

Task-Level

Answer Generation

(3) Curriculum Online Preference Optimization(1) Bi-directional Vulnerability Data Generation

Forward Reasoning

[Pre-Code] + [Code-Diff] [Ans2]

[Code]

[Vul or Not]

Dataset

[Pre-Code]   +   [Vul]    +   [Ans2]

[Code-Diff]   +  [Ans1]  +  [Ans2]

ℒ��� =
1

3�
(ℒ�� + ℒ�� + ℒ�) for 

(2) Triplet SFT

[NVD]
Online

ℒ��

ℒ��

ℒ�

�

�

�

� 

Figure 2: The overview of ReVD. First, ReVD takes a vulnerable code and its corresponding fixed code as inputs to
generate backward and forward reasoning answers by model T . Then, we train the model S by the pair of pre-code,
post-code, code-diff, and corresponding answers. Finally, we undergo multiple rounds of task- and instance-level
preference data construction for COPO to optimize model S continuously.

world scenarios is still challenging due to the lack
of high-quality reasoning data related to vulnerabil-
ities in their pre-training corpus. To bridge this gap,
we use the original vulnerability dataset D with the
model T to generate the vulnerability interpreta-
tion data by forward and backward reasoning to
produce an augmented dataset Daug. Specifically,
we select a vulnerability patch dataset denoted as
D = {(Pr

(i)
c , Po

(i)
c )}ni=1 of n samples, where each

sample comprises a pre-code Pr
(i)
c (i.e., labeled as

vulnerable) and its corresponding post-code Po
(i)
c

(i.e., labeled as non-vulnerable).
Following the prior work (Chen et al., 2024),

we design both forward and backward reasoning
processes. The forward reasoning process aims
to deduce the causes that trigger the vulnerability
in the code. In contrast, the backward reasoning
process seeks to understand why the code changes
in the fixed code prevent the recurrence of the vul-
nerability and outlines the steps taken to rectify
the vulnerability. As illustrated in Figure 2, the
model analysis leverages vulnerability information,
including code-diff, CVE-ID (CVE, 2024), CWE-
ID (CWE, 2024), CVE descriptions, and commit
messages from the NVD (nvd, 2024). These de-
scriptions provide relevant background and context
of the vulnerabilities and their fixes, which are ben-
eficial for understanding the root causes. Specif-
ically, ReVD takes a code, corresponding code
change in the patch, and vulnerability information
as inputs to generate forward and backward reason-
ing traces. The detailed example is shown in Ap-
pendix F. We have the augmented vulnerability rea-
soning dataset Daug, where each data in Daug con-
sists of (Pr

(i)
c , Po

(i)
c , P r

(i)
a , Po

(i)
a , Di

(i)
c , Di

(i)
a ). It

denotes the pre-code, forward reasoning answer for
pre-code, post-code, backward reasoning answer
for post-code, code-diff, and the corresponding an-
swer, respectively.

3.2 Triplet Supervised Fine-Tuning

In order to enhance the LLM’s ability to capture
vulnerability patterns, we analyze the relationship
among pre-code, post-code, and code-diff and con-
struct a triplet loss to fine-tune the model S with
the previously augmented dataset Daug as below:

LT-SFT = EDaug

[
ℓ(S(Q,Pr(i)c ), P r(i)a )︸ ︷︷ ︸

(i) Pre-code

+ (1)

ℓ(S(Q,Po(i)c ), Po(i)a )︸ ︷︷ ︸
(ii) Post-code

+ ℓ(S(Q,Di(i)c ), Di(i)a )︸ ︷︷ ︸
(iii) Code-Diff

]

where Q denotes the question for vulnerabiliy
detection and ℓ is the cross-entropy loss. Specif-
ically, the loss LT-SFT is composed of three losses
that make full use of our augmented data: (i) the
pre-code part for learning vulnerability patterns,
(ii) the post-code part for learning how to fix
the vulnerability, and (iii) the code-diff part for
focusing on vulnerability-specific code changes
rather than the similar code semantics. We aim
to let the model concentrate on the vulnerability
patterns in a multi-task learning approach. Dif-
ferent components in Eq. 1 are treated equally
because understanding how vulnerabilities are
triggered and how to fix them is equally important
for vulnerability detection.
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Algorithm 1 Training Procedure of COPO [3.3]

1: initialize: r = 0, D(0) ← ∅, Model π ← s,
Regularize-Parameter τ ∈ R+, Type List l

2: input: Round C, Generation Model T , Eval
Set E, Training Set E , Reference Policy πref,

3: while r < C do
4: Test E via s ▷ Instance-level curriculum
5: Get accr = [tr1, t

r
2 . . . , t

r
n] via l

6: probabilities← [1− tri for tri in accr]

7: S
(r)
s ← {}

8: for data ∈ D do
9: typed ← Get_vul_type(data, l)

10: pd ← probabilities[typed]
11: rd ← random between 0 and 1
12: if rd < pd then
13: S

(r)
s ← S

(r−1)
s ∪ {data}

14: D(r) = (yw, yl,
⋃r

1 xr))← S
(r)
s

15: Decomposition ▷ Task-level curriculum
16: Generate the preferred and dispreferred

generations yw and yl via T and
17: Optimization Process by Eq. (2) and (3)

with yw, yl, π, πref and τ ▷ Optimization
18: r ← r + 1

19: output: πθ∗

3.3 Curriculum Online Preference
Optimization (COPO)

To correctly distinguish vulnerabilities with fixed
code, we develop the COPO module that is struc-
tured into two distinct phases: Curriculum and
Optimization, as elaborated in our Algorithm 1.

Multi-level Curricula. It is evident that in-
stances of different vulnerability types are unevenly
distributed, as shown in Appendix B. The imbal-
anced distribution can lead to suboptimal perfor-
mance, which stimulates the development of a
curriculum-based method focusing more on types
of vulnerabilities. According to the features of vul-
nerability detection, we build instance-level and
task-level curricula. (1) Instance-level curriculum.
We first construct a list of vulnerability types based
on the CWE (CWE, 2024), denoted as L and di-
vide an evaluation set E. Detailed information is
shown in Table B. Based on the current accuracy
of the model S (as mentioned in Sec. 3.2) in iden-
tifying different vulnerabilities within E, we filter
instances in Lines 4-6. The lower the accuracy
for the vulnerability type, the more likely it is that
instances of this type from dataset D will be se-
lected as preference instances data (Lines 6-13).

The instance data for the current round is then
merged with the instances from the previous itera-
tion S

(r−1)
s , to form a new preference dataset S(r)

s .
(2) Task-level curriculum. Then, to mitigate the
scarcity of vulnerability data, we further generate
a 3x larger dataset by breaking down the estab-
lished one. In particular, based on three easy-to-
hard vulnerability comprehension tasks, we decom-
pose each preference instance into three different
tasks: location of the vulnerable line, trigger path
of program analysis, and root cause interpretation.
We also use the BVD to regenerate instances by
model T (as mentioned in Section 3.1). For each
pre-code, we denote the explanation data as the
referred responses yw and the corresponding fixed
code as dispreferred responses yi. It is important
to note that each instance is exclusively utilized for
one task in any iteration round, although the same
instance may be employed across different rounds
and for varied task assignments.

Optimization. Finally, we improve Identity
Preference Optimization (IPO) (Azar et al., 2024).
It avoids model S to overfit the preference data in
the limited vulnerability dataset. Based on the IPO,
we iteratively optimize the curriculum criteria each
round which is calculated as follows:

hπ(yw, yl, x) = log

(
π(yw|

⋃r
1 xr)πref(yl|

⋃r
1 xr)

π(yl|
⋃r

1 xr)πref(yw|
⋃r

1 xr)

)

(2)

E
(yw,yl,x)∼D

(
hπ(yw, yl, x)−

τ−1

2

)2

. (3)

Specifically, COPO iteratively optimizes the
model to align with preferences data, which
regress the gap between log-likelihood ratios
log(π(yw)/π(yl)) and log(πref(yw)/πref(yl)) to
regularization parameter τ−1

2 .

4 Experimental Setup

In vulnerability detection, the existing methods
focus on C/C++ due to their widespread use in
real-world programming and the presence of well-
known vulnerabilities that vulnerability researchers
correctly label. We choose two widely-used and
higher-quality vulnerability datasets, including
PrimeVul (Ding et al., 2024), and SVEN (He and
Vechev, 2023), to provide a more accurate evalu-
ation under real-world conditions. PrimeVul em-
ploys a data labeling technique and contains 140
CWEs and 6,968 vulnerable samples across 755
projects and 6,827 commits. We classified the vul-
nerability types based on the CWE (CWE, 2024)
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Table 1: Evaluation results of ReVD compared with vulnerability detection baselines on the PrimeVul and
SVEN datasets. COT = Chain of Thought. SFT = Supervised Fine-Tuning. The prompt template used in our
experiments follows the approach outlined by Ding et al. (Ding et al., 2024). The highest score for each metric in the
same dataset are highlighted in bold text. The (↑) / (↓) represents the performance of the ReVD compared with the
best-performing method on this metric. ReVD significantly surpasses all SOTA baselines in the PrimeVul and
SVEN datasets. When integrated with Qwen2.5-Coder-7B-Instruct, ReVD achieves the highest performance.

Dataset PrimeVul (Ding et al., 2024) SVEN (He and Vechev, 2023)Method Type Accuracy ↑ F1 Score ↑ VP-S ↑ Accuracy ↑ F1 Score ↑ VP-S ↑
CodeBERT (Feng et al., 2020) SFT 51.03 16.47 2.07 51.77 49.79 3.53
UniXCoder (Guo et al., 2022) SFT 49.89 16.48 -0.23 51.90 43.45 3.80
LineVul (Fu and Tantithamthavorn, 2022) SFT 49.77 17.70 -0.46 51.90 40.40 3.80
Llama3.1-70B-Instruct (Dubey et al., 2024) COT 49.77 55.90 -0.46 50.00 31.34 0.00
Qwen2.5-32b-Coder-Instruct (Hui et al., 2024) COT 50.00 26.64 0.00 51.36 29.25 2.72
GPT-4 (OpenAI, 2023) COT 51.72 43.40 3.44 51.36 56.76 2.72

Qwen2.5-Coder-7B-Instruct (Hui et al., 2024) COT 49.77 29.86 -0.46 52.31 27.63 4.62
ReVD 58.05 (↑6.33%) 63.83(↑7.93%) 16.09 (↑12.65%) 63.72 (↑11.82%) 69.49 (↑12.73%) 27.44 (↑23.64%)

Llama-3.1-8B-Instruct (Dubey et al., 2024) COT 48.16 40.58 -3.68 50.00 46.82 0.00
ReVD 56.21 (↑4.49%) 54.91 (↓-0.99%) 12.41(↑8.97%) 61.82 (↑9.92%) 60.70 (↑3.94%) 23.65 (↑19.85%)

StarCoder2-7B (Lozhkov et al., 2024) COT 50.11 0.91 0.23 50.00 0.00 0.00
ReVD 55.63 (↑3.91%) 68.74(↑12.84%) 11.26(↑7.82%) 57.34(↑5.44%) 53.96(↓2.80%) 14.68(↑10.88%)

and GraphSPD (Wang et al., 2023). As shown in
Appendix 5, the ratio distribution is imbalanced and
contains different probabilities for instance-level
curriculum. SVEN dataset manually vets vulnera-
bilities from multiple repositories, containing 416
vulnerable and fixed codes from real-world C/C++
projects, with the highest 94% reported accuracy.

4.1 Metrics

Following the previous work (Wen et al., 2023a;
Fu and Tantithamthavorn, 2022), we choose the
Accuracy and F1 to evaluate ReVD’s performance.
Because the F1 may bias towards models which
predict vulnerable more often (Zhou et al., 2024),
we propose the Vulnerability Pair-Score (VP-
S= Correctpair−Wrongpair

Allpair
) to evaluate the perfor-

mance for vulnerability detection. Correctpair and
Wrongpair denote the correctly and inversely pre-
dict the ground-truth labels, respectively.

4.2 Training and Inference Details

For the training of T-SFT, we employ the full SFT
and train each LLM for three epochs. In contrast,
for COPO, we utilize the LoRA (Hu et al., 2024),
which updates only a subset of the parameters in
the base model while keeping the remaining com-
ponents unchanged. We conduct three rounds of
preference optimization, and each round is trained
for one epoch. The maximum sequence length is
set to 2048 tokens. Further details about the hy-
perparameters used in our training procedure are
available in Table 4 of the Appendix C.

5 Experimental Results

5.1 Comparison with State-of-the-Art

In this section, we compare ReVD with nine other
representative vulnerability detection methods on
the PrimeVul and SVEN datasets, spanning three
widely-used vulnerability detection methods, three
larger LLMs (exceeding 30B), and three base mod-
els. Detailed in Appendix A.

(1) ReVD sets new SOTA performance in soft-
ware vulnerability detection. The experimen-
tal results presented in Table 1 demonstrate that
ReVD consistently outperforms all baseline meth-
ods across all datasets. Specifically, when inte-
grated into the Qwen2.5-Coder-7B-Instruct, ReVD
exhibits superior performance across all metrics.
It achieves an accuracy of up to 58.05%, an F1
score of 63.83%, and a VP-Score of 16.09% on the
PrimeVul dataset. This achievement underscores
the effectiveness of ReVD in capturing vulnerabil-
ity patterns across complex real-world scenarios,
encompassing 140 types of vulnerabilities. Further-
more, ReVD exhibits a higher accuracy of 63.72%,
an F1 score of 69.49%, and a VP-Score of 27.44%
on the SVEN dataset. This indicates that ReVD is
equally robust on other datasets that do not require
training. Notably, the SVEN dataset includes only
nine types of vulnerabilities, which may contribute
to the enhanced performance of ReVD.

(2) ReVD is versatile across a variety of mod-
els. We select two types of LLMs, including the
CodeLLMs (i.e., Qwen2.5 and StarCoder2) and the
general LLM (i.e., LLama-3.1), as base models to
validate the extensive applicability of ReVD. As il-
lustrated in Table 1, ReVD’s performance remains

8940



Table 2: Ablation study. The experimental results of ReVD and corresponding variants in PrimeVul and SVEN
datasets. The “w/o BVD + T-SFT” uses the original data and the full supervised fine-tuning for training. The “w/o
COPO” replaces the COPO (described in Algorithm 1). Please refer to Section. 5.2 for a thorough discussion.

Dataset PrimeVul SVENBase Model Varient Accuracy ↑ F1 Score ↑ VP-S ↑ Accuracy ↑ F1 Score ↑ VP-S ↑
GPT-4 (OpenAI, 2023) - 51.72 43.40 3.44 51.36 56.76 2.72

Qwen2.5-Coder-7B-Instruct (Hui et al., 2024)
w/o BVD + T-SFT 51.03 28.28 2.07 50.00 0.00 0.00

w/o COPO 55.75 56.50 11.49 54.21 61.83 8.43
ReVD 58.05 63.83 16.09 63.72 69.49 27.44

Llama-3.1-8B-Instruct (Dubey et al., 2024)
w/o BVD + T-SFT 50.00 0.00 0.00 50.00 0.00 0.00

w/o COPO 55.16 59.79 10.34 60.87 63.82 21.74
ReVD 56.21 54.91 12.41 61.82 60.70 23.65

StarCoder2-7B (Lozhkov et al., 2024)
w/o BVD + T-SFT 50.00 0.00 0.00 50.00 0.00 0.00

w/o COPO 52.87 58.59 5.74 54.21 61.83 8.43
ReVD 55.63 68.74 11.26 57.34 53.96 14.68

significantly superior to previous methods in most
cases, regardless of the base model. This can be
attributed to ReVD’s guide model to capture vul-
nerability patterns in code changes, focusing on the
triggering reasoning of vulnerabilities rather than
merely their semantics. On the other hand, some
vulnerabilities that are not typically well-handled
by LLMs are directly addressed by COPO, which
ensures performance enhancements. This finding
highlights the potential advantages of ReVD in real-
world scenarios, where the types and samples of
vulnerabilities are continuously expanding.

5.2 Ablation Study

In this section, we explore the impact of different
modules of ReVD across two datasets, including
the BVD, T-SFT, and COPO. The experimental
results are shown in Table 2.

(1) Bi-directional vulnerability reasoning data
improves the reasoning abilities of LLMs for
software vulnerability detection. To assess the
importance of the bi-directional vulnerability in-
terpretation data, we deploy one variant (i.e., w/o
BVD + T-SFT) by using the original data proposed
by PrimeVul. Due to the T-SFT being designed for
BVD, this variant only uses the full supervised fine-
tuning for training. The results show that ReVD
with the bi-directional vulnerability interpretation
data significantly outperforms its counterpart. It
averagely improves 6.29% of PrimeVul, and 10.96
% of SVEN in accuracy. This finding is crucial as
it indicates that existing LLMs can reason about
vulnerabilities, but rather lack the domain-specific
knowledge required to effectively invoke such rea-
soning. BVD and T-SFT are fundamental compo-
nents of ReVD, providing accurate interpretations
of vulnerabilities and contributing substantially to
its enhanced performance.

(2) COPO enables more effective vulnerability
detection. To evaluate the effectiveness of COPO
in Algorithm 1, we also conduct a variant without
the COPO (i.e., w/o COPO). The results reveal that
the variant average exhibits a decrease of 2.04% on
Primevul and 4.53% on SVEN in accuracy, suggest-
ing that COPO contributes to enhancing the upper
performance bound of ReVD. This improvement
can be attributed to COPO’s ability to effectively
identify the samples and vulnerability types that the
current model struggles with. It then strategically
selects these samples in subsequent training phases,
thereby optimizing the performance of ReVD.

5.3 COPO Round

Considering the limited labeled data of vulnerabil-
ity and training efficiency, we conduct experiments
with the number of training rounds in COPO, which
are proportional to the training time. As shown in
Figure 3 (A) and (B), we observe that the ReVD
performance increases as the round increases in the
initial phase, reaching its peak at round 3. How-
ever, further increases in training rounds result in
a decline in performance. It can be attributed to
the limited pool of training samples, despite our
efforts to augment the data through task answer
decomposition and setting the temperature to 1 for
generating interpretative answers online. In addi-
tion, we also find that the reward accuracies have
Furthermore, we observe that the reward accuracies
exhibit oscillations in round 3 in Figure 3 (C). The
continuation of curriculum training has a minimal
impact on this situation.

5.4 Token Length

The capability of LLMs to accurately detect vul-
nerabilities across varying code lengths is essential
for addressing real-world challenges. To evaluate
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this, we conduct a supplementary experiment on
PrimeVul, where we classify the token lengths of
examples into four categories: less than 512 to-
kens (ratio of 38.85%), 512-1024 tokens ((ratio of
26.55%), 1024-2048 tokens (ratio of 17.47%), and
more than 2048 tokens (ratio of 17.13%).

We compare the performance of ReVD with the
best-performing LLM, GPT-4, and the results are
depicted in Figure 4. We observe that ReVD ex-
hibits a slight decline in performance as the number
of tokens increases, yet it significantly outperforms
GPT-4 across all token ranges. Additionally, we
find the following observations: (1) ReVD, inte-
grated with Qwen-2.5-7B-Instruct, generally per-
forms best in most scenarios (in 3 out of 4 cases).
(2) The capability for vulnerability detection re-
mains relatively consistent across the 512-2048
token range, with a notable decline only occurring
beyond 2048 tokens, indicating a need for more
data involving longer token lengths. The complete
results of ReVD are provided in Appendix D.

Table 3: The effectiveness of the instance-level and
task-level curriculum.

Dataset PrimeVulBase Model Varient Accuracy ↑ F1 Score ↑ VP-S ↑

Qwen2.5-7B-Coder-Instruct
w/o IC 57.47 61.70 14.94
w/o TC 57.13 60.36 14.25
COPO 58.05 63.83 16.09

Llama-3.1-8B-Instruct
w/o IC 55.52 55.11 11.03
w/o TC 52.41 27.62 4.83
COPO 56.21 54.91 12.41

StarCoder2-7B
w/o IC 53.10 53.54 6.21
w/o TC 51.26 23.74 2.53
COPO 55.63 68.74 11.26

5.5 Curriculum Strategy
To evaluate the efficacy of instance- and task-level
curriculum strategies, we conducted two variants.
The “w/o IC” variant uses the equal selection crite-
ria for all samples (i.e., pd = 0.5) without consid-
ering the vulnerability types. The “w/o TC” variant
only uses one task for preference optimization.

As shown in Table 3, the results indicate that the
variants do not achieve the same performance as
the ReVD. This suggests that the instance- and task-
level curriculum strategy enhances the performance
of models. Additionally, we observe that the impact
of the curriculum strategy on Qwen2.5 is minimal,
which may be attributed to the inherently superior
capabilities of the base model.

6 Conclusion

This paper introduces a novel framework ReVD to
boost the vulnerability detection of LLMs through
vulnerability-specific preference optimization with
reasoning-centric data synthesis. Specifically, we
propose the first fully automated pipeline to synthe-
size vulnerability reasoning data. Then, we develop
a two-stage framework ReVD on our synthetic rea-
soning data, which turns open-source LLMs into
strong vulnerability detectors by aligning their cod-
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ing knowledge with vulnerability semantics, pat-
terns, and types. Experimental results underscore
the effectiveness of ReVD for vulnerability detec-
tion compared with the state-of-the-art approaches
and shed novel insights on training more general-
izable and versatile LLM experts for vulnerability
detection in real-world scenarios.

7 Limitations

Due to computing resource constraints, ReVD only
uses LLMs with sizes of 7B and 8B. This limita-
tion could slightly bias the final performance of the
ReVD. Additionally, since all vulnerability reason-
ing samples are less than 4,096 tokens, ReVD may
struggle to assess vulnerabilities that exceed this
length. It may lead to a potential limitation when
evaluating longer code snippets for software vul-
nerability detection. Conducting experiments with
a larger computing budget will be our future work.
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A Baselines

Pretrained Code Models We select three promi-
nent pre-trained models: CodeBERT (Feng et al.,
2020), UniXcoder (Guo et al., 2022) and Line-
Vul (Fu and Tantithamthavorn, 2022). These mod-
els use source code as input and are further fine-
tuned for the downstream. It is applied to vulnera-
bility detection by fine-tuning.

Large Language Models We choose two
larger open-source LLMs: Llama3.1-70B-Instruct
(Dubey et al., 2024) and Qwen2.5-32B-Coder-
Instruct (Hui et al., 2024) for their proficiency in
text and code generation, respectively. Addition-
ally, we also incorporate the closed-source LLMs:
GPT-4 (OpenAI, 2023) for vulnerability detection,
given their robust capabilities in handling code-
related tasks.

B Vulnerability Types Distribution in
PrimeVul

In this section, we detail the vulnerability types
distribution in PrimeVul (Ding et al., 2024). They
are provided by CWE (CWE, 2024) and Graph-
SPD (Wang et al., 2023) for COPO in Figure 5.
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Figure 5: Primevul (Ding et al., 2024)’s distribution
of vulnerability types. These vulnerability types are
provided by CWE (CWE, 2024) and GraphSPD (Wang
et al., 2023) for COPO.

C Training Details

In this section, we detail the training details and
hyperparameters employed for training Triplet
SFT (T-SFT) and curriculum online preference
optimization (COPO), as outlined in Table 4.
These hyperparameters are primarily adapted for
the base model, specifically including Qwen2.5-
Coder-7B-Instruct (Hui et al., 2024), Llama-3.1-
8B-Instruct (Dubey et al., 2024), and StarCoder2-
7B (Lozhkov et al., 2024). We all use Qwen2.5-
32B-Coder-Instruct (Hui et al., 2024) as the data
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Table 4: Hyperparameters of ReVD

Hyperparameter Value

Triplet SFT
Max text length 2048
Fine-tuning types Full
Fine-tuning epochs 3
Warmup ratio 0.1
Learning rate 10−5

Batch size 8

COPO
Finetuning types Lora
Pref β 0.1
Pref Loss IPO (Azar et al., 2024)
Round 3
Learning rate 5× 10−6

Warmup steps 300
Batch size 8
Training epochs per round 1

generation model τ for vulnerability detection in-
terpretation and preference data construction.

Our implementation relies extensively on
the tools and protocols provided by LLaMA-
Factory (Zheng et al., 2024). All processes adhere
to the standard procedures established by LLaMA-
Factory, ensuring consistency and reliability in our
training approach.

For inference, to ensure that the experiment
is replicable, we employ greedy decoding with
temperature = 0 to ensure that results can be re-
produced. All experiments are conducted using 8
A100 (40 GB) GPUs.

D Complete Experiment Results in Token
Length

In this section, as shown in Table 6, we show
the complete experiment results in different to-
ken lengths of ReVD involved with Qwen2.5-
Coder-7B-Instruct, Llama-3.1-8B-Instruct and
StarCoder2-7B, respectively.

E Prompts for Vulnerability Detection

In this section, we describe prompts of LLMs to
detect vulnerabilities. We utilize the prompting
technique developed by Ding et al (Ding et al.,
2024). For practical implementation, we configure
the system to accept a maximum input length of
8192 tokens and allow a maximum of 2048 tokens
to be generated for each code snippet.

The prompt of LLMs to detect vulnerabilities.

[System Prompt]:
You are a security expert that is good at static program
analysis.
[User Prompt]:
"""
Please analyze the following code:
“‘
func
“‘
Please indicate your analysis result with one of the
options:
(1) YES: A security vulnerability detected.
(2) NO: No security vulnerability.
Make sure to include one of the options above "explicitly"
(EXPLICITLY!!!) in your response.
Let’s think step-by-step.
"""

F Complete Answer in Figure 1

In this section, we present a comprehensive analy-
sis of the responses provided by GPT-4 and ReVD
for the example (CVE-2021-37683, 2021) illus-
trated in Figure 1. Our findings indicate that GPT-4
fails to accurately distinguish between the pre-code,
which is vulnerable, and the post-code, which is
non-vulnerable. Conversely, ReVD not only ac-
curately identifies the pre-code as vulnerable and
the post-code as non-vulnerable but also specifies
the type of vulnerability, the mechanisms trigger-
ing the vulnerability, and the underlying causes.
This detailed assessment underscores the superior
diagnostic capabilities of ReVD in identifying and
analyzing software vulnerabilities.

G Manual Analysis

We conducted a careful examination of our gen-
erative reasoning data. Due to time constraints
and heavy human costs, we randomly selected 20
examples for manual vulnerability analysis. This
analysis was independently performed by two de-
velopers, each with over five years of experience in
the field of vulnerability security. If two developers
have differing opinions on the same reasoning an-
swer, the two experts will discuss with each other
to reach a consensus. Finally, our dataset exhibits
higher consistency than those derived from the
NVD, highlighting the robustness of our data gen-
eration process (95% accuracy). We also provided
a detailed case included in the appendix, where the
BVD accurately identifies specific types of vulner-
abilities, providing insights into the program’s data
flow and control flow, and specifying the triggers
involved. More examples will be updated in our
open-source repository.
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Figure 6: The accuracy of ReVD under varying token length. The pink, orange, yellow, and green denote the
ReVD performance for token numbers containing less than 512 tokens, between 512 and 1024 tokens, between
1024 and 2048 tokens, and more than 2048 tokens.

The complete answer of pre-code and post-code by GPT-4 in Figure 1.

For Pre-code Answer:
The provided code is a TensorFlow Lite function for evaluating a division operation. It takes two input tensors,
performs a division operation, and stores the result in an output tensor. The function supports different data types
for the output tensor, including floating point, integer, and quantized unsigned integer.

The function begins by obtaining the parameters and data for the operation from the node’s built-in and user data.
It then retrieves the input and output tensors. If the output tensor’s type is either floating point or integer, it
calls the ‘EvalDiv‘ function. If the output tensor’s type is a quantized unsigned integer, it calls the ‘EvalQuantized‘
function. If the output tensor’s type is not supported, it reports an error and returns a failure status.

From a security perspective, the function seems to be safe. It checks the return status of all function calls that
could potentially fail, and it handles unsupported output tensor types gracefully. It does not perform any unsafe
memory operations, and it does not seem to be susceptible to common security vulnerabilities such as buffer overflows,
integer overflows, or use-after-free vulnerabilities.

Therefore, my analysis result is:

(2) NO: No security vulnerability.

For Post-code Answer:
The provided code is a part of TensorFlow Lite, which is a set of tools to help developers run TensorFlow models on
mobile, embedded, and IoT devices. It enables on-device machine learning inference with low latency and a small binary
size.

The function ‘Eval‘ is used to evaluate a division operation on two tensors. It checks the type of the output tensor and
performs the division operation accordingly. For ‘kTfLiteFloat32‘ type, it directly performs the division operation.
For ‘kTfLiteInt32‘ and ‘kTfLiteUInt8‘ types, it first checks if the divisor is non-zero to avoid division by zero error.
If the output type is not one of these three, it reports an error.

From a security perspective, the code seems to be safe. It checks for division by zero for integer types, which could
otherwise lead to undefined behavior. It also checks the validity of the input and output tensors before performing
operations on them. If any of these checks fail, it returns an error status.

However, the code assumes that the ‘node‘ pointer passed to the function is not null and that the ‘builtin_data‘ and
‘user_data‘ fields of the ‘node‘ structure are valid pointers. If this is not the case, the code could lead to a
segmentation fault. But this is more of a robustness issue than a security vulnerability, as exploiting it would require
control over the internal state of the program, which is not typically possible for an external attacker.

Therefore, my analysis result is:

(2) NO: No security vulnerability.

However, it’s recommended to add null pointer checks for ‘node‘, ‘node->builtin_data‘, and ‘node->user_data‘ to improve
the robustness of the code.
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The complete answer of pre-code and post-code by ReVD in Figure 1.

For Pre-code Answer:
YES: A security vulnerability detected.
Reason:
[Interpretation]:
1. The vulnerability in target code arises in the lack of a check for empty input tensors before the division operation
is performed. Specifically, line 16 of the target code does not check if the input tensors are empty before proceeding
with the division.
2. Specifically, line 16 of the target code contains the ‘EvalDiv<kernel_type>‘ function call, which is executed if
the output tensor type is either ‘kTfLiteFloat32‘ or ‘kTfLiteInt32‘. The control flow includes checking the type of
the output tensor and then calling the appropriate evaluation function. The data flow includes passing the context,
node, parameters, data, and input tensors to the evaluation function.
3. First, the vulnerability in the division operation arises from the lack of a check for empty input tensors before
the division is performed. Then, in combination with the control flow that directly proceeds to the division evaluation
without any checks and the data flow that passes the input tensors directly to the division function, this can lead
to a division by zero error if the input tensors are empty. Finally, this target code highlights the importance of
validating input data sizes before performing operations that assume non-empty input data.

For Post-code Answer:
NO: No security vulnerability.
Reason:
[Interpretation]:
1. The fixed code in target code arises in lines 23-25 and 31-33.
2. Specifically, line 23 contains the macro ‘TF_LITE_CHECK_DIV_NON_ZERO(data_type)‘ which is used to check if the
division operation is supported for a given data type. The control flow contains a check for the output tensor type and
then a conditional check for the input tensor type. The data flow contains the input tensors being validated before
they are used in the division operation.
3. First, the fixed reason in line 23 arises from the removal of the division by zero check for the ‘kTfLiteFloat32‘
output tensor type. Then, in combination with the control flow in lines 23-25 and the data flow in lines 31-33, the
vulnerability is mitigated because the check for division by zero is now only performed for the ‘kTfLiteInt32‘ and
‘kTfLiteUInt8‘ output tensor types, and even then, it is only a debug assertion for ‘kTfLiteUInt8‘. Finally, this
target code highlights that the vulnerability does not trigger because the necessary checks are in place to prevent
division by zero for the supported tensor types.
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