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Abstract

Large language models (LLMs) have demon-
strated remarkable multilingual abilities in var-
ious applications. Unfortunately, recent stud-
ies have discovered that there exist notable
disparities in their performance across differ-
ent languages. Understanding the underly-
ing mechanisms behind such disparities is cru-
cial ensuring equitable access to LLMs for a
global user base. Therefore, this paper con-
ducts a systematic investigation into the be-
haviors of LLMs across 27 different languages
on 3 different scenarios, and reveals a Linguis-
tic Map correlates with the richness of avail-
able resources and linguistic family relations.
Specifically, high-resource languages within
specific language family exhibit greater knowl-
edge consistency and mutual information dis-
semination, while isolated or low-resource lan-
guages tend to remain marginalized. Our re-
search sheds light on a deep understanding of
LLM’s cross-language behavior, highlights the
inherent biases in LLMs within multilingual
environments and underscores the need to ad-
dress these inequities.

1 Introduction

The rapid development of large language mod-
els (LLMs) in recent years has marked a signif-
icant leap forward in the field of artificial intel-
ligence (OpenAl et al., 2024; Grattafiori et al.,
2024). Due to the massive scale of multilingual
pre-training corpora, current LLMs have demon-
strated remarkable capabilities (Pan et al., 2023;
Nguyen et al., 2023; Trivedi et al., 2023), partic-
ularly in their ability to understand and generate
text across a multitude of languages (Pires et al.,
2019; Winata et al., 2021; Tanwar et al., 2023).
As LLMs become integral to various applications,
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Figure 1: The illustration of linguistic map within
LLMs on several representative languages. High-
resource languages (e.g. English and French) within
specific language family such as Indo-European exhibit
greater mutual information dissemination, while iso-
lated (e.g. Chinese) or low-resource languages (e.g.
Malayalam, Kannada) tend to remain marginalized.

understanding their cross-linguistic capabilities is
crucial for maximizing their potential and address-
ing the needs of a global user base. This has drawn
increasing attention from researchers aiming to ex-
plore and expand the performance of LLMs in di-
verse linguistic contexts (Huang et al., 2023; Li
et al., 2023).

Despite the remarkable multilingual abilities
displayed by LLMs, previous studies reveal no-
table disparities in their performance across dif-
ferent languages (Zhang et al., 2023; Shi et al.,
2023; Zhao et al., 2024a). For instance, high-
resource languages like English typically exhibit
superior performance in some LLMs compared to
low-resource languages (Jin et al., 2024; Cahyawi-
jayaetal., 2024; Li et al., 2024). Such inconsisten-
cies can lead to unequal knowledge representation
and biased information dissemination (Wendler
et al., 2024; Zhong et al., 2024; Wang et al., 2024;
Wu et al., 2024). With the rapid development and
increasingly widespread application of LLMs, this
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Figure 2: Framework for exploring the impact of language on knowledge expression and information dissemination

in LLMs.

(I) Knowledge Expression Consistency:

Assesses the consistency of responses to semantically

equivalent queries across different languages, exploring how language influences internal knowledge expression.
(II) Cross-lingual Information Dissemination: Examines how information propagates across languages within
models. We test this under two scenarios: (a) Misinformation Propagation: assesses how models respond to
erroneous external documents in various languages; (b) Multi-hop Knowledge Editing: assesses the model’s ability
to apply the edited knowledge with the provided information for reasoning across various languages.

imbalance not only restricts the universal appli-
cability of these models but also exacerbates ex-
isting inequalities in language resource distribu-
tion. Therefore, it is imperative to conduct in-
depth research on the cross-linguistic performance
of LLMs to understand the underlying causes and
implications of these discrepancies.

To this end, this paper seeks to explore the con-
sistency of knowledge expression and information
dissemination in LL.Ms across different languages.
Specifically, we aim to address the following 2 crit-
ical research questions:

» Existence of cross-linguistic inconsisten-
cies or inequities: Is there evidence of in-
consistencies or unfairness in the expression
of knowledge and dissemination of informa-
tion across different languages within LLMs?
By examining this question, we aim to un-
cover whether some languages benefit dispro-
portionately from the advancements of LLMs
compared to others, potentially leading to in-
equities.

* Underlying causes and patterns of these in-
consistencies: What are the underlying rea-

sons and patterns that contribute to these
cross-linguistic inconsistencies? Understand-
ing the factors that lead to such disparities is
crucial to formulating strategies that can miti-
gate them, thereby ensuring a more balanced
and fair applications of LLMs.

To answer these questions, as illustrated in Fig-
ure 2, we design a novel cross-lingual knowledge
analysis framework, and conduct a systematic in-
vestigation into the behaviors of LLMs across dif-
ferent languages. Through the evaluation and anal-
ysis of the performance of 8 LLMs across 27 dif-
ferent languages, we discover that LLLMs exhibit
a Linguistic Map, shaped by the richness of
available resources and linguistic family rela-
tionships. As illustrated in Figure 1, such lin-
guistic map reveals how information is shared and
communicated among different languages within
LLMs. High-resource languages within specific
language families exhibit greater knowledge con-
sistency and can facilitate mutual information dis-
semination. In contrast, languages belonging to
isolated language families or those with limited re-
sources tend to occupy a more isolated position.
Specifically, we first investigate the consistency
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of cross-linguistic knowledge expression in differ-
ent models. For a given knowledge-based ques-
tion, we pose queries in 27 different languages to
a LLM and measure the consistency among the
answers provided for each language. Our experi-
ments reveal a widespread phenomenon of cross-
linguistic inconsistency in knowledge expression.
To further analyze the underlying patterns, we use
eLinguistic! to calculate the distance between lan-
guages based on genetic proximity and find that
there is a significant correlation between linguistic
proximity and the consistency of cross-linguistic
knowledge expression within LLMs. This finding
underscores that linguistic proximity plays a cru-
cial role in the uniformity of LLM performance.
Furthermore, to gain a deeper understanding of
how linguistic differences affect the propagation
of information in LLMs, we explore two critical
scenarios for LLM communication: misinforma-
tion dissemination and multi-hop knowledge edit-
ing. For misinformation dissemination, we intro-
duce documents into the context of specific lan-
guage queries. These documents are consistent
in content but varied in language, and we then
compare their impact on the LLM’s responses.
For multi-hop knowledge editing, we provide the
edited knowledge of different languages into the
context of specific language queries, and observe
whether LLMs can apply the edited knowledge
for knowledge reasoning. We find that these 8
LLMs demonstrate consistent phenomena in 2 sce-
narios: introducing information in high-resource
languages from the same language family had
a greater influence on the LLM’s outputs, lead-
ing to information propagation within these lan-
guage groups. In contrast, languages from inde-
pendent (e.g., Chinese) and low-resource families
were minimally influenced by, and had little effect
on, other languages, highlighting significant inter-
linguistic barriers.

In summary, our study reveals that due to fac-
tors such as differences in resource richness and
genetic proximity, significant communication bar-
riers exist between languages within LLMs, lead-
ing to the formation of a Linguistic Map within
LLMs. This study highlights the inherent biases
present in LLMs within multilingual environments
and help researchers comprehend the underlying
mechanisms driving cross-linguistic disparities in

'We obtain linguistic distance from http://www.
elinguistics.net/Compare_Languages.aspx

LLMs. Additionally, our findings highlight the
importance of addressing these inconsistencies to
promote fairness and inclusivity in multilingual
Al applications. Consequently, this work inspires
future research to focus on bridging language
gaps, ensuring equitable performance across all
languages, and enhancing the robustness of LLMs
in diverse linguistic contexts.

2 Cross-lingual Knowledge Consistency

Conclusion 1. LLMs exhibit inconsistent knowl-
edge expression across languages, with linguis-
tically closer languages showing greater comnsis-
tency.

In this section, we investigate the consistency of
knowledge expression across different languages.
Specially, by testing the model’s responses to
queries in different languages with identical con-
tent, we observe that the phenomenon of linguis-
tic inconsistency is widespread in LLMs. Further-
more, through an analysis of the correlation be-
tween consistency across language pairs and the
linguistic distance between them, we find that lan-
guages with closer distances tend to show higher
consistency. In the following, we will first intro-
duce the experimental setups and then provide a
detailed explanation of these findings.

2.1 Experimental Setups

Problem Definition Figure 2(I) provides a vi-
sual illustration of cross-linguistic consistency,
demonstrating how a LLM’s knowledge expres-
sion can vary or remain uniform across different
languages. Formally, given a set of languages
L = {li,la,...,l,}, each semantically equiva-
lent query is expressed in different languages. The
goal is to assess whether the models response re-
mains consistent across different language of the

query.

Dataset We utilize the m-MMLU (Lai et al.,
2023) dataset, a translated version of the original
MMLU (Hendrycks et al., 2021). The MMLU
benchmark is designed to evaluate comprehen-
sive world knowledge and problem-solving skills
through multiple-choice questions. Each question
offers four answer choices. The m-MMLU dataset
extends this benchmark by including data in 27
languages, enabling a multilingual evaluation of
LLMs. For our experiments, we select parallel
data across these 27 languages, with each lan-
guage comprising a total of 5,632 samples. This
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extensive dataset facilitates a thorough analysis of
linguistic variations and their impact on knowl-
edge expression in LLMs.

Models We evaluate 8 widely-used large lan-
guage models: Llama3-8B (Grattafiori et al.,
2024), Llama3-70B, Qwen2.5-7B (Qwen et al.,
2025), Qwen2.5-32B, Qwen2.5-72B, Qwenl.5-
7B (Bai et al., 2023), Sailor 7B (Dou et al.,
2024), Deepseek-R1-Distill-Qwen-7B (DeepSeek-
Al et al., 2025). Specifically, Llama-3 are pre-
trained on a corpus about 15T multilingual tokens.
In comparison, Qwen has primarily increased the
proportion of Chinese pre-training data, Sailor-7B
continues its training from Qwenl.5-7B, focus-
ing on South-Asian languages such as Indonesian,
Thai, Vietnamese, Malay, and Lao, Deepseek-R1-
Distill-Qwen-7B is distilled from Qwen 7B. This
selection of models, each reflecting distinct train-
ing backgrounds and covering different scales,
bolsters the robustness of our analysis and of-
fers a comprehensive perspective on how various
LLMs express knowledge and propagate informa-
tion across languages.

2.2 Inconsistent Knowledge Expression

Findings 1. Large language models exhibit no-
ticeable cross-linguistic inconsistency in knowl-
edge expression.

To quantify the cross-linguistic consistency of
knowledge expression, we introduce a metric
called Consistency Score (CS) to measure the de-
gree of exact agreement across all languages for
each query. Formally, the CS is defined as:

cs:%ZH 1 MAgs, = Agi) (D

i=1 j=1k=j+1

where m is the total number of queries, n is the
number of languages, A, ;; is the model’s re-
sponse to the query ¢; expressed in language [;,
and I(-) is an indicator function that equals 1 if
Ag;1; 1sequal to Ay, g, , and O otherwise. A higher
CS indicates greater linguistic independence, as
all responses align perfectly regardless of the lan-
guage.

As shown in Table 1, the evaluated models pro-
duce fully consistent answers across all languages
for only a small fraction of queries, as indicated
by the low Consistency Score (CS). The evaluated
models exhibit CS around 0.15 or even lower in

Model Consistency Score (CS)
Llama3-8B 0.15
Llama3-70B 0.12
Qwen2.5-7B 0.05
Qwen2.5-32B 0.11
Qwen2.5-72B 0.15
Qwenl.5-7B 0.05
Sailor-7B 0.06
Dpsk-R1-Distill-7B 0.02

Table 1: The table shows the Consistency Score (CS)
of the all evaluated models. Dpsk-R1-Distill-7B refers
to Deepseek-R1-Distill-Qwen-7B.
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Figure 3: Relationship between linguistic distance and
Consistency Score in Llama3-8B, where the Pearson
correlation between the two variables is -0.51.

all evaluated models. This suggests that the inter-
nal knowledge expression is sensitive to linguistic
input, rather than being strictly language-agnostic,
and this phenomenon is widespread in LLMs.

2.3 Linguistic Distance Correlates
Knowledge Consistency

Findings 2. Languages closer in linguistic dis-
tance exhibit higher consistency in knowledge rep-
resentation.

We noted that while LLMs do not achieve per-
fect cross-linguistic consistency, certain language
pairs exhibit higher consistency, such as English
and French. This leads us to explore whether lan-
guage pairs that are more closely related achieve
higher consistency.

To address this question, we examine pair-
wise consistency between languages and correlate
them with measures of linguistic distance'. Fig-
ure 3 illustrates the relationship between linguis-
tic distance and Consistency Score in Llama3-8B,
showing that as linguistic distance increases, con-
sistency significantly decreases (Pearson’s r =
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—0.51, p < 0.001). In other words, languages
that share closer typological or historical roots
tend to yield more similar model responses, reflect-
ing more consistent knowledge expression across
these languages. The results of other models are
provided in Appendix A, showing the same pat-
tern.

3 Cross-lingual Information
Dissemination

Conclusion 2. The pattern of information
dissemination is structured according to lan-
guage family relationships and resource availabil-
ity. High-resource languages within specific lan-
guage families facilitate the mutual dissemination
of information.

In this section, to explore the patterns of in-
formation propagation across languages within
LLMs, we developed an analysis framework
that includes two key scenarios: cross-linguistic
misinformation propagation and multi-hop cross-
lingual knowledge editing. Our experiments re-
veal that different LLMs exhibit similar informa-
tion exchange patterns in these scenarios. Specifi-
cally, high-resource languages within specific fam-
ilies tend to exchange information more easily
with each other, while languages from indepen-
dent families or low-resource languages remain
relatively isolated. We define this phenomenon
as the Linguistic Map within LLMs. This finding
highlights the inherent bias in LLMs within mul-
tilingual environment and underscores the impor-
tance of improving fairness across languages. In
the following sections, we will first introduce the
experimental setups, then explain how the corre-
sponding findings are obtained.

3.1 Experimental Setups

3.1.1 Misinformation Propagation

Problem definition Figure 2(Il)(a) visually il-
lustrates the setup in which external, multilingual
documents introduce erroneous information to
the model. Formally, we define the problem as
follows: Let L = {ly,lo,...,l,,} represent a set
of languages. We construct a set of documents
{dLll’ Ce ,dLln, ey del, RN den}, where
each document d;;, contains erroneous informa-
tion about a factual piece of knowledge but is
semantically equivalent across languages.

For each d;;,, query qil; is crafted to probe
the models handling of this injected misinforma-

tion. These queries are designed to be semanti-
cally identical but localized to the respective lan-
guage [;. By analyzing the model’s responses to
these queries, we aim to determine how erroneous
information propagates across languages.

Dataset We employ the RGB dataset (Chen
et al.,, 2024), specifically designed to evaluate
four core competencies of LLMs in the context
of Retrieval-Augmented Generation (RAG). Each
competency is represented by a distinct test set.
For the purpose of our experiment, we focus
on the subset devised to test Counterfactual Ro-
bustness. This subset includes erroneous docu-
ments for each query, thereby facilitating an effec-
tive assessment of the misinformation propagation
across languages. We use the DeepSeek API? to
translate the dataset from English into 26 differ-
ent languages, with each language comprising 100
samples.

Evaluation To assess the extent to which re-
sponses in language [; are influenced by docu-
ments in another language [;, we define the Influ-
ence Degree. For each query ¢;;,, the model is
presented with a document d; ;, containing poten-
tially misleading information. If the model’s re-
sponse aligns with the misinformation in d; ;, , the
response is considered influenced. The Influence
Degree is quantified as the proportion of queries in
language /; that are influenced by the documents
in language I.

Models The models used in this setup are the
same as those described in Section 2.

3.1.2 Multi-hop Knowledge Editing

Problem Definition Figure 2(II)(b) visually il-
lustrates the setup of multi-hop knowledge edit-
ing, which follows previous studies (Zhao et al.,

2024b). Formally, we define the problem
as follows: Let L = {li,la,...,l,} rep-
resent a set of languages. @ We construct a
setof facts { f11,,-- s fiins s frndir -5 frnin s

where each new f;; contains a piece of new
knowledge but is semantically equivalent across
languages. For each f;;,, a query ¢;; is crafted
to explore the effects of the edited knowledge on
the model’s responses. For example, when the new
knowledge being modified is “The developer of
MAS OS 8 is Philips”, the corresponding query
would be “Who is the CEO of the developer of

2https://platform.deepseek.com
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MAS OS 8”. If the editing is successful, the
model should output “Roy Jackobs” instead of
“Tim Cook”. These queries differ in language but
are content-equivalent. By analyzing the model’s
responses to these queries, we aim to investigate
the mutual influence of knowledge editing across
different languages.

Dataset We employ the MQUAKE dataset
(Zhong et al., 2023), which comprises multi-hop
questions that assess whether edited models cor-
rectly answer questions where the answer should
change as an entailed consequence of edited facts.
In our experiments, we primarily focus on the 2-
hop questions within this dataset. We randomly
select 100 samples from the 2-hop data and use
the DeepSeek API to translate the dataset from
English into 26 different languages, with each lan-
guage comprising 100 samples.

Evaluation To evaluate the effect of editing in
language [;, on language [;, we define the Editing
Success Rate. For each query ¢;;;, the model is
edited with a new fact f;;, containing new knowl-
edge. If the model’s response aligns with the new
knowledge presented in f; , , it is considered a suc-
cessful edit. The Editing Success Rate is quanti-
fied as the proportion of queries in language [; that
are influenced by the new knowledge in language
Uk

Models The models used in this setup are the
same as those described in Section 2.

3.2 Linguistic Map within LLMs

Findings 3. [Information tends to propagate
more easily within the same language in LLMs,
and the extent to which a language absorbs such
information is directly correlated with the richness
of its resource.

The heatmaps in Figure 4 show the results for
Llama3-8B in Misinformation Propagation (left)
and Multi-hop Knowledge Editing (right), respec-
tively. In both of these scenarios, we could observe
that there exhibits the strongest influence within
the same language, as indicated by the pronounced
redder shades along the diagonal, significantly sur-
passing the influence from other languages. No-
tably, this phenomenon is especially pronounced
for languages with higher resources, suggesting
that resource richness correlates with an increased
susceptibility to one’s own language’s influence.
To quantify this relationship, we computed the

Setup Model Corr.  p-value
Llama3-8B 0.51  0.0067
Llama3-70B 0.52  0.0049
Qwen2.5-7B 0.61  0.0007
Misinformation Qwen2.5-32B 0.55 0.0028
Propagation Qwen2.5-72B 0.55  0.0031
Qwenl.5-7B 0.65  0.0002
Sailor-7B 0.69  0.0001
Dpsk-R1-Distill-7B  0.68  0.0001
Llama3-8B 0.51 0.006
Llama3-70B 0.55  0.0027
Qwen2.5-7B 0.41 0.031
Multi-hop Qwen2.5-32B 030  0.1312
Knowledge Editing Qwen2.5-72B 0.32  0.1044
Qwenl.5-7B 0.50  0.0078
Sailor-7B 0.83  <0.0001
Dpsk-R1-Distill-7B - 0.75 < 0.0001

Table 2: The table shows Spearman rank correlation
between the extent of information propagation within
the same language and the richness of its resource
in Misinformation Propagation and Multi-hop Knowl-
edge Editing. Across all models, a significant posi-
tive correlation is observed, indicating that resource-
rich languages are more influenced by their own lan-
guage context information. Dpsk-R1-Distill-7B refers
to Deepseek-R1-Distill-Qwen-7B.

Spearman rank correlation coefficient between the
degree of self-influence and language resource
richness levels, the results of which are presented
in Table 2. As indicated in the table, the Influ-
ence Degree is positively correlated with language
resource availability in all models under the two
setups. For example, in Llama3-8B, the correla-
tion is around 0.5. It suggests that languages with
richer resources exhibit more efficient information
propagation within the language itself.

Findings 4. High-resource languages within
specific family tend to propagate information more
efficiently among each other.

As shown in Figure 4, the upper-left portion of
the two heatmaps displays a distinct red cluster,
indicating that the Germanic and Italic language
groups exhibit a higher degree of mutual influ-
ence. Additionally, we compute the average In-
fluence Degree and Editing Success Rate between
language pairs from different language families,
with the results presenting in Table 3. Compared
to other language families of which may include
lower-resource languages, the high-resource Indo-
European clusters, represented by the Germanic
and Italic groups, demonstrate more pronounced
information propagation, with Influence Degree
around 0.8 and Editing Success Rate around 0.6 in
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Misinformation Propagation
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Figure 4: Heatmaps of the results for Llama3-8B, illustrating the Influence Degree across languages in Misinfor-
mation Propagation (left) and the Editing Success Rate across languages in Multi-hop Knowledge Editing (right),
respectively. Different label colors indicate languages belonging to various linguistic families. The annotations
within parentheses indicate the linguistic resource richness and their respective proportions in the Common Crawl
dataset, where ‘H’ denotes high-resource, ‘M’ denotes medium-resource, and ‘L.’ denotes low-resource languages
(Lai et al., 2023). The results of other models are provided in the Appendix B.

Misinformation Propagation

Multi-hop Knowledge Editing

Model Indo-European Dravidian Indo-European Dravidian
Germanic (H) Italic (H) Balto-Slavic (M) Indo-Iranian (L) Dravidian (L) Germanic (H) TItalic (H) Balto-Slavic (M) Indo-Iranian (L) Dravidian (L)
Llama3-8B 0.74 0.81 0.68 0.48 0.44 0.58 0.49 0.33 0.26 0.23
Llama3-70B 0.76 0.85 0.67 0.51 041 0.63 0.5 0.4 0.4 0.36
Qwen2.5-7B 0.82 0.86 0.67 0.53 043 0.58 0.48 0.25 0.27 0.02
Qwen2.5-32B 0.77 0.85 0.66 0.53 0.43 0.52 0.5 0.28 0.26 0.15
Qwen2.5-72B 0.79 0.86 0.7 0.52 0.45 0.6 0.48 0.28 0.3 0.23
Qwenl.5-7B 0.77 0.86 0.61 0.44 0.34 0.59 0.49 0.25 0.13 0.02
Sailor-7B 0.84 0.87 0.63 0.38 0.14 0.57 0.48 0.26 0.11 0.0
Dpsk-R1-Distill-7B 0.74 0.79 0.56 0.34 0.28 0.58 0.48 0.17 0.11 0.0

Table 3: The average Influence Degree in Misinformation Propagation and the average Editing Success Rate in
Multi-hop Knowledge Editing between language pairs from non-independent language families across all models,
where ‘H’ denotes high-resource, ‘M’ denotes medium-resource, and ‘L’ denotes low-resource language family
branches. The bolded data represents the maximum value among all language families for the corresponding model,
while the underlined data represents the minimum value. Dpsk-R1-Distill-7B refers to Deepseek-R1-Distill-Qwen-

7B.

all evaluated models, respectively. However, cer-
tain low-resource languages within the same Indo-
European family, such as Indo-Iranian language
group, exhibit less mutual influence. This high-
lights that even within the same linguistic family,
disparities in resource availability can constrain
the extent of information propagation.

Findings 5. Languages from independent lan-
guage families and low resource languages re-
main relatively isolated during information prop-
agation.

The heatmaps shown in Figure 4 reveals that
both Chinese (zh) and Arabic (ar), which belong to
independent language families, exhibit less mutual
influence with other languages. For example, in
Misinformation Propagation setup, the Influence

Degree between Chinese and other languages is
around 0.3, significantly lower than the Influence
Degree of Chinese with itself, which is around
0.6. This pattern suggests that, despite their sub-
stantial resources, these languages have limited in-
volvement in cross-lingual communication within
LLMs. Additionally, some language families with
relatively low resource richness, such as Dravid-
ian, also exhibit low Influence Degree and Editing
Success Rate values with other languages in the
heatmaps, indicating that they are less affected by
information propagation from other languages.

4 Detailed Analysis

In this section, we conduct a further analysis of the
generalizability of the Linguistic Map.
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Model Translator CS  Corr.
gpt-3.5-turbo 0.2 -0.35

) gpt-4o-mini 0.13 -0.46
Llama3-8B @ ini-1.5-flash-002 017  -0.36
gpt-3.5-turbo 0.05 -048

: gpt-40-mini 0.04 -0.55
Qwenl.5-TB  mini-1.5-flash-002 005  -0.5
gpt-3.5-turbo 0.04 -047

gpt-40-mini 0.03 -0.47

Qwen2.5-7B mini-1.5-lash-002  0.06  -0.49
gpt-3.5-turbo 0.04 -0.41

qo gpt-40-mini 0.001 -0.34
Sailor-7B o mini-1.5-flash-002  0.02  -0.29

Table 4: The results of different models in the Knowl-
edge Expression Consistency experiment under various
translators. CS represents the Consistency Score, and
Corr. refers to the Pearson correlation coefficient be-
tween consistency across language pairs and linguistic
distance.

gpt-4o-mini

deepseek-chat
e o

gpt-3.5-turbo
] it I

s
Figure 5: The results of Qwen2.5-7B under three dif-
ferent translators (gpt-4o-mini, gpt3.5-turbo, deepseek-

chat) in the Misinformation Propagation setup. The re-
sults of other models are provided in the Appendix C.

4.1 Impact of Automatic Translation

The multilingual data used in this work is trans-
lated using automatic translators. We further an-
alyze the impact of automatic Translation on the
conclusions. Specifically, we translate the data
used in each experimental setup with different
translation models. For Knowledge Expression
Consistency setup, we sample 1000 test data from
m-MMLU. We then replicate the same experi-
ments using the translated data and compare the
results across different translation models.

Table 4 presents the CS and the correlation be-
tween language pair consistency and linguistic dis-
tance in the Knowledge Expression Consistency
experiment under different translators. The results
show that, despite using different translators, the
final conclusions remain unaffected. These two
values are nearly identical for the same model un-
der different translators. Additionally, Figure 5
displays the heatmap of Qwen2.5-7B in the Misin-
formation Propagation setup under various trans-

lators, showing the same Linguistic Map distribu-
tion pattern.

Qwen-2.5-32B

Qwen-2.5-7B Qwen-2.5-72B

Figure 6: The results of Qwen2.5 of different scales in
the Misinformation Propagation setup.

4.2 Impact of Language Model Scale

To further analyze the impact of model scale on
the conclusions, we compare the results of three
Qwen2.5 models of different scales in the Misin-
formation Propagation setup, as shown in Figure 6.
As the model scale increases from 7B to 72B, the
overall distribution of the Linguistic Map remains
largely unchanged. Specifically, high-resource lan-
guages within certain language families continue
to exhibit more efficient mutual information prop-
agation, while languages from independent fami-
lies and low-resource languages remain relatively
isolated. However, the degree of mutual influence
between languages within certain language fami-
lies increases with the model scale. For instance,
as shown in Table 3, in Dravidian language fam-
ily, the Editing Success Rate increases from 0.02
in Qwen2.5-7B to 0.23 in Qwen2.5-72B.

5 Related Work

Cross-lingual disparities are prevalent in language
models (Huang et al., 2023; Qin et al., 2023; Blasi
et al., 2022). Prior studies have highlighted incon-
sistencies in the performance and knowledge rep-
resentation of LLMs across languages (Qi et al.,
2023; Ifergan et al., 2024; Xing et al., 2024; Li
et al., 2025). Building on these findings, we ex-
pand the scope to 27 languages to assess the ex-
tent of knowledge inconsistency and examine the
role of linguistic distance. Studies have also high-
lighted disparities in multilingual tasks. For exam-
ple, Beniwal et al. (2024); Wang et al. (2024) has
explored performance disparities in knowledge-
editing tasks across languages. However, these
studies lack a comprehensive investigation into the
communication dynamics and barriers between
languages within LLMs.
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6 Conclusion

This study systematically analyzes the perfor-
mance of multiple LLMs across 27 different lan-
guages, revealing a Linguistic Map correlates with
language resource richness and linguistic family
relationships. In this structure, languages with
high resources, especially those from the same
linguistic families, not only show higher consis-
tency in knowledge representation but also achieve
mutual information dissemination and influence;
whereas independent language families and low-
resource languages exhibit characteristics of rela-
tive isolation and detachment. These findings echo
earlier literature on the performance of multilin-
gual models, while more precisely delineating the
profound impact of inter-language relationships
and resource distribution on the internal knowl-
edge expression mechanisms within LLMs.

These insights highlight inherent language bi-
ases in models and underscore the importance of
incorporating comprehensive language diversity
in training and knowledge integration strategies to
develop more equitable and effective LLMs.

Limitations

Due to computational resource constraints, our in-
vestigation of LLMs’ cross-lingual behavior has
been limited to 8 models so far. In future work,
we aim to extend the analysis of the linguistic map
to a broader range of models. Additionally, this
study primarily focuses on analyzing cross-lingual
differences in LLMs without proposing algorithms
to mitigate potential biases. Developing such de-
biasing methodologies will be a key objective in
subsequent research.
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A Results of Relationship Between
Language Consistency and Distance

Figure 8 to Figure 13 show the relationship be-
tween linguistic distance and Consistency Score of
models.

B Results of Information Dissemination

B.1 Misinformation Propagation

Figure 14 to Figure 20 show the heatmaps of Influ-
ence Degree across languages in Misinformation
Propagation within models.

B.2 Multi-hop Knowledge Editing

Figure 21 to Figure 27 show the heatmaps of Edit-
ing Success Rate across languages in Multi-hop
Knowledge Editing within models.

C Results of Automatic Translation

Figure 28 to Figure 30 show the results of mod-
els under three different translators (gpt-4o-mini,
gpt3.5-turbo, deepseek-chat) in the Misinforma-
tion Propagation setup.
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Figure 7: Relationship between linguistic distance and
Consistency Score in llama3-70B.
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and Consistency Score in Deepseek-R1-Distill-Qwen-
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Figure 14: The Influence Degree across languages in
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Figure 15: The Influence Degree across languages in  Figure 18: The Influence Degree across languages in
Ilama3-70B. Qwen2.5-72B.
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Figure 16: The Influence Degree across languages in ~ Figure 19: The Influence Degree across languages in
Qwen2.5-7B. Sailor-7B.

Qwen2.5-32B
[

Deepseek-R1-Disdill-Qwen-7B

Indo-European Family Indo-European Family
1.0 ™ Germanic 1.0 ™ Germanic
Italic Italic
= Balto-Slavic = Balto-Slavic
= Indo-Iranian ™ Indo-ranian
08 08
Other Families Other Families
o m Sino-Tibetan o = Sino-Tibetan
o = Afro-Asiatic o = Afro-Asiatic
S -0.6 ™ Austroasiatic s ul -0.6 ™ Austroasiatic
g' = Austronesian g’ = Austronesian
c = Uralic & = Uralic
= = Dravidian = = Dravidian
k] 04 t 04
[} g 9 g
E E
02 02
0.0 0.0

Figure 17: The Influence Degree across languages in ~ Figure 20: The Influence Degree across languages in
Qwen2.5-32B. Deepseek-R1-Distill-Qwen-7B.
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Figure 21: The Editing Success Rate across languages  Figure 24: The Editing Success Rate across languages
in Qwenl1.5-7B. in Qwen2.5-32B.
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Figure 22: The Editing Success Rate across languages = Figure 25: The Editing Success Rate across languages
in llama3-70B. in Qwen2.5-72B.
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Figure 23: The Editing Success Rate across languages = Figure 26: The Editing Success Rate across languages
in Qwen2.5-7B. in Sailor-7B.
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Figure 27: The Editing Success Rate across languages

in Deepseek-R1-Distill-Qwen-7B.

gpt-3.5-turbo

Figure 28: The results of Qwen1.5-7B under three dif-
ferent translators (gpt-4o-mini, gpt3.5-turbo, deepseek-
chat) in the Misinformation Propagation setup.
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Figure 29: The results of Llama3-8B under three dif-
ferent translators (gpt-4o-mini, gpt3.5-turbo, deepseek-
chat) in the Misinformation Propagation setup.
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Figure 30: The results of Sailor-7B under three dif-
ferent translators (gpt-4o-mini, gpt3.5-turbo, deepseek-
chat) in the Misinformation Propagation setup.
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