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Abstract
The training of controllable text-to-video (T2V)
models relies heavily on the alignment be-
tween videos and captions, yet little existing
research connects video caption evaluation with
T2V generation assessment. This paper in-
troduces VidCapBench, a video caption eval-
uation scheme specifically designed for T2V
generation, agnostic to any particular caption
format. VidCapBench employs a data annota-
tion pipeline, combining expert model label-
ing and human refinement, to associate each
collected video with key information spanning
video aesthetics, content, motion, and physical
laws. VidCapBench then partitions these key
information attributes into automatically assess-
able and manually assessable subsets, catering
to both the rapid evaluation needs of agile de-
velopment and the accuracy requirements of
thorough validation. By evaluating numerous
state-of-the-art captioning models, we demon-
strate the superior stability and comprehensive-
ness of VidCapBench compared to existing
video captioning evaluation approaches. Verifi-
cation with off-the-shelf T2V models reveals a
significant positive correlation between scores
on VidCapBench and the T2V quality evalua-
tion metrics, indicating that VidCapBench can
provide valuable guidance for training T2V
models. The project is available at https:
//github.com/VidCapBench/VidCapBench.

1 Introduction

Controllable text-to-video (T2V) generation lever-
ages text prompts to guide video synthesis (Team,
2024; Zhou et al., 2024b), enabling the instant vi-
sualization of designs and facilitating applications
in creative content and entertainment. Advances
in generative model’s backbones (Blattmann et al.,
2023; Esser et al., 2024; Peebles and Xie, 2023;
Weng et al., 2024) further innovate the video gen-
eration process to adhere to textual instructions,
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A fluffy white creature with
large eyes and a wide grin

stands in an outdoor setting filled with 
wooden crates. Initially, it appears to 
be eating a can of coke, then it falls to 
the ground, seemingly in surprise. 
The coke explodes. Finally, a small 
child approaches the creature 
cautiously. The scene is set in a bright, 
sunny environment with green trees in 
the background.

Describe this video in the 
tone for text-to-video (T2V).

VidCapBench
Video aesthetics

Video content

Video motion

Physical laws

Q: What is the video style?
A: N/A GT: 3D cartoon

Q: What is the weather?
A: Sunny GT: Sunny

Q: What does it do after eating?
A: Falling GT: Rolling

Q: What happened to soda?
A: Being eaten and exploded.
GT: Explode and produce foam.
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Figure 1: VidCapBench evaluates the video captioning
model from the aspects of T2V generation.

exhibit aesthetic appeal, and conform to physical
laws. Video captioning, the crucial supporting in-
frastructure to T2V generation, has also progressed.
Coarse-grained or detail-lacking captions signifi-
cantly hinder both the comprehension and recon-
struction of visual information (Jin et al., 2024;
Cheng et al., 2024). Hence, prevalent T2V models
are devoted to strengthening the alignment between
the generated content and the detailed prompts/cap-
tions (Kim et al., 2023; Liu et al., 2024b). With the
objective to optimize this alignment, T2V models
present high fidelity in subjects’ motion (Wei et al.,
2024b; Wang et al., 2024e; Zhou et al., 2024a), tem-
poral changes (Guo et al., 2024; Yang et al., 2023;
Xiong et al., 2024), and event progression (He
et al., 2024b; Wang et al., 2024a). Meanwhile,
the quality of datasets used for training captioning
models (Hong et al., 2024; Zhang et al., 2023) has
also improved considerably, such as OpenVid (Nan
et al., 2024) and ShareGPT4V (Chen et al., 2025).

To direct the optimization of T2V models, video
captions should be accurate, comprehensive, di-
verse, concise, and abundant. While caption for-
mats vary across different models (Ju et al., 2024;
Zheng et al., 2024), the core elements in captions
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Benchmark Metrics # Videos # QA pairs Video diversity Aesthetics Subject Motion Physical law Conciseness Caption format

MSR-VTT (Xu et al., 2016) CIDEr 2,990 2,990 ✗ ✗ ✗ ✗ ✗ ✔ Short
VATEX (Wang et al., 2019) CIDEr 4,478 4,478 ✗ ✗ ✗ ✗ ✗ ✔ Short
DREAM-1K (Wang et al., 2024a) Pre/Rec/F1 1,000 6,298 ✔ ✗ ✔ ✗ ✗ ✗ Unstructured
VDC (Chai et al., 2024) Acc/VDCScore 1,027 96,902 ✗ ✗ ✔ ✔ ✗ ✗ Structured

VidCapBench Acc/Pre/Cov/Con 643 10,644 ✔ ✔ ✔ ✔ ✔ ✔ Arbitrary

Table 1: Comparison between VidCapBench and mainstream video caption benchmarks.

emphasized by T2V models seem to be converging.
A practical evaluation of video captions for T2V
generation must address three main challenges:
• Alignment with T2V evaluation: The evalua-

tion should assess whether a video caption ade-
quately covers aesthetics, content, motion, and
physical laws, aligning with the key metrics of
T2V generation.

• Diversity and stability: The diversity of eval-
uation data and the stability of the evaluation
approach influence the accurate assessment of
caption quality.

• Impact on T2V generation: The correlation be-
tween caption evaluation and T2V performance
remains unexplored, lacking evidence on how
captions influence the generated videos.
To address these challenges, we introduce Vid-

CapBench, the first evaluation benchmark designed
for assessing video captions in controllable T2V
generation, as depicted in Figure 1. Comparison be-
tween VidCapBench and several publicly available
video caption benchmarks is presented in Table 1.
Prioritizing the video diversity, VidCapBench com-
prises 643 richly annotated video clips. These
videos are annotated with critical aspects relevant
to T2V generation, and we construct a discern-
ing set of question-answer pairs decoupled from
specific caption formats. The workflow of VidCap-
Bench is transferable to arbitrary in-house datasets
for the more targeted evaluation. The main contri-
butions of this paper are summarized as follows:
• We introduce VidCapBench, a novel benchmark

designed to facilitate comprehensive and stable
evaluation of video captions across multiple di-
mensions relevant to T2V generation.

• We propose a two-stage evaluation method: rapid
automated evaluation on a stable-to-judge subset
provides quick feedback for developers, while
introducing accurate human evaluation on the
remaining subset offers crucial guidance.

• Our experiments demonstrate that most open-
source captioning models perform inferior to pro-
prietary models like GPT-4o. Applying captions
to several production-ready T2V models reveals

a strong positive correlation between the perfor-
mance on VidCapBench and the quality of gen-
erated videos, validating the effectiveness of our
proposed evaluation approach.

2 Related Work

Video captioning. The goal of video caption-
ing is to describe a video across several key as-
pects, aiding understanding (Doveh et al., 2023), re-
trieval (Ma et al., 2024), and motion control (Wang
et al., 2024d). In T2V generation, accurate and
detailed video captions can enhance semantic align-
ment during model training (Polyak et al., 2024).
Naive captioning models adopt free-form descrip-
tions (Chen et al., 2024a; Wang et al., 2024c).
To enhance controllability, MiraData (Ju et al.,
2024), VDC (Chai et al., 2024), and Vript (Yang
et al., 2024) emphasize specific aspects like sub-
jects, background, and shots, significantly bene-
fiting T2V generation. Other methods describe
videos from an event perspective (Wang et al.,
2024a; He et al., 2024b), capturing temporal in-
formation more effectively. Despite advancements
in caption controlling (Wang et al., 2023; Hua et al.,
2024), evaluations with omissions may lead to a
seesaw effect where gains in one dimension come
at the cost of others, limiting the utility of the cap-
tioning model.
Evaluation methods for video captioning. The
advancement of T2V generation has spurred the de-
velopment of evaluation approaches for video cap-
tioning. Traditional approaches (Xu et al., 2017,
2016) for short captions rely on legacy metrics
like CIDEr and BLEU. For dense captions, in-
spired by image captioning evaluation (Liu et al.,
2024a; Prabhu et al., 2024; Tu et al., 2024), many
approaches employ question answering (QA) fol-
lowed by natural language inference (NLI) with a
critic model. Existing evaluation schemes of video
captions are often tied to specific caption formats
and suffer from instability in automatic evaluation.
In this context, VidCapBench emerges as a more ro-
bust solution, offering a comprehensive and stable
evaluation framework that aligns with the control-
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lable T2V evaluation (Rawte et al., 2024; Huang
et al., 2024; He et al., 2024a), providing better guid-
ance for T2V model training.

3 VidCapBench

In this section, we introduce the design and cura-
tion of VidCapBench.

3.1 Preliminaries

Caption evaluation is typically performed through
human or machine evaluation.
Human evaluation. Human evaluation demands
annotators to assess captions based on predefined
criteria. Experienced annotators deliver accurate
and consistent evaluations, along with analysis of
erroneous cases, which helps training T2V models.
Currently, human annotation primarily employs
two methods:
• 5-point Likert scale: Annotators rate captions

on a 5-point scale (1: worst, 5: best) based
on ground truth. Each evaluation dimension is
assessed independently, with predefined exam-
ples illustrating different score levels. To ensure
reliability, each example is typically evaluated
by a minimum of three annotators, with inter-
annotator agreement metrics employed to main-
tain consistency.

• Pairwise comparison: Annotators compare two
anonymized model outputs for each example, se-
lecting “Caption A is better”, “Caption B is bet-
ter”, or “Equal quality”. Pairwise comparisons
typically utilize the good-same-bad metric, while
ranking multiple models can employ ELO scores.

Machine evaluation. Human evaluation can be in-
consistent among inexperienced annotators and is
generally slower and more expensive. Conversely,
automatic machine evaluation is faster and can pro-
vide some guidance for training. Mainstream ma-
chine evaluation often utilizes GPT-4 as a judge,
which can be divided into two categories:
• Predefined-QA paradigm: Multiple key informa-

tion points are annotated for each video by QA
pairs. Captions are evaluated by posing ques-
tions to the judge model, awarding points only
for correct answers. Natural Language Inference
(NLI) is used to categorize answers as “Entailed”,
“Neutral”, or “Contradictory”.

• Retrieval-based paradigm: This approach gen-
erates a series of yes/no questions about entities
based on a given caption (Cho et al., 2023). A
judge model then answers these questions using

Model Eval. set Overall Detailed Camera Short Background Object

GPT-4o
Full 46.1 50.1 52.5 34.3 44.6 48.8

Selected 46.4(+0.3) 53.1(+3.0) 55.5(+3.0) 26.7(-7.6) 46.7(+2.1) 52.8(+4.0)

Gemini 1.5 Pro
Full 40.5 46.3 40.9 30.0 41.2 44.3

Selected 44.6(+4.1) 52.5(+6.2) 48.4(+7.5) 25.3(-4.7) 46.2(+5.0) 52.4(+8.1)

Qwen2-VL-72B
Full 40.0 43.6 46.9 28.0 39.9 40.3

Selected 42.5(+2.5) 49.0(+5.4) 51.5(+4.6) 22.9(-5.1) 43.9(+4.0) 47.8(+7.5)

CogVLM2-Caption
Full 42.8 44.7 47.7 30.5 45.3 45.8

Selected 46.2(+3.4) 50.9(+6.2) 54.7(+7.0) 26.2(-4.3) 50.1(+4.8) 52.0(+6.2)

Tarsier-34B
Full 37.4 40.3 43.1 25.0 39.5 39.3

Selected 42.6(+5.2) 48.0(+7.7) 51.8(+8.7) 22.6(-2.4) 46.8(+7.3) 46.6(+7.3)

Table 2: Accuracy comparison between the full set and
the selected set which receive consistently stable evalu-
ations on the VDC benchmark.

the original video as context. Descriptions cor-
responding to questions answered with “no” are
considered hallucinatory. Note that this approach
may incur high computational costs due to the
repeated video question-answering process.

3.2 Benchmarking Video Captions
To establish a comprehensive evaluation frame-

work for video captions, VidCapBench tackles two
fundamental inquiries: what criteria should be em-
ployed to align the caption evaluation with T2V
generation, and how to ensure a stable and reliable
evaluation process.
Alignment with T2V evaluation. An effective
T2V model is expected to produce videos with
high visual fidelity, coherent object representation,
precise semantic alignment with the input textual
description, and realistic detail enhancement. Cor-
respondingly, VidCapBench evaluates video cap-
tions across the following dimensions:
• Video aesthetics (VA) encompasses the artistic

and technical aspects of video creation, from film-
ing techniques to post-production.

• Video content (VC) refers to the narrative content
presented in the video.

• Video motion (VM) covers movements of fore-
ground subjects and background objects.

• Physical laws (PL) allow for more realistic or dra-
matic visual expression, even though creativity
can somewhat bend them.

Each dimension is further subdivided into specific
sub-categories to ensure comprehensive and sys-
tematic evaluation coverage. The detailed catego-
rization is provided in Appendix C.1.
Stability of evaluation. Both the judge model’s
capabilities and the difficulty of evaluating the
QA pairs influence the stability of machine eval-
uation. For details on the former, please refer to
Appendix D. Here, we focus on the latter. Taking
the VDC benchmark as an example, which contains
roughly 100 QA pairs per video, we evaluate five
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Figure 2: Illustration of the data curation pipeline and the distribution of QA pairs in VidCapBench. The QA pairs
are carefully rectified to ensure that they primarily assess the quality of video captions rather than the inherent
capabilities of the judge model.

models three times with GPT-4o under different
random seeds. To analyze the evaluation stability
of the QA pairs, we examine the number of times
that the evaluation results are consistent across all
three trials in the five models. Experimental results
reveal that only 41% of the questions receive con-
sistent evaluations, while 13% exhibit agreement at
most twice out of five. Furthermore, we compare
the accuracy (Acc) of five captioning models on
a subset of all-agreed QA pairs with that on the
full VDC benchmark. As shown in Table 2, the
performance on the selected subset demonstrates
significant discrepancies compared to that on the
full benchmark, which highlights the unreliability
of evaluating all QA pairs solely through automated
methods. Instead, a more refined approach is war-
ranted, wherein QA pairs should be categorized
into two groups: (1) those suitable for automated
evaluation due to their high machine evaluation
consistency, and (2) the remaining, more challeng-
ing QA pairs that necessitate human intervention
for nuanced differentiation.
Metrics of caption evaluation. Considering effi-
ciency, cost, and stability, VidCapBench employs a
predefined-QA paradigm to evaluate video caption-
ing models. Due to the complexity of video content,
answers may involve multiple adjectives, nouns, or
verbs. Therefore, the judge model is required to
categorize responses into four classes:
• Wrong (nw): Responses that explicit mention of

the relevant content but with factual errors.

• Neutral (nn): Responses that omit the relevant
content entirely.

• Partially correct (np): Responses that include
relevant and correct information, but with incom-
plete descriptions.

• Correct (nc): Responses that fully align with the
ground-truth answer.
Based on these classifications, we compute the

following four metrics to comprehensively assess
the performance of captioning models:
• Accuracy (Acc): The proportion of responses

marked as Correct, defined as nc
np+nc+nw+nn

, re-
flecting the model’s ability to cover comprehen-
sive details of the video. Notably, models gener-
ating longer captions may have advantages.

• Precision (Pre): Calculated as np+nc

np+nc+nw
, repre-

senting the proportion of mentioned content that
is at least partially correct.

• Coverage (Cov): Calculated as np+nc+nw

np+nc+nw+nn
,

representing the proportion of addressed content
relative to the total content covered by the QA
pairs of the video.

• Conciseness (Con): Measured by the contri-
bution of each text token to Acc, defined as
Acc/τ , where τ represents the token number of
the corresponding captions, as determined by a
T5 model (Raffel et al., 2020).

3.3 Data Curation

Open-source video datasets are often delicately cu-
rated and valuable for detailed analysis. Hence,
we sample videos from several prominent open-
source datasets. However, recognizing that these
videos may have been extensively captioned and in-
corporated in many training datasets, we augment
our data collection with additional copyright-free
videos from YouTube and public user-generated
content (UGC) platforms, extracting segments to
ensure a portion of our data remains unexposed to
prior training or processing. Figure 2 illustrates the
pipeline of curating VidCapBench.
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Question: How is lighting described?
Answer: Bright natural light.
Category: lighting

Question: What does a furry creature look like?
Answer: White and furry, with blue eyes.
Category: subjects

Question: How does the white-haired creature 
feel?
Answer: It feels happy.
Category: subjects

Question: What is in the mouth of the 
white furry creature?
Answer: A small can of red cola.
Category: subjects

Question: Where is the white-haired creature 
located?
Answer: On the deck of a ship, a little boy stands 
by its side, with red soda cans piled up on both 
sides and wooden crates stacked up at the back.
Category: background

Question: Where is the little boy?
Answer: In front of the brown box.
Category: spatial relationships

Question: What elements are there in 
the background?
Answer: There is a blue sky, rivers, and 
trees, as well as brown wooden boxes 
stacked on the deck and red Coca-Cola.
Category: background

Question: What was the reaction of the 
white monster after drinking cola?
Answer: It was very excited, dancing 
and waving its hands.
Category: events

Question: What is the style of the video?
Answer: 3D cartoon style.
Category: style

Question: What happened to the pull 
tab in the monster's mouth?
Answer: The can was crushed by the 
monster's teeth.
Category: attribute changes

The QA can be judged automatically. The QA is suggested to involve human evaluation. The QA was rectified by human annotators.

Question: Why does the cola can produce foam?
Answer: Because it has been shaken in the furry 
creature’s mouth and then punctured by its bite.
Category: common sense

Question: How many seconds did the 
cake appear?
Answer: The cake is not mentioned in 
the video, so it should not be included 
in the caption.
Category: counter intuitive

Figure 3: An example of the QA pairs for a video in VidCapBench.

3.3.1 Videos Collection

We focus on a set of subjects in our analysis: per-
son, animal, plant, food, common object, land-
scape, vehicle, building, specific intellectual prop-
erty (IP), and no subject. Uniform involvement is
expected across these categories. We perform an
initial filtering based on captions provided by the
Omega-MultiModal project 1, employing Qwen2-
VL-72B (Wang et al., 2024b) for classification, re-
taining approximately 3,000 videos per category.
These videos are then segmented into 3-15 second
clips using PySceneDetect 2. Videos made of static
images are removed using an optical flow tool. Sub-
sequently, we sample 16 frames from each video
and perform the following operations in parallel:
Pose estimation (Khirodkar et al., 2025) to detect
human presence and pose variations; Object detec-
tion and grounding (Liu et al., 2025) over the initial
keywords to identify the amount of the target sub-
ject; Object tracking (Zhang et al., 2022) to track
object motion, labeling objects as static or consis-
tently trackable; Image segmentation (Ravi et al.,
2024) to filter excessively complex scenes; Optical
character recognition (OCR) (Wei et al., 2024a) to
identify and minimize the presence of text. These
generated labels inform the subsequent balanced
sampling. Furthermore, we employ optical flow

1Huggingface: omegalabsinc/omega-multimodal
2https://github.com/Breakthrough/PySceneDetect

models, a custom-trained artistic style classifier,
and a set of custom-trained character attribute clas-
sifiers for additional video labeling. Finally, we
randomly select videos and manually verify the
presence of each label at least three times, ensuring
uniform distribution across labels.

3.3.2 Keypoints Generation
Based on the focused aspects mentioned in Sec-
tion 3.2, we employ GPT-4o 3 to generate 40 QA
pairs for each video, supplemented by 10 addi-
tional question-category combinations generated
via expert classifiers. Subsequently, we generate
three different captions for each video using Gem-
ini with varying random seeds. The first caption
is evaluated three times using GPT-4o, while the
subsequent two captions are evaluated once each.
Questions exhibiting inconsistent judgments across
the three assessments of the first caption, along
with those receiving consistently negative evalu-
ations across all five assessments, are flagged as
potentially problematic. These problematic ques-
tions, likely due to their ambiguity or lack of clarity,
are manually reviewed. Any factual inaccuracies
within the QA pairs are corrected, and the revised
pairs are subsequently re-evaluated to determine
their suitability. Finally, to maintain a balanced
distribution of key aspects across the dataset, addi-

3Throughout this paper, we employ GPT-4o-20240806 for
GPT-4o and Gemini-1.5-Pro-002 for Gemini.
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Model Frames
VidCapBench-AE VDC

Overall Video Aesthetics Video Content Video Motion Physical Laws Overall
Acc / Pre / Cov / Con Acc / Pre / Cov / Con Acc / Pre / Cov / Con Acc / Pre / Cov / Con Acc / Pre / Cov / Con Acc / Score

GPT-4o-20240806 16 16.8 (± 0.1) / 57.4 / 86.0 / 5.9 14.1 / 47.6 / 83.4 / 4.9 17.5 / 61.7 / 87.2 / 6.1 10.2 / 41.3 / 84.0 / 3.6 27.9 / 62.1 / 85.4 / 9.7 46.1 (± 1.0) / 2.2
Gemini-1.5-Pro-002 - 17.1 (± 0.2) / 54.8 / 87.4 / 9.2 16.4 / 47.6 / 85.4 / 8.8 16.9 / 57.8 / 88.5 / 9.1 9.8 / 45.1 / 80.9 / 5.3 28.4 / 59.3 / 88.2 / 15.3 40.5 (± 1.6) / 2.0

Llava-Next-Video-7B (Zhang et al., 2024b) 16 10.6 (± 0.1) / 42.3 / 79.4 / 3.9 11.3 / 39.9 / 82.2 / 4.2 9.6 / 43.2 / 78.1 / 3.5 4.4 / 23.7 / 75.1 / 1.7 24.4 / 54.5 / 82.9 / 9.0 37.6 (± 2.2) / 1.9
LongVA-7B (Zhang et al., 2024a) 128 10.8 (± 0.1) / 43.0 / 79.3 / 6.1 12.8 / 42.1 / 83.8 / 7.3 9.2 / 43.4 / 77.2 / 5.2 4.9 / 25.1 / 79.6 / 2.8 24.9 / 52.9 / 83.2 / 14.1 36.1 (± 1.9) / 1.9
mPLUG-Owl3-7B (Ye et al., 2024) 16 14.5 (± 0.3) / 49.6 / 84.4 / 6.9 12.9 / 40.7 / 83.7 / 6.1 14.8 / 53.5 / 85.1 / 7.0 5.3 / 33.3 / 80.0 / 2.5 26.9 / 55.7 / 81.7 / 12.8 36.5 (± 2.7) / 1.9
InternVL2-8B (Chen et al., 2024b) 32 10.2 (± 0.2) / 43.0 / 84.9 / 2.5 9.1 / 36.3 / 84.4 / 2.2 10.0 / 46.1 / 85.2 / 2.4 4.4 / 18.0 / 81.3 / 1.1 23.6 / 52.8 / 85.7 / 5.8 37.4 (± 2.4) / 1.9
Qwen2-VL-7B (Wang et al., 2024b) 2 fps 11.1 (± 0.2) / 47.1 / 77.0 / 6.4 12.4 / 44.3 / 78.7 / 7.2 9.9 / 48.3 / 75.9 / 5.7 4.0 / 22.7 / 78.2 / 2.3 26.1 / 59.4 / 81.2 / 15.1 39.6 (± 1.6) / 2.0

Pixtral-12B (Agrawal et al., 2024) 16 11.0 (± 0.3) / 39.5 / 79.6 / 5.2 14.5 / 42.7 / 82.8 / 6.8 8.6 / 37.9 / 78.4 / 4.0 3.6 / 18.6 / 69.3 / 1.7 28.6 / 52.4 / 82.4 / 13.5 39.0 (± 2.3) / 2.0
CogVLM2-Caption (Hong et al., 2024) 1 fps 13.1 (± 0.2) / 49.2 / 85.1 / 8.4 12.5 / 45.2 / 83.1 / 8.0 12.7 / 50.8 / 86.3 / 8.1 5.7 / 33.9 / 82.7 / 3.7 27.9 / 59.9 / 82.7 / 17.8 42.8 (± 1.4) / 2.1
Aria (Li et al., 2024) 128 14.1 (± 0.3) / 51.5 / 84.4 / 4.5 13.0 / 44.0 / 82.7 / 4.2 13.9 / 54.9 / 85.3 / 4.4 7.1 / 34.2 / 81.8 / 2.3 27.9 / 56.8 / 83.7 / 8.9 41.5 (± 2.2) / 2.1
Tarsier-34B (Wang et al., 2024a) 16 13.5 (± 0.2) / 50.8 / 82.1 / 15.1 14.7 / 43.9 / 85.5 / 16.4 12.4 / 53.7 / 80.4 / 13.8 7.1 / 38.1 / 84.0 / 7.9 28.1 / 61.7 / 83.9 / 31.4 37.4 (± 2.0) / 2.0

Qwen2-VL-72B (Wang et al., 2024b) 2 fps 12.2 (± 0.2) / 46.8 / 79.0 / 7.7 12.0 / 42.5 / 79.2 / 7.6 11.5 / 48.4 / 78.8 / 7.3 5.8 / 28.6 / 77.8 / 3.7 27.1 / 59.6 / 80.9 / 17.2 40.0 (± 1.3) / 2.0
InternVL2-76B (Chen et al., 2024b) 32 7.4 (± 0.2) / 35.6 / 78.9 / 0.7 5.8 / 27.6 / 76.2 / 0.6 7.2 / 38.1 / 80.1 / 0.7 4.4 / 24.4 / 80.0 / 0.4 23.1 / 55.0 / 78.1 / 2.3 44.1 (± 2.1) / 2.1
Pixtral-124B (Agrawal et al., 2024) 16 13.0 (± 0.3) / 48.3 / 80.5 / 3.0 13.9 / 44.6 / 80.2 / 3.2 11.9 / 50.0 / 80.5 / 2.7 6.2 / 28.3 / 81.8 / 1.4 27.9 / 55.9 / 83.2 / 6.4 45.4 (± 1.9) / 2.2

Table 3: Evaluation results on VidCapBench-AE and VDC. “Acc”, “Pre”, “Cov”, and “Con” stand for accuracy,
precision, coverage, and conciseness, respectively. For better presentation, we have multiplied “Con” by 100.
“Score” is calculated using GPT-4o based on the method in (Chai et al., 2024)

tional human annotations are performed to address
any dimension imbalances introduced by deletions
and modifications.

3.4 QA Pairs Split

As discussed in Section 3.2, the difficulty of evalu-
ating the QA pairs has a significant impact on the
reliability of machine evaluation. Therefore, we
split the total QA pairs based on their evaluation
consistency using the same strategy in Section 3.2.
In order to achieve a balance between accuracy
and efficiency, we identify and segregate QA pairs
that fail to receive consistent evaluations within
the dimensions of video motion and physical laws,
which are more crucial to T2V generation. Conse-
quently, a total of 1,150 QA pairs are classified as
VidCapBench-HE, which necessitates human inter-
vention for accurate evaluation. The remaining QA
pairs are designated as VidCapBench-AE, which
can be evaluated automatically. Figure 3 presents
illustrative examples of QA pairs from both cate-
gories within VidCapBench. Additional examples
and detailed statistics of the QA pairs by dimension
are provided in Appendix C.

4 Experiments

4.1 Experimental setup

Captioning models. A variety of vision language
models that demonstrate strong captioning capabil-
ities are evaluated. When available, their official
prompts are utilized; otherwise, the generic prompt
“Describe the video in detail” is employed. Greedy
decoding is applied across all models to minimize
the influence of stochasticity.
Environment. All experiments are conducted on
A800-80GB GPUs using bfloat16 precision. To en-
sure a fair evaluation, each result is averaged over

three independent runs, utilizing GPT-4o with ran-
dom seeds set to 0, 1, and 2, respectively. Frame
rate, resolution, and video decoding follow offi-
cial recommendations where provided. Otherwise,
the “decord” library is used to extract 16 frames
for captioning, ensuring a minimum frame rate of
1 fps on VidCapBench. Fifteen experienced annota-
tors, familiar with VidCapBench, provide reliable
annotations for the generated captions.

4.2 Performance on VidCapBench

We first analyze model performance on the
VidCapBench-AE. As shown in Table 3, GPT-
4o and Gemini achieve outstanding performance
across multiple dimensions and metrics. However,
our analysis reveals a notable tendency for GPT-4o,
as well as InternVL2-76B, to produce redundant
outputs. In contrast, Tarsier-34B generates rela-
tively concise captions, which contributes to its
superior Con score, while also maintaining remark-
able results in other metrics. Additionally, models
specifically trained on large-scale dense captioning
data, such as CogVLM2-Caption and Aria, mani-
fest a distinct performance advantage.

The evaluation results also indicate that some
models exhibit specialized proficiency in specific
dimensions while showing limitations in others. A
typical example is Pixtral-12B, which excels in
Video Aesthetics and Physical Laws but underper-
forms in Video Motion and Video Content. While
open-source models generally lag behind propri-
etary models in Video Motion, they exhibit compa-
rable capabilities in Physical Laws. Notably, cer-
tain open-source models, particularly Pixtral-12B
and Tarsier-34B, even surpass GPT-4o in the Acc
score within this dimension.

Regarding evaluation stability, VidCapBench
demonstrates superior consistency compared to
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VA    SC    AR    LC
4.0 2.0 1.3 4.3

4.3 3.3 2.6 4.7

4.7 2.3 2.6 4.7

4.3 2.5 2.2 4.6

LV
CV
HV
avg

4.3 4.0 2.0 4.3

4.7 5.0 3.0 4.7

4.7 5.0 2.6 5.0

4.6 4.7 2.5 4.7

3.7 1.0 1.0 4.7

4.3 1.6 2.6 5.0

4.7 1.3 3.3 5.0

4.2 1.3 2.3 4.9

Raw video

LTX-Video CogVideoX-5B HunyuanVideo

Q: How many people are in the video?
A: Two.

Q: What’re the color of their T-shirts?
A: Both are in sky-blue.

Q: What are they playing?
A: Paper, rock, scissors.

Q: Who wins the game?
A: The boy.

Partial QA examples

CogVLM2

Gemini

GPT-4o

4 5

0 4

6 3

1 3

4 5

0 4

The QA can be 
judged automatically. 

The QA is suggested to 
involve human evaluation.

Human judgments
based on T2V results

LV
CV
HV
avg

LV
CV
HV
avg

Figure 4: Illustration of the training-free T2V verification for video caption evaluation. “VA”, “SC”, “AR”, and “LC”
denote the four key dimensions of T2V quality evaluation: “Visual Aesthetics”, “Subject Consistency”, “Action
Relevance”, and “Logical Coherence”, respectively. In this case, the video is associated with nine QA pairs in
VidCapBench-AE and four QA pairs in VidCapBench-HE. The similarity between the generated video and the
original video, as well as the overall generation quality, are strongly correlated with the evaluation results in
VidCapBench. Among the captioning models compared, Gemini exhibits the best performance.

Model VidCapBench-AE VidCapBench-HE
Auto Human Diff. Auto Human Diff.

GPT-4o 56.3 55.2 1.1 45.2 52.4 7.2
Gemini 1.5 Pro 53.4 52.6 0.8 55.3 49.2 6.1
Qwen2-VL-72B 46.7 47.4 0.7 48.5 56.8 8.3
CogVLM2-Caption 47.7 48.9 1.2 51.5 56.2 4.7
Tarsier-34B 52.3 51.9 0.4 57.2 51.3 5.9

Table 4: Comparison between automated evalua-
tion and human evaluation on VidCapBench-AE and
VidCapBench-HE, respectively. “Diff.” stands for the
absolute value of the difference between the two evalua-
tion methods. We choose Pre as the representative here.

VDC, which exhibits significant variability across
its three evaluation runs. The enhanced stability
in VidCapBench contributes to more reliable T2V
guidance, establishing it as a more robust evalua-
tion framework for video captioning tasks.

4.3 Fine-grained Analysis of VidCapBench

This section focuses on five representative cap-
tioning models: GPT-4o, Gemini, Qwen2-VL-72B,
CogVLM2-Caption, and Tarsier-34B. We conduct
a fine-grained analysis of their performance to
demonstrate the validity of VidCapBench.
Human evaluation consistency. To validate the re-
liability of automatic evaluation on VidCapBench-
AE and the necessity of human intervention in
VidCapBench-HE, we investigate the discrepan-
cies between automatic and human evaluation
on both subsets. Specifically, human annota-
tors are engaged to assess model performance
on VidCapBench-HE (detailed results are in Ap-
pendix D), and their judgments are compared with
those derived from automatic evaluations. Addi-

Model Prompt Formats Overall Token
NumAcc Pre Cov Con

Gemini 1.5 Pro

MiraData 17.3 57.8 87.4 4.6 377.7
DREAM-1K 15.3 56.7 83.1 9.6 159.2

Vript 17.3 57.4 88.2 6.4 270.0
Hunyuan 17.0 56.9 86.4 5.6 305.4

Qwen2-VL-72B

MiraData 12.6 51.4 80.5 4.7 267.6
DREAM-1K 11.4 51.4 76.0 7.9 144.2

Vript 13.5 51.5 82.2 6.9 194.7
Hunyuan 13.9 52.0 81.6 5.3 262.7

Table 5: Evaluation comparison between different
prompt formats in VidCapBench-AE. Detailed prompts
are provided in the Appendix A.3.

tionally, we randomly sample 1,150 QA pairs from
VidCapBench-AE for human annotation and sub-
sequent comparative analysis. The results, sum-
marized in Table 4, reveal strong consistency be-
tween human and automatic evaluations for all five
models on VidCapBench-AE. Conversely, substan-
tial inconsistencies emerge on VidCapBench-HE.
These findings highlight the reliability of automatic
evaluation on a stable-evaluation QA subset and
the critical role of human annotation in accurately
evaluating video captions in certain contexts.

Impact of caption format. The above experiments
do not specify caption formats. In practice, differ-
ent T2V models demand distinct caption formats.
Therefore, we evaluate the impact of different cap-
tion formats, including MiraData, Vript, Hunyuan-
Video (Kong et al., 2024), and DREAM-1K, on the
performance of Gemini and Qwen2-VL-72B. Ta-
ble 5 presents the results using GPT-4o as the judge.
Different formats primarily affect caption length.
Shorter captions, such as those in the DREAM-1K

8549



T2V Dimensions Captioning Models
GPT-4o Gemini CogVLM2

HunyuanVideo

Visual aesthetics 3.72 3.84 3.60
Subject consistency 3.66 3.70 3.04

Action relevance 3.38 3.32 2.50
Logical coherence 3.58 3.60 3.56

CogVideoX

Visual aesthetics 2.86 2.96 2.84
Subject consistency 3.56 3.58 3.50

Action relevance 3.26 3.24 3.20
Logical coherence 2.92 2.86 2.88

LTX-Video

Visual aesthetics 2.80 2.82 2.34
Subject consistency 2.96 2.94 2.54

Action relevance 2.52 2.38 1.94
Logical coherence 2.54 2.53 2.50

Table 6: T2V quality evaluations by human across four
dimensions.

format, often lack comprehensive details of videos,
resulting in lower Acc and Cov scores. However,
the Pre score, which measures the proportion of
partially correct answers, remains stable across for-
mats, which underscores the robustness of VidCap-
Bench in evaluating captions of varying formats.

4.4 Training-free T2V Verification

Ideally, we would train multiple identical T2V mod-
els from scratch using extensive datasets gener-
ated by corresponding captioning models and then
evaluate the video quality produced by each cap-
tion variant. However, considering the influence of
data distribution and convergence behavior, such
a lengthy validation pipeline might not yield clear
and focused conclusions. Therefore, leveraging the
high semantic alignment capabilities of advanced
T2V models, we adopt a training-free verification
approach. Specifically, we directly feed captions
generated towards videos in VidCapBench into
three open-source T2V models: CogVideoX-5B 4,
LTX-Video 5, and HunyuanVideo. The captions are
generated using GPT-4o, Gemini, Qwen2-VL-72B,
CogVLM2-Caption, and Tarsier-34B. Figure 4 pro-
vides examples of the generated videos.

We conduct automated evaluations on the gener-
ated videos across four dimensions: semantic rel-
evance, quantified using CLIP score derived from
CLIP-L (Radford et al., 2021), which assesses both
the model’s textual alignment and the caption’s suit-
ability for the T2V task; aesthetic quality and struc-
tural integrity, evaluated using inter-frame PSNR
and SSIM; and fidelity to the original video, mea-
sured using FVD (Unterthiner et al., 2019). The cor-
relations between the four T2V evaluation metrics

4The token limit of its text encoder is extended to 400.
5https://huggingface.co/Lightricks/LTX-Video

CLIP PSNR SSIM FVD                GPT-4o Gemini Qwen2-VL           CogVLM2          Tarsier

Figure 5: Correlations between automated T2V quality
evaluations and VidCapBench-AE Acc (upper) and Vid-
CapBench full set Acc (lower). The Pearson correlation
coefficient is denoted by "r".

and the Acc on VidCapBench are illustrated in Fig-
ure 5. The upper panels demonstrate a strong posi-
tive correlation between the Acc on VidCapBench-
AE and automated T2V quality assessments, with
an average Pearson correlation coefficient of 0.89,
which substantiates the effectiveness of automated
video caption assessments on VidCapBench-AE.
Furthermore, the lower panels reveal an enhanced
correlation for the Acc on VidCapBench full set,
achieving a higher mean Pearson correlation coeffi-
cient of 0.92, highlighting the significant impact of
human intervention on VidCapBench-HE.

We further conduct human evaluations on the
videos generated from captions produced by GPT-
4o, Gemini, and CogVLM2, scoring aspects in
visual aesthetics, subject consistency, action rel-
evance, and logical coherence on a scale of 1 to
5. Each annotator is assigned approximately 130
sets of videos (9 videos per set), ensuring that each
video receives three independent evaluations. To
maintain objectivity and minimize bias, annotators
are presented with an original video alongside nine
T2V generations in a randomized and anonymized
order. The results, summarized in Table 6, reveal
a similar pattern to the findings in VidCapBench.
Specifically, GPT-4o and Gemini exhibit compara-
ble performance, both significantly outperforming
CogVLM2 across the four dimensions, which fur-
ther validates the alignments between caption eval-
uations on VidCapBench and the T2V qualities.

The above findings demonstrate that, for a
production-ready T2V model, the quality of cap-
tions as assessed in VidCapBench is highly cor-
related with the quality of the generated videos.
Consequently, improving caption quality emerges
as a crucial strategy for enhancing T2V model per-
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formance, regardless of whether training-based or
training-free methods are employed.

5 Conclusion

VidCapBench introduces a comprehensive evalua-
tion framework for video captioning in T2V gener-
ation, assessing across four key dimensions: video
aesthetics, video subject, video motion, and phys-
ical laws. To cater to different evaluation needs,
VidCapBench comprises two subsets: one designed
for automated evaluation prioritizing speed, and the
other for human evaluation prioritizing accuracy.
Compared to existing benchmarks, VidCapBench
exhibits greater stability and reliability. Further-
more, the strong correlation between scores on Vid-
CapBench and T2V quality metrics demonstrates
its potential for guiding T2V training processes.

Limitations

While VidCapBench provides a stable and reliable
framework for evaluating captioning models in the
aspect of T2V generation, it has certain limitations.
Specifically, VidCapBench focuses primarily on
captioning tasks, thereby excluding the assessment
of other model capabilities, such as mathematical
reasoning.

Ethical Considerations

Regarding the ethical considerations, it is worth
noting that some T2V models may generate biased
or harmful content, which could perpetuate stereo-
types or misinformation. We strongly emphasize
the importance of responsible use and encourage
developers to implement robust safeguards, includ-
ing bias detection mechanisms and content moder-
ation systems, to mitigate these risks.
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Appendix

A Detailed Settings of Experiments

In this section, we provide the detailed settings for
the experiments.

A.1 Captioning Models
In this paper, we select the following models as rep-
resentatives of mainstream caption technologies.
• Llava-Next-Video: This model represents a sig-

nificant advancement within the native Llava fam-
ily. Its principal advancements encompass the
integration of AnyRes and a more diverse dataset,
making it a strong representative of the Llava
family. It demonstrates impressive zero-shot per-
formance on video understanding tasks.

• LongVA: This model improves the long context
capability via zero-shot transfer from language to
vision, which can process 2,000 frames or over
200K visual tokens.

• mPLUG-Owl3: This approach leverages the
cross-attention mechanism to fuse the vision
modality and language modality, somewhat like
the Flamingo and llama3V architecture.

• InternVL2: A family of vision language models
that consumes a large amount of instruction data.

• Qwen2-VL: A family of vision language models
that employs 3D RoPE and NaViT, getting rid of
the resized aspect ratio of the video frames.

• Pixtral: A family of vision language models that
employs 2D RoPE, a prominent representative
on 12B-scale and 124B-scale.

• CogVLM2-Caption: A captioning model linked
to CogVideoX, also a typical caption-related SFT
model from existing vision language models.

• Aria: Representative of the MoE-based vision
language models.

• Tarsier: A captioning model that is designed to
describe the events in a video.

A.2 Licensing
The benchmarks and captioning models used in
this paper are solely for academic purposes, as
permitted by their respective licenses below.
Benchmarks license. DREAM-1K and VDC are
licensed under the Apache-2.0 License.
Captioning models license. Llava-Next-Video,
LongVA, mPLUG-Owl3, Qwen2-VL, Pixtral, Aria,
CogVLM2-Caption, and Tarsier adopt the Apache-
2.0 License. InternVL-2 is under the MIT License.

A.3 Prompts for Caption Generation

The prompts to generate captions for all models
are depicted in Figure 6-10. We have verified that
all models can follow the instructions and provide
the captions with the correct format.

Free-form caption

Describe the video in detail.

Figure 6: Prompts to generate free-form caption.

MiraData format

Carefully look at all frames and then gener-
ate a faithful description about the video of
the following content.
1. Short caption that briefly describes the
main subject and actions in the video.
2. Dense caption that covers the main sub-
ject, movements, style, backgrounds, and
cameras.
3. Main Object that describes the pri-
mary object or subject in the video, captur-
ing their attributes, actions, positions, and
movements.
4. Background that provides context about
the environment or setting, including ob-
jects, location, weather, and time.
5. Camera Movements that detail any cam-
era pans, zooms, or other movements.
6. Video Style: covers the artistic style, as
well as the visual and photographic features
of the video.
No need to provide summary content. Do
not describe each frame individually. Do
not reply with words like ‘first frame’.
Please provide the description strictly in the
following format: ‘1. Short Caption: ...
2. Dense Caption: ...
3. Main Object Caption: ...
4. Background Caption: ...
5. Camera Caption: ...
6. Style Caption: ...’. The description
should be useful to re-generate the video.

Figure 7: Prompts to generate captions in MiraData-
required format.
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DREAM-1K format

You are to assist me in accomplishing a task
about the input video. Reply to me with a
precise yet detailed response. For how you
would succeed in the recaptioning task, read
the following Instructions section and Then,
make your response with an elaborate para-
graph.
# Instructions
1. Avoid providing over detailed informa-
tion such as color, and counts of any objects
as you are terrible regarding observing these
details
2. Instead, you should carefully go over the
provided video and reason about key infor-
mation about the overall video
3. If you are not sure about something, do
not include it in your response.
# Task
Describe the background, characters, and
actions in the provided video.

Figure 8: Prompts to generate captions in DREAM-1K-
required format.

Vript format

Based on the successive frames from the
video, please describe:
1) the shot type (15 words)
2) the camera movement (15 words)
3) what is happening as detailed as possible
(e.g. plots, characters’ actions, environment,
light, all objects, what they look like, colors,
style, etc.) (150 words)
4) Summarize the content to title the scene
(10 words)
Do not describe the frames individually but
the whole clip.

Figure 9: Prompts to generate captions in Vript-required
format.

A.4 Prompts for Judgment
The prompts for the judge model is listed in Fig-
ure 11 and Figure 12.

Hunyuan format

Carefully look at all frames and then gener-
ate a faithful description about the video of
the following content.
1. Short description capturing the main con-
tent of the scene.
2. Dense description detailing the scene’s
content, which notably includes scene tran-
sitions and camera movements that are in-
tegrated with the visual content, such as
camera following some subject.
3. Background describing the environment
in which the subject is situated.
4. Style characterizing the style of the video,
such as documentary, cinematic, realistic,
or sci-fi.
5. Shot type identifying the type of video
shot that highlights or emphasizes specific
visual content, such as aerial shot, close-up
shot, medium shot, or long shot.
6. Lighting describing the lighting condi-
tions of the video.
7. Atmosphere conveying the atmosphere
of the video, such as cozy, tense, or myste-
rious.
No need to provide summary content. Do
not describe each frame individually. Do
not reply with words like ‘first frame’.
Please provide the description strictly in the
following format: ‘1. Short Description: ...
2. Dense Description: ...
3. Background: ...
4. Style: ...
5. Shot Type: ...
6. Lighting: ...
7. Atmosphere: ...’. The description should
be useful for AI to re-generate the video.

Figure 10: Prompts to generate captions in Hunyuan-
required format.
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Model Frames
DREAM-1K VDC

Overall Overall Detailed Camera Short Background Object
F1 / P / R Acc / Score Acc / Score Acc / Score Acc / Score Acc / Score Acc / Score

GPT-4o-20240806 16 37.8 (± 0.6) / 37.9 / 37.8 46.1 (± 1.0) / 2.2 50.1 / 2.3 52.5 / 2.4 34.3 / 1.9 44.6 / 2.1 48.8 / 2.3
Gemini-1.5-Pro-002 - 37.7 (± 0.3) / 37.1 / 38.3 40.5 (± 1.6) / 2.0 46.3 / 2.2 40.9 / 2.1 30.0 / 1.7 41.2 / 2.0 44.3 / 2.1

Llava-Next-Video-7B 16 23.4 (± 1.2) / 27.7 / 20.3 37.6 (± 2.2) / 1.9 38.8 / 2.0 46.2 / 2.2 29.5 / 1.8 38.4 / 2.0 35.4 / 1.9
LongVA-7B 128 24.7 (± 1.5) / 29.8 / 21.1 36.1 (± 1.9) / 1.9 38.7 / 2.0 44.0 /2.1 22.0 / 1.5 36.4 / 1.9 39.7 / 2.0
mPLUG-Owl3-7B 16 27.9 (± 1.0) / 30.2 / 26.0 36.5 (± 2.7) / 1.9 35.3 / 1.9 43.9 / 2.1 25.0 / 1.6 39.0 / 2.0 39.4 / 2.0
InternVL2-8B 32 27.9 (± 0.8) / 28.0 / 27.9 37.4 (± 2.4) / 1.9 41.1 / 2.1 43.8 / 2.1 24.4 / 1.6 37.7 / 1.9 40.2 / 2.0
Qwen2-VL-7B 2 fps 29.8 (± 0.9) / 34.5 / 26.2 39.6 (± 1.6) / 2.0 42.6 / 2.1 46.4 / 2.2 29.7 / 1.7 38.1 / 1.9 40.9 / 2.0

Pixtral-12B 16 20.9 (± 1.7) / 26.3 / 17.3 39.0 (± 2.3) / 2.0 43.0 / 2.1 47.2 / 2.2 29.6 / 1.7 37.6 / 1.9 37.6 / 1.9
CogVLM2-Caption 1 fps 28.9 (± 0.3) / 29.2 / 28.6 42.8 (± 1.4) / 2.1 44.7 / 2.2 47.7 / 2.2 30.5 / 1.7 45.3 / 2.2 45.8 / 2.2
Aria 128 31.5 (± 0.9) / 31.3 / 31.7 41.5 (± 2.2) / 2.1 48.0 / 2.3 44.7 / 2.2 30.1 / 1.7 38.8 / 2.0 45.7 / 2.2
Tarsier-34B 16 38.7 (± 0.4) / 45.0 / 33.9 37.4 (± 2.0) / 2.0 40.3 / 2.1 43.1 / 2.1 25.0 / 1.6 39.5 / 2.0 39.3 / 2.0

Qwen2-VL-72B 2 fps 30.8 (± 0.8) / 34.7 / 27.7 40.0 (± 1.3) / 2.0 43.6 / 2.1 46.9 / 2.2 28.0 / 1.7 39.9 / 2.0 41.7 / 2.1
InternVL2-76B 32 25.4 (± 1.2) / 27.1 / 23.9 44.1 (± 2.1) / 2.1 48.7 / 2.3 52.7 / 2.3 23.6 / 1.6 47.5 / 2.2 47.8 / 2.2
Pixtral-124B 16 30.0 (± 0.7) / 30.5 / 29.6 45.4 (± 1.9) / 2.2 48.6 / 2.2 51.6 / 2.3 34.1 / 1.9 47.0 / 2.2 45.6 / 2.2

Table 7: Evaluation results on DREAM-1K and VDC benchmark. Regrading DREAM-1K, “F1”, “P”, and “R” stand
for F1 score, precision, and recall respectively. Regarding VDC, “Acc” stands for accuracy, “Score” is calculated
using GPT-4o based on the method in (Chai et al., 2024)

Prompts to answer.

You are an intelligent chatbot to answer
questions given a detailed description of a
video or image.
Your answer should be a short sentence or
phrase.

Description:
{caption}

Question: {question}

Figure 11: Prompts to answer the questions by the judge
model.

A.5 Details of Human Annotators
Fifteen experienced human annotators, all fluent
in English and based in Asia, are recruited from
a crowdsourcing platform to participate in the an-
notation and validation process for VidCapBench
over a two-week period. To ensure the quality and
reliability of the annotations, we compensate an-
notators based on the time they spend rather than
the number of samples completed, preventing them
from rushing through tasks. Annotators are com-
pensated at a rate of 10 USD per hour for both the
annotation and evaluation processes.

B Analysis on VDC and DREAM-1K

This section provides the analysis on VDC and
DREAM-1K, which we found to be comprehensive
but not stable.

B.1 Model Performance

We examine the performance of various models
on the VDC and DREAM-1K benchmarks, sum-
marized in Table 7. VDC demonstrates signifi-
cant instability across its three evaluation runs, de-
creasing the reliability of T2V guidance. While
repeated evaluations could mitigate uncertainty,
the large volume of QA pairs in VDC imposes
substantial constraints on both time and computa-
tional resources. Moreover, the VDCScore is quite
close among different models, further complicat-
ing the accurate assessment of model performance.
DREAM-1K, on the other hand, primarily focuses
on event-centric descriptions without analysis of
other crucial aspects, categorized solely by video
type. Similar to the VDC benchmark, DREAM-1K
also exhibits significant instability across its three
evaluation runs.

B.2 Stability of VDC

Consistent Times # Samples Proportion

5 39,897 41%
4 27,046 28%
3 17,479 18%
2 8,735 9%
1 3,038 3%
0 630 1%

Total 96,825 100%

Table 8: Evaluation agreements of QA pairs in VDC.

Table 8 presents the stability of caption judgment
for five vision language models (GPT-4o, Gem-
ini, Qwen2-VL-72B, CogVLM2-Caption, Tarsier-

8557



Prompts to judge.

Please act as an impartial and objective judge and evaluate the correctness of generative outputs
for question-answer pairs provided by a Large Language Model.
Your evaluation should be mainly based on whether the predicted answer mentions the provided
correct answer comprehensively and accurately.
You need to first comprehensively understand the content of the origin QA pairs and grasp the
content of it. Then, you need to analyze if it is accurately reflected in the predicted answer
generated by the Large Language Model. For each predicted answer, provide a brief analysis
explaining your reasoning for the score.

You will then select from the following options to score the degree to which the model-predicted
answer reflects the correct answer:
- Score: 2, the predicted answer comprehensively and accurately reflects the content of the correct
answer.
- Score: 1, the predicted answer mentions the correct answer, but the information is not precise or
complete. However, there is no contradiction with the correct answer.
- Score: 0, the predicted answer does not mention the correct answer at all.
- Score: -1, the predicted answer contradicts the correct answer or has a partial misrepresentation.
Requirements:
(1) If the predicted answer mentions a subject that is not mentioned in any of the correct answer,
and upon reasoning, it is possible that this subject is misidentified from a subject in the correct
answer, then prioritize handling it as -1.
(2) When scoring, if the subject in the correct answers is a specific entity, prioritize scoring based
on whether the subject is mentioned or if there is a conflict about the subject. Provided that the
description of the subject is accurate, then score based on the accuracy of the attributes, states, or
actions.
(3) If the correct answer doesn’t mention a specific entity, instead, it uses pronouns like “it” or “the
person” to refer to subjects, scoring based solely on the accuracy of the attribute, states, or actions.
(4) For color attributes, if the caption describes the color of a subject with a specific word that is
different from the word used in the key point, but the two colors are similar, then score it as 1.
(5) Please present the result in a JSON dict format:{"score": score, "analysis": analysis}.

Please help me evaluate whether the predicted answer accurately reflects the correct an-
swer.

Question: {question}
Correct Answer: {answer}
Predicted Answer: {prediction}

Your Result:

Figure 12: Prompts to judge the answers by the judge model.
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34B), with each caption assessed three times. Only
41% of the QA pairs show complete agreement
across all five models. Furthermore, a mere 13%
achieved agreement between at most two models.
These findings highlight the substantial uncertainty
inherent in VDC evaluation, a common challenge
in the QA-based assessment paradigm.

Unstable case in VDC

Video: Z3C2mKVwFAE
Question: What
Answer: A vibrant
Question: Who
Answer: The main character
Question: What
Answer: Twist and turns

Figure 13: Unstable case in VDC: Unclear questions.
These are common problems in the VDC benchmark.

Unstable case in VDC

Question: How long does the baker spend
on dough preparation?
Answer: Unspecified
Question: What takes place next in the pro-
cess?
Answer: Unspecified
Question: Who or what is in the drivers’
seat
Answer: in the vehicles being observed?,
Unspecified
Question: Where is the sunlight in the
video?
Answer: Unspecified, but above the ocean
view

Figure 14: Unstable case in VDC: Leading questions.
These are common problems in the VDC benchmark.

B.3 Unstable Cases in VDC

We probe into the unstable QA pairs in the VDC
benchmark. We carefully analyzed the cases that
were labeled “unstable”, and found that the unclear
questions and the leading questions are two com-
mon problems, as demonstrated by Figure 13 and
Figure 14, respectively. Meanwhile, there are also
many questions that are difficult to answer, or diffi-
cult to locate the direction of answer. We believe

that these forms of questions are not appropriate to
involve judge models for judgment.

C In-depth Study of VidCapBench

In this section, we attempt to provide some statis-
tics and visualization of VidCapBench.

C.1 Detailed Dimensions of Evaluation

The focused dimensions in VidCapBench are de-
fined as follows.
Video aesthetics (VA) encompasses the artistic
and technical aspects of video creation, from film-
ing techniques to post-production, which includes:
Composition - Arrangement of objects and charac-
ters within the frame; Color - Mainly temperature
and saturation; Lighting - Either natural or artifi-
cial lighting; Cinematography - Regarding lenses
and camera movements; Style - Focusing on visual
presentation and narrative techniques.
Video content (VC) refers to the narrative content
presented in the video. Subjects - The primary
person(s) or object(s) of focus within the frame,
including characteristics, attributes, relationships,
positions, and poses. Background - The non-focal
elements of the video, providing visual support and
spatial context. Events - Specific activities or plot
points that drive the narrative.
Video motion (VM) encompasses all movement
and motions, including: Body movements - Dy-
namic activities performed by subjects, reflect-
ing posture, interactions with the environment, or
other subjects. Object motion - Changes in ob-
ject position over time; Attribute changes - Alter-
ations in physical form, chemical properties, or
motion state of objects (e.g., explosions, ripples,
shattering); Environmental motion - Movement
within the background (e.g., natural phenomena,
water movement); Spatiotemporal transformations
- Techniques that alter the perception of time and
space (e.g., slow motion, time-lapse).
Physical laws (PL) allow for more realistic or dra-
matic visual expression, even though creativity can
somewhat bend them. Specifically, VidCapBench
focuses: Counter-intuitive scenarios - Identifying
and describing scenarios that defy typical physical
expectations; Geometry - Understanding and de-
scribing the spatial relationships between objects
and the impact of camera perspective. Common
Sense - Applying everyday knowledge and intu-
ition to interpret events in a scene.
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Question: What is the posture of the white creature?
Answer: The white creature remained standing still,
initially with both hands on its waist, then pointing
its right index finger to the lower left of the picture,
and subsequently returning it to its waist.
Category: body movements
Dimension: Video Motion

Question: What is the shot size of the 
animal captured by the camera in the 
first frame of the shot?
Answer: The camera captured a 
panoramic view of the two animals.
Category: cinematography
Dimension: Video Aesthetics

Question: What is the mouse holding?
Answer: A spherical object, possibly a chestnut or a 
hazelnut.
Category: subjects
Dimension: Video Content

Question: What is in the background?
Answer: Tall, lush green trees, brown 
muddy ground, green grass, gray rocks, 
and a sky with white floating clouds.
Category: background
Dimension: Video Content

Question: How is the fur of the large 
rabbit described?
Answer: The fur color of the large 
rabbit is white, and the fur is very thick.
Category: subjects
Dimension: Video Content

Question: On which side of the light 
yellow animal was the dark gray animal at 
the beginning?
Answer: The dark gray animal was 
initially on the left side of the beige animal.
Category: spatial relationships
Dimension: Physical Laws

Question: What is around the forest floor?
Answer: The ground is dotted with rocks 
of varying sizes, large patches of grass, 
and other green vegetation.
Category: background
Dimension: Video Content

Question: How does the white animal treat the gray 
animal?
Answer: The white animal, with a severe look, 
stared at the gray animal, pointed to the right, and 
then the gray animal, standing on a bent tree branch, 
was catapulted away.
Category: events
Dimension: Video Content

Question: What does the expression 
of a rat look like?
Answer: Expression of fear.
Category: subjects
Dimension: Video Content

The QA can be judged automatically. The QA is suggested to involve human evaluation. The QA was rectified by human annotators.

Figure 15: An example of the QA pairs for a video in VidCapBench.

Question: What is the color and condition
of the chicken?
Answer: Pink and raw.
Category: subjects
Dimension: Video Content

Question: Where might the scene take place?
Answer: Indoor kitchen environment.
Category: background
Dimension: Video Content

Question: What color peppers are on the 
desktop?
Answer: Orange chili pepper.
Category: subjects
Dimension: Video Content

Question: What color is the cutting 
board?
Answer: White.
Category: color
Dimension: Video Aesthetics

Question: What is this person wearing on 
their hand?
Answer: Wearing black gloves on both hands, 
and a black watch on the right hand.
Category: subjects
Dimension: Video Content

Question: What is the knife cutting?
Answer: A piece of chicken breast.
Category: subjects
Dimension: Video Content

Question: What is the texture of the desktop?
Answer: Wooden texture.
Category: background
Dimension: Video Content

The QA can be judged automatically. The QA is suggested to involve human evaluation. The QA was rectified by human annotators.

Question: What is the shooting distance 
of the camera?
Answer: Close-ups and close-range 
shooting.
Category: cinematography
Dimension: Video Aesthetics

Question: Describe the scene lighting at 
the end of the video?
Answer: The light is bright and evenly 
distributed.
Category: lighting
Dimension: Video Aesthetics

Question: What were the hands doing before 
placing the seasoning in the video?
Answer: The left hand is holding a knife to 
cut the meat, and the right hand is stabilizing 
the meat slice.
Category: body movements
Dimension: Video Motion

Question: Where are the two glass basins?
Answer: Two glass basins are on the 
wooden tabletop.
Category: spatial relationships
Dimension: Physical Laws

Question: What angle was the action 
captured from?
Answer: The action is shot from a high 
angle.
Category: cinematography
Dimension: Video Aesthetics

Figure 16: An example of the QA pairs for a video in VidCapBench.
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Figure 17: Distribution of videos in VidCapBench on various taxonomies.

Data Source Orientation Resolution Motion Type
Landscape Portrait 480P 720P 1K 2K Subject Camera Environment

open-source 311 0 9 92 209 1 262 197 47
YouTube 116 29 25 98 20 2 134 59 24

UGC 42 148 6 34 128 22 137 102 38

Table 9: Distribution of video contents in VidCapBench. Note that each video may contain multiple motion types.

C.2 Additional QA Pairs Examples

Based on the four dimensions outlined in Sec-
tion C.1, we have constructed a comprehensive
set of QA pairs to assess the quality of captions
in the context of T2V generation. In addition to
the examples presented in Figure 3, we provide
further examples in Figures 15 and 16 to offer a
more complete understanding of VidCapBench.

C.3 Statistics by Dimension

Figure 2(c) depicts the distribution of QA pairs
in VidCapBench across dimensions. We further
present statistics of the videos and the annotated
keypoints in VidCapBench. Figure 17(a) illustrates
the subject distribution. Given the prominence
of humans and animals as subjects in T2V gen-
eration, we incorporated data with humans as the
primary subject in 30% of instances and animals
in 11%, with the remaining categories evenly dis-
tributed. Figure 17(b) presents the distribution of
video styles: 80% real-world footage, 10% ani-
mation/anime, and the remaining 10% evenly allo-
cated to other artistic styles. Figure 17(c) depicts
the distribution of the number of subjects. We in-
cluded 10% of videos without explicit subjects,
45% with 1-2 subjects, and 45% with 3 or more.
Figure 17(d) shows the video duration distribution,
with 40% of videos being under 10 seconds.

C.4 Tools in Data Pipeline

• Pose Estimation: We use sapiens-pose-1b (Khi-
rodkar et al., 2025) to detect human presence and
pose variations within the sampled frames.

• Object Detection and Grounding: We apply
GroundingDINO-base (Liu et al., 2025) to the
sampled frames based on initial classification
keywords, ensuring the target subject appeared
in at least 10 frames with sufficient relative size,
and record the number of detected objects.

• Object Tracking: Using bytetrack_x_mot20
(Zhang et al., 2022) to track object motion, we
label objects as static or consistently trackable.

• Image Segmentation: We use sam2.1-hiera-
large (Ravi et al., 2024) for image segmentation.
Considering practical T2V generation require-
ments, we record the number of segmented re-
gions to filter excessively complex scenes (retain-
ing 16-48 segments in practical applications).

• Optical Character Recognition: We use a
lightweight OCR model, namely GOT-OCR-
2.0 (Wei et al., 2024a), to detect text within the
frames. We aim to minimize the presence of
text, particularly subtitles, prioritizing naturally
occurring characters.

C.5 Statistics by Video Source

Table 9 presents statistics for videos from three
sources within VidCapBench. To ensure diversity,
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Model Evaluator Overall Video Aesthetics Video Content Video Motion Physical Laws
Acc / Pre / Cov / Con Acc / Pre / Cov / Con Acc / Pre / Cov / Con Acc / Pre / Cov / Con Acc / Pre / Cov / Con

Gemini 1.5 Pro
GPT-4o 17.1 / 54.8 / 87.4 / 9.2 16.4 / 47.6 / 85.4 / 8.8 16.9 / 57.8 / 88.5 / 9.1 9.8 / 45.1 / 80.9 / 5.3 28.4 / 59.3 / 88.2 / 15.3

Llama-3.3-70B 16.7 / 60.2 / 85.2 / 9.0 18.3 / 53.2 / 91.7 / 9.8 15.1 / 71.3 / 82.5 / 8.1 11.3 / 63.1 / 73.2 / 6.1 26.8 / 70.3 / 76.2 / 14.4
Qwen2-72B 21.9 / 93.4 / 53.2 / 11.7 11.6 / 87.4 / 29.7 / 6.2 24.5 / 95.3 / 62.1 / 13.1 12.4 / 83.6 / 48.9 / 6.6 35.2 / 91.7 / 54.5 / 18.8

Qwen2-VL-72B
GPT-4o 12.2 / 46.8 / 79.0 / 7.7 12.0 / 42.5 / 79.2 / 7.6 11.5 / 48.4 / 78.8 / 7.3 5.8 / 28.6 / 77.8 / 3.7 27.1 / 59.6 / 80.9 / 17.2

Llama-3.3-70B 12.7 / 50.9 / 77.1 / 8.0 14.8 / 49.3 / 84.1 / 9.4 9.7 / 62.1 / 72.9 / 6.2 7.2 / 45.3 / 71.7 / 4.6 25.4 / 70.1 / 67.6 / 16.1
Qwen2-72B 15.5 / 89.7 / 40.2 / 9.9 8.8 / 88.1 / 24.0 / 5.6 16.1 / 90.5 / 45.4 / 10.3 8.9 / 76.2 / 37.3 / 5.7 31.4 / 92.6 / 47.7 / 20.0

Table 10: Evaluation comparison between different evaluators on VidCapBench-AE.

Model Eval. mode Video Motion Physical Laws
Acc / Pre / Cov / Con Acc / Pre / Cov / Con

GPT-4o
auto 11.3 / 47.7 / 88.8 / 3.9 26.0 / 63.4 / 96.3 / 9.1

human 13.4 / 55.1 / 90.3 / 4.6 28.3 / 70.3 / 95.0 / 9.9

Gemini 1.5 Pro
auto 10.4 / 41.7 / 91.5 / 5.6 27.9 / 62.8 / 97.2 / 15.0

human 12.1 / 48.4 / 92.7 / 6.5 28.7 / 68.5 / 96.2 / 15.4

Qwen2-VL-72B
auto 7.3 / 31.7 / 84.8 / 4.7 26.9 / 62.9 / 92.1 / 17.2

human 9.7 / 42.1 / 86.2 / 6.2 28.3 / 68.5 / 94.3 / 18.1

CogVLM2-Caption
auto 6.0 / 34.2 / 85.8 / 3.9 25.7 / 62.7 / 94.9 / 16.5

human 6.8 / 39.7 / 87.2 / 4.4 26.8 / 65.5 / 96.2 / 17.2

Tarsier-34B
auto 7.7 / 45.8 / 91.9 / 8.6 25.4 / 65.1 / 95.1 / 28.4

human 8.7 / 51.3 / 90.2 / 9.7 27.8 / 69.9 / 93.7 / 31.1

Table 11: Comparison between automated evaluation
and human evaluation on VidCapBench-HE.

we purposefully select videos with varying screen
orientation, resolution, and motion types, thereby
encompassing a wide spectrum of video character-
istics and content typologies. Specifically, open-
source videos (sourced from ActivityNet, DREAM-
1K, NExT-QA, MovieStory101, and Vript-HAL)
primarily comprise well-defined and single-event
scenarios. Videos from YouTube consist mainly of
edited videos, exhibiting greater stylistic diversity.
UGC videos, collected from short-video platforms,
predominantly reflect everyday life.

D Discussion

Influence of the judge model. While GPT-4o pro-
vides stable judgments as a judge model, its cost
and evaluation time pose challenges for iterative
T2V development. To investigate the impact of the
judge model, we substitute GPT-4o with Qwen2-
72B and Llama-3.3-70B as the judge model, using
the same evaluation procedure with greedy decod-
ing. The results, summarized in Table 10, reveal
significant discrepancies in evaluation outcomes.
Notably, when Qwen2-72B is employed, we ob-
serve an average increase of 40 points in Pre score
accompanied by a 35-point decrease in Cov score.
Such substantial discrepancies appear implausible
and are inconsistent with human evaluations shown
in Table 4. Therefore, we caution against the use of
locally deployed offline models for the judging pro-
cess. In contrast, Llama-3.3-70B demonstrates bet-
ter alignment with GPT-4o, showing comparable

GPT-4o

Gemini

Qwen2-
VL-72B

CogVLM2
-Caption

Tarsier-
34B

21.5% 19.2% 14.4% 10.9% 34.0%

Token Num

286.2

186.9

Caption Coverage

Video Aesthetics OthersPhysical LawsVideo MotionVideo Content

21.2% 15.2% 15.1% 15.8% 32.6%

156.925.2% 24.7% 14.4% 12.2% 23.5%

155.327.5% 18.4% 11.6% 14.9% 27.5%

88.622.3% 19.0% 26.8% 15.1% 16.8%

Figure 18: Distribution of caption coverage.

Acc, Cov, and Con scores. However, it exhibits sys-
tematically higher Pre score that conflict with hu-
man judgments in Table 4. Based on these findings,
we recommend Llama-3.3-70B as a cost-effective
alternative to GPT-4o when budget constraints are a
concern, as it provides relatively reliable and mean-
ingful evaluation results. Nevertheless, for more ac-
curate and robust guidance during the development
of new models, we still suggest utilizing stronger
judge models like GPT-4o whenever feasible.
Discrepancies between automated and human
evaluation on VidCapBench-HE. In Section 4.3,
we have revealed the strong consistency between
human and automatic evaluations on VidCapBench-
AE, and meanwhile highlighting the significant
inconsistencies on VidCapBench-HE. Here, we fur-
ther elaborate on these discrepancies. As illustrated
in Table 11, notable discrepancies between auto-
mated and human evaluation on VidCapBench-HE
are evident, with average differences of 1.6 in Acc,
6.1 in Pre, and 1.4 in Cov. Furthermore, the rel-
ative ranking of some models changes, which un-
derscores the unreliability of automated evaluation
under certain conditions. These results suggest
that while automated evaluation may provide rapid
feedback, human intervention is essential in more
complex or nuanced scenarios to achieve a compre-
hensive and accurate assessment.
Caption coverage distribution. We analyze the
coverage of four key categories within the gener-
ated captions, as depicted in Figure 18. The models
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Figure 19: Performance comparison across diverse video categories in VidCapBench. “VA”, “VC”, “VM”, and
“PL” represent four evaluation dimensions, which are “Video Aesthetics”, “Video Content”, “Video Motion”, and
“Physical Laws”, respectively. The absolute values of each dimension are normalized to facilitate clear comparison
and visualization of relative performance differences.

exhibit significant variations in caption coverage
distribution. GPT-4o produces the longest captions
on average but also includes the highest proportion
of irrelevant content, which may adversely affect
T2V semantic responsiveness. Tarsier-34B tends
to output only a few events, resulting in shorter
captions. These observed differences in caption
category coverage among the models are aligned
with their respective performance on the focused
dimensions within VidCapBench.

Category-based evaluation. To gain deeper in-
sights into the capabilities of different models, we
conduct a comprehensive analysis across distinct
video categories within the full evaluation set. The
categorization is based on four critical dimensions:
(1) the presence of human figures, (2) the num-
ber of subjects, (3) visual styles, and (4) motion
types. As presented in Figure 19, our experimental
results reveal several critical observations. Among
all video categories, Gemini demonstrates superior
performance in the dimension of Video Aesthetics,
GPT-4o excels in the dimension of Video Content,
and Tarsier outperforms others in the dimension
of Video Motion and Physical Laws. Specifically,
Tarsier performs exceptionally well when process-
ing videos containing human figures, while its per-
formance slightly declines when handling videos

without human figures, where Gemini presents an
overall good performance. In terms of the number
of subjects, GPT-4o, Gemini, and Tarsier maintain
robust performance regardless of the number of
subjects in the scenes, whereas Qwen2-VL and
CogVLM2 exhibit a noticeable decline when pro-
cessing scenes with multiple subjects. Regarding
video styles, Gemini continues to lead across differ-
ent styles, while Qwen2-VL shows a performance
drop when dealing with realistic styles. Notably, all
evaluated models, except for GPT-4o, experience a
decline in performance when handling challenging
scenes involving camera or environmental move-
ment. These empirical findings highlight the vary-
ing strengths and limitations in current captioning
models across different video categories, providing
valuable insights for further improvements.
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