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Abstract

Generating high-quality Multiple Choice Ques-
tions (MCQs) remains challenging for educa-
tional tools due to the need for contextual rele-
vance and plausible distractors. Existing meth-
ods still struggle with these dual requirements,
leading to questions that lack depth and dis-
tractors that are either too obvious or irrele-
vant. In this paper, we propose BiFlow, a
novel framework that integrates bidirectional
reasoning perspectives: teacher reasoning gen-
erates contextually relevant questions and plau-
sible distractors, while student reasoning evalu-
ates question clarity and the misleading nature
of the distractors. To further enhance reason-
ing, we introduce PathFinder, a mechanism
that employs breadth-first search and Chain-
of-Thought (CoT) strategies to explore diverse
reasoning paths, improving both the quality and
diversity of generated questions and distractors.
Additionally, we enrich the FairytaleQA dataset
to FairytaleMCQ with high-quality distractors,
providing a robust benchmark for MCQ gen-
eration. Experimental results demonstrate that
BiFlow outperforms existing methods, particu-
larly in generating text-grounded questions and
high-quality distractors for narrative contexts,
highlighting its value in educational applica-
tions. Project Page can be found here.

1 Introduction

The task of generating Multiple Choice Questions
(MCQs) has garnered significant attention due to
its vital role in educational tools, assessments, au-
tomated evaluation systems and resource genera-
tion (Ha and Yaneva, 2018; Dong et al., 2025; Lv
et al., 2025; Dai et al., 2024; Chen et al., 2024a).
Over time, question generation has evolved from
manual creation by educators (Lindberg et al.,
2013; Labutov et al., 2015; Hu et al., 2023) to being
automated through Al-driven systems (Du et al.,
2017; Yao et al., 2021; Jamshidi and Chali, 2025).
This integration of Al holds the potential to dras-
tically reduce the time and costs associated with

V/(l) The park \
(2) The entrance of the bakery
\(3) The entrance of the library

K (Irrelevant to the story)

(4) The middle of the ocean
XK (Too close to the answer)

(5) The yard of the library

X (Inconsistent with answer type)
(6) A cat lingering near the park
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Context: Lily lost her cat. She searched
the park and the town's bakery, where
the owner mentioned seeing a white cat
a white cat lingering near the entrance.
Finally, she found Snowy sleeping in the
backyard of the library.

Answer: The backyard of the library

Generated
Distractors

Generated
Questions

’(1) Where did Lily ultimately find her cat? )

() ¥ (Poor answer specificity) Where is the backyard? J

Figure 1: Illustrative examples of MCQs.

generating large sets of questions while simulta-
neously enhancing the diversity and accuracy of
assessments.

As shown in Figure 1, effectively generating
MCQs is non-trivial due to two critical challenges:
1) producing questions that are contextually rele-
vant to the given material and 2) generating distrac-
tors that are both plausible yet incorrect. Distrac-
tors must appear to be reasonable choices, but still
be clearly distinguishable from the correct answer.
This balance between plausibility and incorrectness
requires a sophisticated understanding of both the
subject matter and common misconceptions. High-
quality distractors not only need to mimic potential
mistakes but also contribute to the overall difficulty
and validity of the assessment.

Various approaches have been proposed to ad-
dress these challenges. Modern neural models like
sequence-to-sequence architectures (Pyatkin et al.,
2021) improve syntactic quality of question gener-
ation (QG) but struggle with contextual relevance
and generating sufficiently challenging distractors.
Additionally, distractor generation (DG) remains
under-explored, despite its critical role in MCQ
design. Existing methods (Ren and Zhu, 2021;
Le Berre et al., 2022) often rely on word-level se-
mantic similarity from lexical resources, prioritiz-
ing simple word/phrase options over deeper con-
ceptual relationships. This leads to distractors that
are overly obvious, irrelevant, or inadequately mis-
leading, reducing MCQ effectiveness. Another lim-
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itation is that these models typically fail to con-
sider the interaction between the generated ques-
tion and its distractors, which can lead to incoher-
ent question-distractor pairs.

In this paper, we introduce Bidirectional Rea-
soning Flow (BiFlow), a novel framework that ad-
dresses these limitations in MCQ generation by
unifying two complementary reasoning perspec-
tives: 1) Teacher reasoning leverages deep content
understanding to generate candidate questions and
distractors, ensuring alignment with learning ob-
jectives, contextual relevance and misleading re-
quirements. 2) Student reasoning evaluates these
questions and their associated distractors through
the lens of a learner attempting to solve them, cal-
ibrating difficulty and identifying plausible mis-
conceptions. By incorporating both perspectives,
BiFlow produces questions that are both pedagog-
ically sound and cognitively challenging, and dis-
tractors that are more misleading and contextually
relevant. To further enhance the reasoning pro-
cess, we introduce PathFinder, a guiding mecha-
nism that utilizes breadth-first search and Chain-of-
Thought (CoT) strategies to explore a wider array
of potential solutions. PathFinder ensures that both
question generation and distractor generation ben-
efit from diverse reasoning paths, leading to more
robust and varied MCQs. The resulting framework
provides a significant improvement over prior meth-
ods by fostering a more holistic generation pro-
cess that incorporates multiple layers of reasoning,
ultimately improving the quality and diversity of
MCQs and their distractors.

Our main contribution are summarized as:

* We propose BiFlow, a novel framework that com-
bines teachers’ forward-thinking process with the
students’ backward reasoning to enhance MCQ
generation and distractor quality, ensuring both
pedagogical value and contextual relevance.

* We introduce PathFinder to leverage breadth-first
search and CoT prompting to systematically ex-
plore diverse reasoning paths, improving the qual-
ity and diversity of generated content.

* We extend the FairytaleQA dataset (Wang et al.,
2022) to FairytaleMCQ by adding high-quality
distractors to each question via a human-agent
collaborative annotation pipeline. FairytaleMCQ
provides a robust benchmark for evaluating
multiple-choice question generation models.

» Experiments on authentic datasets reveal that Bi-
Flow surpasses current methods in generating

contextually relevant questions and plausible yet
incorrect distractors, demonstrating its practical
educational value and effectiveness in real-world
applications.

2 Related work

Educational Question Generation. Automated
educational QG has emerged as a vital tool for
enhancing learning outcomes and reducing educa-
tors” workloads. The field has evolved significantly
from early template-based and syntax-driven meth-
ods (Heilman and Smith, 2010; Lindberg et al.,
2013; Labutov et al., 2015; Kumar et al., 2024)
to advanced approaches utilizing deep neural net-
works (Du et al., 2017; Xia et al., 2023; Eo et al.,
2023). Recent advancements have been driven by
the integration of pre-trained and large language
models (Wang et al., 2022; Wu et al., 2022; Zeng
et al., 2023; Bulathwela et al., 2023; Mucciaccia
et al., 2025), via fine-tuning strategies to enhance
QG capabilities. These models are widely applied
in conversational systems (Gao et al., 2019; Pan
et al., 2019) and intelligent tutoring systems (Yao
et al., 2021; Ang et al., 2023), showing their versa-
tility across educational applications.

Distractor Generation. In the field of DG for
MCQs, research primarily focuses on retrieval-
based and generation-based methods. Retrieval-
based approaches (Le Berre et al., 2022; Yu et al.,
2024) rely on knowledge bases or question corpora
to identify and rank distractors semantically or lex-
ically similar to the correct answer. While effective
in specific contexts, these methods require exten-
sive manual effort to design and implement fea-
tures, limiting their scalability. Generation-based
methods (Manakul et al., 2023; Bitew et al., 2022;
Qiu et al., 2020) leverage deep learning models,
such as sequence-to-sequence architecturesto di-
rectly generate distractors. Recent advancements
(Luo et al., 2024) have also explored the use of
LLMs to combine retrieval and generation tech-
niques, enhancing the relevance and quality of gen-
erated distractors.

Chain-of-Thought Reasoning. CoT prompting
enhances the reasoning capabilities of LLMs by
decomposing complex problems into intermedi-
ate steps. This technique has demonstrated effec-
tiveness across various domains, including multi-
modal reasoning (Chen et al., 2024b; Zhang et al.,
2023; Huang et al., 2025), education (Buhnila
et al., 2025; Tao et al., 2025), and decision sup-
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Figure 2: Workflow of FairytaleMCQ construction.

port systems (Cao et al., 2025; Liu et al., 2025).
Recent CoT framework has evolved with sev-
eral prompting strategies. For example, Chain-
of-Discussion (Tao et al., 2025) gathers relevant
evidence for well-reasoned and helpful responses,
while Chain-of-Editions (Zhang et al., 2024) adopts
CoT to enhance LLLMs’ reasoning ability for SQL
query generation.

3 FairytaleMCQ Dataset Construction

The task of Multiple Choice Question (MCQ) Gen-
eration involves creating a question ¢ based on a
given context ¢ and a correct answer ans, along
with a set of distractors D’. These distractors
should be plausible yet incorrect to challenge the
user’s understanding, while ensuring the correct
answer ans is the most accurate choice.

Narrative comprehension, with its intricate sto-
rylines and diverse characters, provides a rich con-
text for complex reasoning tasks. However, current
narrative comprehension datasets (Kocisky et al.,
2018; Lal et al., 2021) focus mainly on question-
answer pairs without distractors, making it diffi-
cult to evaluate models designed for MCQs gen-
eration. At the same time, current mainstream
MCQ datasets have relatively short contexts, mak-
ing them unsuitable for complex reasoning ques-
tions. To address this gap, we extend the existing
FairytaleQA (Wang et al., 2022) dataset by gener-
ating distractors for each question. This enables
a robust evaluation framework for our model. Be-
low, we describe the process for constructing the
extended dataset.

Initial Dataset. The original FairytaleQA is from
real-world reading comprehension corpora. Each
instance includes a passage of context c, a question
g, a correct answer ans, the type of the answer
ans_type and an associated question difficulty.
Distractor Generation Pipeline. Creating high-

quality distractors presents a significant challenge,
which must meet two essential criteria: 1) Decep-
tiveness: They should be syntactically and seman-
tically similar to the correct answer, making them
plausible yet incorrect. 2) Consistency: They must
not only be contextually relevant but also consis-
tent with the ans_type to ensure alignment with
the question’s structure and type.

To achieve this, we introduce a two-step Distrac-
tor Generation Pipeline involving two agents: a
Distractor Generator and a Result Checker, both
implemented using GPT-4.

Distractor Generator D: This agent is re-
sponsible for producing three plausible but incor-
rect distractors based on the context of the question
(Appendix A.1). These distractors are derived from
the context c, ensuring they are syntactically and
semantically aligned with the correct answer ans,
yet sufficiently misleading to challenge the user’s
understanding of the material.

Result Checker R: This agent acts as a super-
visory layer, ensuring that the distractors generated
by D meet specific quality standards . It evaluates
the distractors according to three key criteria: syn-
tactic correctness, consistency with ans_type, and
plausibility as an incorrect option (Appendix A.2).

As illustrated in Figure 2, the process is iterative:
D generates distractors, and R provides feedback.
If any distractor is unsuitable, R suggests revisions.
This feedback loop continues until all distractors
meet the quality standards.

Human Verification. To ensure the distractors
meet human-level quality standards, we incorporate
a final human verification step. After the automatic
generation phase, two graduate students in com-
puter science perform two rounds of evaluations
to assess the distractors’ relevance, accuracy, and
overall quality (Appendix A.3). Any distractors
identified as unsuitable are revised accordingly.

4 Method

We introduce BiFlow, a novel framework designed
to enhance the generation of MCQs and distrac-
tors by integrating dual perspectives of teacher and
student reasoning. As shown in Figure 3, BiFlow,
which consists of a question generator (§ 4.1) and
a distractor generator (§ 4.2), aims to leverage both
the forward-thinking approach of a teacher and the
backward reasoning typical of students.
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Figure 3: BiFlow comprises a question generator (QG) and a distractor generator (DG), reflecting dual teacher-
student reasoning. In QG, teacher reasoning uses PathFinder (combining breadth-first search and CoT) to generate
potential questions from context c and answer ans, while student reasoning verifies question clarity using LLM
accuracy. The final question is selected via a weighted geometric mean of teacher evaluation and student accuracy.
Similarly, in DG, teacher reasoning generates distractor sets, and student reasoning evaluates their plausibility and
misleadingness, with the final set chosen by balancing teacher evaluation and inverse student accuracy.
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Figure 4: Workflow of PathFinder.

4.1 Question Generator

The goal of the question generator is to generate
relevant questions g based on a given context c
and the correct answer ans. This process involves
teacher reasoning and student reasoning, which
work collaboratively to ensure the generated ques-
tion is both reliable and pedagogically effective.

Teacher Reasoning. Teacher reasoning reasons
from the perspective of a teacher and simulates
teacher’s question-formulation behavior, that is, to
generate questions with teaching plan.

QG as an open-ended and exploratory task, a
given answer can lead to multiple possible ques-
tions. To this end, we propose a mechanism named

PathFinder, as illustrated in Figure 4. Take c and
ans as inputs, PathFinder frames QG task as a
process of breadth-first search (with a depth of
2) combined with a CoT reasoning strategy. It
enables the generation of intermediate reasoning
paths, with subsequent content creation following
these paths, ensuring a more structured and ex-
ploratory problem-solving process. In PathFinder,
each intermediate search result represents a state
that includes both a partial solution and the se-
quence of reasoning steps taken up to that point. It
operates as follows:

1. Reasoning Path Generation: With CoT prompt-
ing, teacher reasoning component analyzes con-
text ¢ and ans. It then generates k intermediate
reasoning paths for question formulation. Each
path represents a potential way of generating a
question based on context and answer.

. Path Evaluation: To heuristically evaluate the
quality of generated paths, a simple zero-shot
evaluation prompt is used to assess the options
during the path-finding stage. This process is
repeated for v iterations. The likelihood of each
path is calculated based on its relative score:

E(p:)

PT(p’L) = 2?21 E(pj)’

ey

where E(p;) represents the evaluation score of
path p; and k is the total number of generated
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paths. The top b paths with the highest scores

are selected as P* = [p1,pa, ..., Dp)-

3. Question Generation: For each selected path,
the teacher reasoning component generates k
candidate questions. These questions are then
evaluated using the same prompt with path eval-
uation stage. Similarly, the likelihood of each
generated question g; is calculated as:

E(q:)

Pr(q:) = E@) (@3]
where FE/(q;) is the evaluation score of question
¢i, and k is the total number of generated ques-
tions. Finally, the top b questions with the high-
est evaluation scores are selected as the final can-
didate questions Q° = [q1,q2, - ., q], which
are then used as inputs for student reasoning.

Following the process above, teacher reasoning

component uses the breadth-first search strategy

combined with CoT to explore multiple paths and
generate question candidates.

Student Reasoning. Student reasoning starts from

a student’s perspective to verify the candidate ques-

tions (® by simulating a problem-solving process.

This is opposite to teacher reasoning and ensures

that the questions are not only well-formed but also

pedagogically effective.

Specifically, for each candidate question ¢;, we
mask the answer and provide the context c and the
question ¢; to an LLM in the role of a student. The
LLM answers the question for k times, and the
accuracy of these responses is calculated as:

Accuracy(q;) = Co%ct(qi) , 3)

where Correct(g;) is the number of times the
LLM’s answer matches the correct answer ans.
Higher accuracy indicates that the question is clear
and precise, signifying higher quality.
Teacher-Student Combination. To fully leverage
the dual perspectives of teacher and student, we
combine their results to select questions that are
more precise, effective and aligned with learning
objectives. This integration ensures that the gener-
ated questions are not only well-structured from the
teacher’s perspective, but also validated through the
student’s problem-solving process. Each candidate
question g; is assigned a weight based on both the
teacher’s and student’s evaluations:
» Teacher Weight: The weight from teacher reason-
ing is proportional to the evaluation score of the
question, Pr(q;), as questions that receive higher

evaluation scores are supposed to be of higher
quality.

* Student Weight: The weight from student reason-
ing is proportional to the accuracy of the LLM’s

answers:
Ps(gi) o Accuracy(g;), 4)

which based on the assumption that questions

with higher accuracy in the LLM’s responses are

likely to be more effective and precise.

To integrate the two weights, we adopt weighted
geometric mean for verification, which balances the
influence of teacher and student reasoning while
ensuring that both perspectives contribute meaning-
fully to the final decision.

P(qi) o< (Pr(a:)*(Ps(q:)' ™7, ©)

where « € [0, 1] is a weight that balances the influ-
ence of teacher and student reasoning.

Finally, the question with the highest combined
probability is selected as the final question:

dfinal = arg maxg,eq= P(q:). (6)

The integration method is computationally effi-
cient, as it relies on simple probability calculations
without additional training or data collection.

4.2 Distractor Generation

In the distractor generation process, the final ques-
tion ¢fina along with ¢ and ans are fed as inputs.
Similar to the QG process, the DG part also con-
sists of two stages: Teacher Reasoning and Student
Reasoning, though the focus is on generating dis-
tractors instead of questions.

Teacher Reasoning. Similar to QG, the teacher
reasoning component generates multiple distrac-
tor sets with PathFinder. Specifically, it first gen-
erates k potential paths, evaluates them to select
the best b paths, then generates distractor sets
D® = [dy,da, ...dp] along the best paths. The like-
lihood of selecting each distractor set d,, is calcu-

lated as:
E(d:)

S Edy)
where E(d;) is the evaluation score d; received.
Student Reasoning. Different from QG, in DG
task, the objective of student reasoning is to mea-
sure the degree of plausibility and misleadingness
of the distractors.

Student reasoning first combines the b most
promising candidate distractor sets D® with the
input (gfinal, ¢, ans), forms b complete MCQs, then

Pr(d;) = ; )
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simulates a student’s problem-solving process, that
is, to prompt the LLLM to answer while disrupt-
ing the order of options. The accuracy of LLM’s
responses is calculated as:
Correct(d;)
Accuracy(d;) = — (8)

where Correct(d;) is the number of times LLM’s
answer matches the correct answer ans.
Teacher-Student Combination. The weight as-
signment criteria in DG are different, too. For a
candidate distractor set d;:
» Teacher Weight is defined proportional to the

evaluation score of the question Pr(d;).
» Student Weight is defined inversely proportional

to the LLM’s accuracy:

1

Ps(di) o« Accuracy(d;)

)
This is based on the assumption that, if the dis-
tractors are of higher quality (e.g., more plausible
and misleading), the LLM’s accuracy in selecting
the correct answer should decrease.

For teacher-student combination, as in the ques-
tion generator, the final score for each candidate
distractor set d; is calculated as a weighted geo-
metric mean of the teacher weight Pr(d;) and the
student weight Ps(d;):

P(di) o (Pr(di))*(Ps(di))' ™%, (10)

where o € [0, 1] is the weight that balances the
influence of dual reasoning. The distractor set with
the highest combined score is selected as the final
generated distractors:

dfinal = arg maxq,cps P(ds). (11)
S Experiment

5.1 Experimental Setups

Datasets. We conduct the experiments on the Fairy-
taleMCQ dataset (§3). Detailed description of the
dataset is provided in Appendix B.1. Moreover,
when analyzing experimental results, we utilize the
difficulty labels ex_or_im (the answer is explicit
or implicit) in the original FairytaleQA dataset,
which are annotated by experts.

Evaluation Metrics. @ We adopt both auto-
matic evaluation and human metrics to evalu-
ate the experimental results of our framework.
For QG task, consistent with previous studies,
we adopt automatic evaluation metrics including

BLEU (Papineni et al., 2002), ROUGE-L (Lin,
2004) to evaluate token-level similarity, and adopt
BertScore (Zhang et al., 2019) to evaluate seman-
tic similarity. BertScore is imported since metrics
based on n-gram overlap like BLEU and ROUGE-
L mainly focus on evaluating the exact match be-
tween the generated text and the groundtruth, and
do not guarantee text quality (Zhang et al., 2019).
For DG task, we choose BLEU and ROUGE-L as
automatic evaluation metrics.

Baselines. Due to the limited research on few-
shot automatic MCQ generation, we selected sev-
eral general prompting methods in the few-shot
setting as baselines. Specifically, we compare Bi-
Flow with Standard Prompt (Brown et al., 2020),
Random-CoT (Wei et al., 2022), Manual-CoT (Wei
et al., 2022), Self-Consistency (Wang et al., 2023),
Complex-CoT (Fu et al., 2022) and Least-to-Most
Prompting (Zhou et al., 2023). Among these, Stan-
dard Prompt, Random-CoT, and Manual-CoT are
tested under 1-shot and 3-shot scenarios, while the
others are evaluated in a zero-shot setting. Detailed
information about the baseline configurations is
provided in Appendix B.2.

5.2 Evaluation on Question Generation

We evaluate the performance of our method in QG
task through both automatic evaluation and human
evaluation.

Automatic Evaluation. We evaluate our method
and various baselines using the test set of Fairy-
taleQA dataset, categorizing the results by question
difficulty (explicit and implicit). Table 1 presents
the comparison of the automatic evaluation results.
Some observations are as follows.

First, compared with other methods, our ap-
proach achieve overall better results on the whole
dataset, which proves the effectiveness of BiFlow.
Second, among questions of different difficulty lev-
els, all the baselines perform better in explicit ques-
tions than implicit questions. It confirms that ex-
plicit questions contain directly relevant informa-
tion about the answer, making it easier to infer the
corresponding paragraph from the context. Third,
our method provides varying degrees of improve-
ment for problems of different difficulty levels,
with greater improvement for implicit problems.
This proves that BiFlow has greater advantages
in implicit and complex reasoning tasks, as it can
grasp the hidden relationships in the text. Forth, the
performance of CoT steadily improves with more
examples in the context learning setting, and com-
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Method \ BLEU-1 1 \ BLEU-2 \ BLEU-4 \ ROUGE-L 1 \ BertScore 1
| Al Explicit Implicit | All ~ Explicit Implicit | All  Explicit Implicit | All  Explicit Implicit | Al Explicit Implicit
Standard Prompt 1 shot | 28.74  30.74 22.78 19.04  20.58 14.45 9.18 10.00 6.74 33.75 35.57 28.33 87.51 88.01 86.01
Standard Prompt 3 shot | 29.43 30.92 24.98 19.62  20.83 16.01 10.52 11.58 7.36 3469 36.70 28.70 87.66  88.20 86.05
Random-CoT 1 shot 29.97 31.47 25.50 | 20.15 21.36 16.54 11.01 12.12 7.70 3576  37.43 30.78 87.66  88.15 86.19
Random-CoT 3 shot 30.66  32.10 2636 | 21.51 22.40 18.86 11.80 13.13 7.84 37.68 38.53 35.15 88.62  89.07 87.28
Manual-CoT 1 shot 30.64 31.74 2736 | 21.23 22.74 16.73 11.67 12.96 7.83 38.65 39.16 32.51 88.98 89.44 87.61
Manual-CoT 3 shot 3232 3311 29.97 22.06 2320 18.66 11.83 13.22 7.69 39.27  41.05 33.98 89.42  90.13 87.30
Self-Consistency 3436 3584 29.95 22.45 24.31 16.91 12.16 13.58 7.92 4422 4228 34.10 89.66  90.15 88.21
Complex CoT 37.23  39.22 31.28 | 2545 27.63 18.96 10.72 12.71 4.79 42.12  44.64 3459 | 89.44 89.54 89.15
Least-to-Most 3574  36.88 32.34 | 23.66 25.07 1945 | 12.18 13.60 7.90 40.31 42.54 33.66 | 89.88  90.24 88.81
BiFlow ‘ 39.38  40.95 34.70 ‘ 27.54  29.16 22.73 ‘ 12.27 13.72 7.94 ‘ 4494  46.80 39.38 ‘ 9045  90.63 89.91
Table 1: Automatic evaluation results on the Fairytale dataset for the task of QG.
Method |B-11 B-21 B-4f R-Lt
Method ‘Read.T Rele.t Cog.ﬂoverall.T
Standard Prompt 1 shot |23.85 9.64 2.03 28.12
Standard Prompt 310 343 286 3.3 Standard Prompt 3 shot |24.11 10.47 2.22 28.87
Random-CoT 376 354 325 3.52 Random-CoT Ishot  |26.70 11.31 2.36 29.06
Manual-CoT 381 386 323 3.3 Random-CoT 3 shot  |31.59 13.65 3.92 34.46
Self-Consistency 447 406 397 | 4.17 Manual-CoT 1 shot 28.96 13.22 3.92 31.94
Complex-CoT 445 428 430 434 Manual-CoT 3 shot 33.18 14.80 3.90 36.01
Least-to-Most 452 436 424 437 Self-Consistency 33.41 13.65 3.27 34.26
B¥Flow (- PathFinder)| 4.51 446 424 | 440 Complex-CoT 33.82 14.27 3.88 36.52
BiFlow 455 462 436 | 451 Least-to-Most Prompting |33.73 15.64 3.96 36.21
Ground truth | 476 491 449 | 472

Table 2: Human evaluation results of QG.

pared with Random-CoT, Manual-CoT achieves
better results through manually set high-quality
samples, Which is consistent with our expected re-
sults. With the experimental results above, BiFlow
achieves strong results in complex question genera-
tion as well as showcases its pioneering potential.

Human Evaluation. We evaluate the quality of
generated questions by randomly sampling 50 ex-
amples from the FairytaleQA test set. Three an-
notators with strong English backgrounds rate the
questions from 1 to 5 based on three metrics: (1)
Readability, (2) Relevance, and (3) Cognitive Com-
plexity. The average score from all annotators is
calculated. As shown in Table 2, while ground truth
questions receive the highest scores, our method
achieves results closely aligned with them, outper-
forming other baselines. Detailed scoring guide-
lines are represented in Appendix B.3.

5.3 Evaluation on Distractor Generation

Next, we evaluate the performance of BiFlow in
DG task for multiple-choice questions of narra-
tive comprehension, which also includes both auto-
matic evaluation and human evaluation.
Automatic Evaluation. Table 3 summarizes the
automatic evaluation results for DG.

First, BiFlow ranks in the top two of the overall
baseline in all metrics, indicating its overall effec-
tiveness in generating diverse and high-quality dis-
tractors. Second, We observe that BiFlow achieves

BiFlow ‘35.60 15.72 3.94 38.36

Table 3: Automatic evaluation results on the Fairytale
dataset for the task of DG.

similar scores in BLEU-4 (3.94) compared to
Least-to-Most Prompting (3.96). This minor gap
may because that Least-to-Most Prompting focuses
more on local consistency during its step-by-step
reasoning process, while BiFlow prioritizes global
semantic coherence. Moreover, studies (Ch and
Saha, 2018) indicate that comparing gold standard
and system-generated distractors is unreliable, as
a gold standard may not include all valid distrac-
tors, leading to valid options being misclassified
as incorrect. Thus, we further conducted a manual
evaluation.

In summary, the high performance consistency
BiFlow across varying metrics further demonstrates
its universality.

Human Evaluation. For human evaluation, we
also adopt other 4 metrics rating from 1 to 5 to eval-
uate the quality of generated distractors, including
(1) Relevance, (2) Distractiveness, (3) Diversity
and (4) Overlap. Detailed standard is shown in Ap-
pendix B.4. Table 4 represents the results. Overall,
the distractors generated by BiFlow perform well
in all baselines across different metrics. In addi-
tion, since PathFinder with CoT strategy allows
inherently analyzes and infers from context, the
generated distractors are strongly correlated with
the context’s topic.
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Method ‘Rele.T Dis.? Diver.t Overl.uoverallT
Standard Prompt 442 438 3.03 205 | 3.70
Random-CoT 4.62 452 356 1.37 | 4.08
Manual-CoT 4.68 454 382 134 | 4.18
Self-Consistency 4.69 453 449 0.68 | 4.51
Complex-CoT 472 455 452 0.66 | 4.56
Least-to-Most 4776 4.62 456 0.82 | 4.53
BiFlow (- PathFinder)| 4.75 4.58 4.56 0.85 | 444
BiFlow 4.83 4.64 4.62 057 | 4.63

Ground truth | 495 487 478 0.09 | 488

Table 4: Human evaluation results of DG.
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Figure 5: The figure shows the BLEU-1 scores of Bi-
Flow on QG and DG with different numbers of a.

5.4 Influence of the Weight Parameter

We investigate the influence of the weight param-
eter « on both question generation (QG) and dis-
tractor generation (DG). By varying the value of o
within the range [0, 1], we evaluate its impact on
model performance, as illustrated in Figure 5. From
the line chart, we observe that a = 0.4 yields the
best performance for QG, while o = 0.5 is optimal
for DG. This demonstrates that the combination of
teacher and student reasoning significantly affects
the quality of generated questions and distractors.
These findings not only validate the effectiveness
of our approach but also provide valuable insights
for educational research, suggesting that integrat-
ing multiple reasoning perspectives can enhance
the quality of educational content generation.

5.5 Ablation Study

We further conducted ablation experiments to in-
vestigate the effects of prompt, CoT, PathFinder
and teacher and student reasoning (TS) part in our
method. Table 5 shows the ablation results for ques-
tion and distractor generation. First, we remove TS,
the final selected results are the ones with highest
evaluation scores. After removal, QG performance
dropped by BLEU-4 8.39%, while DG dropped
by BLEU-1 3.71%, showing that TS effectively
selects those of higher quality. Second, we remove
PathFinder and replace it with CoT with the same
prompting process. The significant performance

Question Gen. ‘Distractor Gen.

Method ‘

|B-4 1 R-L1 BertScore?|B-11  R-Lt
+BiFlow 1227 44.94 9045 [33.19 35.28
(hwlo T-8 11244400 89.97 [31.96 35.04
(2)w/o PathFinder|10.71 38.58 ~ 88.04 |28.77 32.89
(3)w/o CoT 9.08 3505 8726 [26.69 29.06

Table 5: Ablation study results on QG and DG.

Story Name: How Molo Stole the Lovely Rose Red

Two years passed, and the youth no longer thought of any danger. ...... Said the
prince: "The whole blame rests on Rose-Red. | do not reproach you. Yet since she is
now your wife | will let the whole matter rest. But Molo will have to suffer for it!" So the
prince ordered a hundred armored soldiers, with bows and swords, to surround the
house of the youth, and under all circumstances to take Molo captive. But Molo drew
his dagger and flew up the high wall. Thence he looked about him like a hawk. The
arrows flew as thick as rain, but not one hit him...

Difficulty: explicit

Gold Question: What will Molo do when the prince wants to capture him?

Answer: draw his dagger and fly up the high wall.

Gold Distractor: run into the house and hide; surrender to the soldiers; swim across
the river to escape

Standard Prompt QG: What did Molo do when the armored soldiers surrounded the
youth's house?

CoT QG: What did Molo do when a hundred armored soldiers surrounded the youth's
house?

Self-Consistency: What did Molo do when the prince's soldiers surrounded the
house of the youth?

Complex-CoT: What did Molo do when the prince’s soldiers surrounded the youth's
house?

Least-to-Most: What did Molo do when the prince ordered his soldiers to surround
the house and take him captive?

BiFlow Question: What did Molo do when the prince's soldiers surrounded the house
to capture him?

BiFlow Distractor: hide under the floorboards of the house; surrender peacefully to
the prince's soldiers; disguise himself as one of the prince's soldiers to escape.

Figure 6: The figure presents a case study from a repre-
sentative example on the extended Fairytale dataset. We
highlight important semantic phrases in the generated
questions and distractors, along with their correspond-
ing context, using different colors.

drop indicates that BiFlow helps expand the search
space and generate higher-quality text. Finally, we
remove CoT and replace it with a simple prompt.
The significant performance drop highlights the
importance of CoT for large models’ reasoning,
consistent with prior research.

5.6 Case Study

Figure 6 present a case study to visually analyze the
experimental effect of BiFlow, where the question
and distractors generated by different methods are
presented. See Appendix B.5 for detailed analysis.

6 Conclusions

In this paper, we introduced BiFlow, a novel
framework for generating high-quality multiple-
choice questions (MCQs) and distractors by inte-
grating teacher and student bidirectional reason-
ing. Our approach leverages PathFinder, a mecha-
nism combining breadth-first search and Chain-of-
Thought strategies, to enhance reasoning diversity
and quality. Experiments on the FairytaleMCQ
dataset demonstrated that BiFlow significantly out-
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performed existing methods, particularly in gener-
ating complex questions and high-quality distrac-
tors for long-text scenarios. The results highlight
the effectiveness of our bidirectional reasoning ap-
proach in producing pedagogically sound and con-
textually relevant MCQs.

Limitations

Although BiFlow demonstrates strong performance
in MCQ and distractor generation, there are a few
limitations to consider. First, the use of PathFinder
to explore reasoning paths, while effective, intro-
duces some additional complexity, which might
not be necessary for simpler tasks or shorter texts.
In these cases, the extra reasoning layers could
be seen as overkill, without providing significant
improvements. The computational overhead intro-
duced by combining teacher and student reasoning
might not be ideal for real-time applications where
speed is crucial, although this issue may be less
pronounced for smaller-scale use cases.
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A Dataset Construction Details

A.1 Prompt of Distractor Generator Agent

u are a language education expert. Your task
is to generate three plausible but
incorrect distractors for each narrative
comprehension question. The generated
distractors should meet the following
criteria:

rrieils

**Criteriax*:

(1) Deceptiveness: The distractors should be
syntactically and semantically similar to
the correct answer, making them plausible
yet incorrect.

Consistency: The distractors must be
contextually relevant and consistent with
the answer type (ans\_type) to ensure
alignment with the question’s structure
and type.

AR

**Steps to Followxx*:

(1) Analyze the provided context (c), question
— (q), correct answer (ans), and its type

— (ans\_type).
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(2) Identify key elements in the context that
are related to the correct answer but can
be modified or misinterpreted to create
misleading options.

) Generate distractors that are:

a) Of the same category and grammatical
— structure as the correct answer.

b) Plausible within the context but

— factually incorrect.

c) Challenging enough to test the user’s
< understanding of the material.

ORI

**Examplesxx:

*xContextx*: Thus they went along, the jelly
fish skimming through the waves with the
monkey sitting on his back. When they were
about half-way, the jelly fish, who knew
very little of anatomy, began to wonder if
the monkey had his liver with him or not!
"Mr. Monkey, tell me, have you such a
thing as a liver with you?" The monkey was
very surprised at this queer question, and
asked what the jelly fish wanted with a
liver. "That is the most important thing
of all,"” said the stupid jelly fish, "so
as soon as I recollected it, I asked you
if you had yours with you?"” "Why is my
liver so important to you?" asked the
monkey. "Oh! you will learn the reason
later,” said the jelly fish.

*xQuestion**: How did the monkey feel when he
— was asked about his liver?

**Answer**: surprised

U

A A )

**Responsexx: Distractors: ["confused”,
— "curious"”, "amused"]

Here is the target question:
*xContextx*x: {context}
**Questionxx: {question}

**Answer**: {answer}

Your output:
{distractors: ["xxx", "xxx", ...1}

(3). Plausibility as an Incorrect Option: The
distractor must be a reasonable, albeit
incorrect, alternative to the correct
answer, making it deceptive yet
contextually appropriate.

T L8 S

**xSteps to Followxx:

(1). Review each distractor generated by the
< Distractor Generator Agent.

(2). Evaluate the distractor based on the

— three criteria above.

(3). If any distractor fails any of the

< criteria, provide feedback to the

< Distractor Generator Agent for revision.
(4). If all the distractors pass all criteria,
< approve them for inclusion in the dataset.

**xExamples*x:

**xContextxx: Thus they went along, the jelly
« fish skimming through the waves with the
< monkey sitting on his back. When they were
< about half-way...

**xProblemx*: How did the monkey feel when he
< was asked about his liver?

**Answer*x: surprised

*xAnswer typexx: feeling

*xGenerated distractors*x: ["Curious”,

— "Confused”, "Frustrated”]

**xResponse*x: Distractors are unreasonable.
— “Frustrated” is grammatically correct and
— aligns with the expected answer type but
< does not fit the context of the monkey's
< reaction to an unusual question.

Here is the target question:

#Context: {context}

#Problem: {problem}

#Answer: {answer}

#Answer Type: {answer type}

#Generated Distractors: [{distractor 1},
— {distractor 2}, {distractor 3}]

Your output:

#The distractors are

A.2  Prompt of Result Checker Agent

— {reasonable/unreasonable}.
#Reason(If inappropriate): {reason}

You are a Result Checker. Your task is to
evaluate the quality of distractors
generated by the Distractor Generator
Agent and to ensure that the distractors
meet the following quality standards:

)

**Quality Standards*x:

(1). Syntactic Correctness: The distractor

< must be grammatically sound and free from
< errors.

(2). Consistency with ans\_type: The
distractor must align with the expected
answer type (ans\_type), ensuring it is
structurally similar to the answer and
relevant to the type of question.

P!

A.3 Criteria Details

The evaluators assess and modify the automatically
generated distractors based on the following crite-
ria:

* Linguistic accuracy: The distractor should
be grammatically correct and uses appropriate
words. Evaluators should correct inappropriate
wording.

* Relevance: The distractor must be appropriate
in the context of the question. Evaluators should
regenerate distractors that do not align with the
article.

* Reasonableness: The distractor must be a plausi-
ble but incorrect alternative to the correct answer.
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Evaluators should regenerate interference items
with poor interference

B Experiment Details

B.1 Dataset FairytaleQA

FairytaleQA is a high-quality dataset focusing
on children’s storybook learning and assessment,
which consists of 10,580 explicit and implicit ques-
tions derived from 278 children-friendly stories,
covering seven types of narrative elements or rela-
tions. The training, validation and test sets contain
8,548, 1,025, and 1,007 QA pairs. By expanding
the dataset (Section 3), we have added a set of
distractor answers D’ for each QA pair in the test
set. Therefore, the QA dataset can be converted
into a multiple-choice question (MCQs) dataset for
deeper experiments.

B.2 Detailed Baseline Configurations

Selected baselines and their detailed configurations

are shown below:

e Standard Prompt (Brown et al., 2020) is a sim-
ple few-shot prompting method with in-context
exemplars. we randomly select several examples
for few-shot settings.

¢ Random-CoT (Wei et al., 2022) is a naive base-
line with up to three examples randomly selected
from the training set. We adhere to the design
principles outlined in their study to design our
CoT template, while each of the selected exam-
ples is formatted the same as our preprocessed
data in the FairytaleQA dataset.

e Manual-CoT (Wei et al., 2022) is similar to
Random-CoT unless the examples are manually
created to ensure high quality and diversity of
examples. We try different variants with minor
modifications of our CoT template and choose
the one with the best performance in experiments.

* Self-Consistency (Wang et al., 2023) is a method
that involves generating multiple reasoning paths
through CoT prompting with sampled decoding,
then aggregating the results by selecting the most
consistent answer from the final set. We use the
same prompt of Manual-CoT in Self-consistency.

¢ Complex-CoT (Fu et al., 2022) employs a strat-
egy where multiple reasoning chains and cor-
responding answers are generated for the same
test question, ranked in descending order by the
length of the reasoning chain, and the top-ranked
chains are retained to determine the final predic-
tion through a voting mechanism. We apply it to

QG and DG tasks and perform a similar process.

* Least-to-Most Prompting (Zhou et al., 2023)
decompose the problem into a series of simpler
subproblems and then solve them in sequence.
To apply it to DQG tasks, we decompose the task
into three steps corresponding to our CoT tem-
plate, then sequentially prompt LLM to complete
these steps. Each step is generated based on the
previous step.

B.3 Human Evaluation Criteria for QG

We conduct human evaluation to evaluate the qual-
ity of the generated questions. We randomly sam-
pling 50 examples from the test set of FairytaleQA,
then employ three annotators with good English
background to rate them from 1 to 5 based on 3
metrics, where 1 denotes poor and 5 denotes per-
fect:

* Readability measures the generated question
easy to read and understand, suitable for students
in the target grade level;

* Relevance measures whether the generated prob-
lem is closely related to the given reading com-
prehension context;

¢ Cognitive Complexity measures whether the
generated questions are suitable for the cognitive
level of the target grade students and whether
they can stimulate students’ thinking, encourag-
ing them to reason, analyze, and reflect on the
given context.

B.4 Human Evaluation Criteria for DG

we adopt other 4 metrics rating from 1 to 5 to eval-

uate the quality of generated distractors, including:

* Relevance measures whether the distractor is
related to the background and topic of the article.

* Distractiveness measures whether the distractor
can effectively confuse students and cause them
to hesitate between the correct answer and the
interference item.

* Diversity measures whether there are differences
between distractors and whether they can cover
different types or angles of errors

* Overlap measures whether there is complete or
partial overlap between the interference term and
the correct answer (such as semantic repetition,
keyword repetition, etc.).

B.5 Case Study Analysis

As shown in Figure 6, the question generated by
our method aligns more closely with the gold ques-
tion as BiFlow explores multiple questioning plans
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and selects higher-quality text via teacher-student
bidirectional reasoning. Besides, distractors gener-
ates by our method align closely with the contex-
tual theme. When focusing solely on the correct
answer and the interference, their similar gram-
matical structures create stronger distractions for
students therefore stimulate thinking.
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