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Abstract

Continual fine-tuning of large language mod-
els (LLMs) suffers from catastrophic forget-
ting. Rehearsal-based methods mitigate this
problem by retaining a small set of old data.
Nevertheless, they still suffer inevitable perfor-
mance loss. Although training separate experts
for each task can help prevent forgetting, ef-
fectively assembling them remains a challenge.
Some approaches use routers to assign tasks
to experts, but in continual learning, they of-
ten require retraining for optimal performance.
To address these challenges, we introduce the
Sequential Ensemble of Experts (SEE) frame-
work. SEE removes the need for an additional
router, allowing each expert to independently
decide whether a query should be handled. The
framework employs distributed routing, and
during continual fine-tuning, SEE only requires
the training of new experts for incoming tasks
rather than retraining the entire system. Experi-
ments reveal that the SEE outperforms prior ap-
proaches, including multi-task learning, in con-
tinual fine-tuning. It also demonstrates remark-
able generalization ability, as the expert can
effectively identify out-of-distribution queries,
which can then be directed to a more general-
ized model for resolution. This work highlights
the promising potential of integrating routing
and response mechanisms within each expert,
paving the way for the future of distributed
model ensembling. The code is available at url.

1 Introduction

Large language models (LLMs) have demonstrated
impressive performance across various scenar-
ios (Touvron et al., 2023; OpenAI et al., 2024;
Guo et al., 2025; Li et al., 2025; Qu et al., 2025).
However, they often require further refinement or
the ability to learn new tasks for real-world appli-
cations. In these scenarios, LLMs are typically
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<<neg>><<neg>>
<<pos>> Someone was running from 
 the cops and got into a wreck.

Skip

Query:
Leaving my shift Thursday day
shift I arrived the same time as
my partner just after six that
evening and before long the
radio erupted in dispatch tones
... 
Question: What may have caused
the radio to erupt with dispatch
tones?
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Someone was running from  the
cops and got into a wreck.

Base
Model

Sequential Routing—Exception
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Figure 1: The inference process in the SEE framework
involves a query being passed sequentially through a
series of experts until it matches one, which then gener-
ates a response. If an expert fails to produce a special
indicator, the query is routed to the base model, which
is considered to possess the best generalization ability.

trained through a sequence of tasks performed
successively, a process known as continual fine-
tuning (Luo et al., 2024). As a subclass of con-
tinual learning, continual fine-tuning also suffers
catastrophic forgetting, whereby LLMs tend to lose
previously acquired knowledge as they assimilate
new information (Kirkpatrick et al., 2017; Wu et al.,
2024; Shi et al., 2024; Qu et al., 2025).

While there have been many studies on alleviat-
ing catastrophic forgetting, rehearsal-based meth-
ods prove to be the most effective way in continual
fine-tuning (Zhang et al., 2023). These methods
work by combining new data with a subset of pre-
vious data (de Masson d’ Autume et al., 2019; Rol-
nick et al., 2019), or synthesized instances from the
prior data distribution (Huang et al., 2024). How-
ever, despite their effectiveness in preserving prior
knowledge, these methods still experience some
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inevitable performance loss.

Although training separate experts for each task
can prevent forgetting, organizing these experts
effectively remains a challenge. The methods of
organizing multiple models to create a more power-
ful model are commonly called Mixture of Experts
(MoE) (Zhu et al., 2024; Qu et al., 2024). However,
these methods typically operate on a fixed set of
tasks and domains (Lu et al., 2023; Jiang et al.,
2023) and introduce additional routers to manage
the models (Jang et al., 2023; Lu et al., 2024). Ex-
cept for their inefficiency in incremental scenarios,
recent work (Lv et al., 2025) also suggests that the
separations between the router’s decision-making
and experts’ execution may lead to suboptimal ex-
pert selection and ineffective learning.

To this end, we propose a framework referred
to as the Sequential Ensemble of Experts (SEE),
which combines the rehearsal-based method with
MoE. SEE comprises a base model and a sequence
of experts, each proficient in recognizing questions
within its specialized domain and generating pre-
cise responses accordingly. These experts are de-
rived from the base model, such as Llama2, and are
further specialized for specific tasks through LoRA
training. When a new task arrives, SEE combines
the new data with a small subset of instances from
previous tasks, similar to rehearsal-based methods,
and reconstructs the dataset to generate both posi-
tive and negative instances. A new expert is then
trained through supervised fine-tuning (SFT) on
these instances and appended to the end of the ex-
pert sequence. SEE integrates all experts via a
distributed routing mechanism called sequential
routing, as illustrated in Figure 1.

Empirical experiments on task sequences from
the SuperNI dataset show that SEE outperforms
previous rehearsal-based methods and matches or
exceeds multi-task learning (MTL) performance.
Besides, SEE further outperforms rehearsal-based
methods on MMLU (Hendrycks et al., 2021) and
exhibits astonishing knowledge preservation and
out-of-distribution (OOD) generalization ability.
Moreover, when regarded as a single model, the
perplexity of SEE proves lower than MTL on tasks
during continual learning. Additionally, while SEE
uses special indicators to identify a query, our anal-
ysis demonstrates that introducing additional to-
kens as indicators is more efficient than using to-
kens from the vocabulary for constructing indica-
tors. Although SEE can theoretically utilize sam-

ples not included in the continual learning process
to construct negative instances, this would signifi-
cantly degrade routing accuracy, thus highlighting
the essence of rehearsal. Finally, we demonstrate
that the additional latency introduced by sequential
routing is affordable.

2 Preliminaries

Continual Fine-tuning Let M denote the LLM.
The model undergoes continual fine-tuning across
N stages, with each stage i involving updates based
on the instruction dataset D(i) corresponding to
task Ti (Luo et al., 2024). Formally, the update
process at each stage is defined as:

Mi = Update(Mi−1, D
(i)) (1)

where M0 denotes the initial model.

Rehearsal-based Methods As extensively dis-
cussed in the literature (de Masson d’ Autume et al.,
2019; Rolnick et al., 2019), Rehearsal-based meth-
ods involve sampling a subset of instances from
earlier stages to expand the training data for the
current stage. Formally, the augmented training set
is expressed as:

D(t) ∪
t−1∑

i=1

(
τD(i)

)
(2)

where τ denotes the rehearsal ratio, representing
the proportion of training instances sampled from
previous stages. At stage i, the model Mi is up-
dated as follows:

Mi = Update(Mi−1, D
(t) ∪

t−1∑

i=1

(
τD(i)

)
) (3)

The rehearsal-based methods can effectively miti-
gate the issue of catastrophic forgetting in LLMs,
as demonstrated in prior studies (Scialom et al.,
2022; Mok et al., 2023).

3 Methods

In contrast to previous research, our work integrates
the concept of MoE with rehearsal-based methods.
For each task Ti, we assign a specific expert Ei to
handle it. These experts are able to assess whether
a query falls within their scope of responsibility.
If so, they proceed to generate the response. SEE
integrates the experts and the base model through
a process of sequential routing. An overview of
SEE is shown in Figure 2, and it can be divided
into three main steps: (1) Task Reconstruction, (2)
Expert Training, and (3) Inference.
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Figure 2: Overview of the SEE Framework: The SEE framework operates in three steps when a new task is
introduced: (1) Task Reconstruction: Current data are combined with sampled instances from previous tasks to
guide expert routing and responses. (2) SFT: A new expert is trained using a new LoRA on the reconstructed task.
(3) Inference: All experts are integrated into a MoE system through sequential routing, enabling powerful inferences
by leveraging the entire system.

Task Reconstruction At stage i, we reconstruct
each task dataset Di to enable the experts to clarify
their responsibilities. Initially, each sample x in
Di can be represented as a tuple (q, r), where q
is the query and r is the corresponding response.
We transform each x into x̂, which consists of the
tuple (q, opos, r), by adding a special positive indi-
cator opos. Additionally, we sample τ% of the data
from previous tasks, as in rehearsal-based meth-
ods, but ignore the response r and add a negative
indicator oneg. The final constructed D̂i consists
of positive samples {(q, opos, r)j}nj=1 from the cur-
rent task and a small portion of negative samples
{(q, oneg)j}mj=1 from previous tasks:

D̂i = {(q, opos, r)j}nj=1 ∪ {(q, oneg)j}mj=1 (4)

SFT We frame both the decision-making and
generation processes of the experts within the
paradigm of standard supervised fine-tuning. Mul-
tiple LoRA adapters are used as expert weights,
enabling the base model M0 to specialize into task-
specific experts. Starting with the initial model
M0, a new LoRA adapter Li is introduced when-
ever a new task Ti arises. The expert for this task
is represented as E(M0,Li). Next, we obtain the
dataset D̂i and maximize the following optimiza-
tion goal:

max
Li

1

n+m

(
n∑

i=1

E(M0,Li)

(
r(i), o(i)pos | q(i)

)

+
m∑

i=1

E(M0,Li)

(
o(i)neg | q(i)

))

(5)

Given a query, the expert first determines
whether the question falls under its responsibil-
ity and decides whether to provide an answer. By
sequentially ensembling all experts, we can handle
various tasks through sequential routing.

Inference After continuing fine-tuning on
N tasks, we obtain N experts, denoted as
(E(Mθ,L1), . . . , E(Mθ,LN )), where the i-th expert
specializes in task Ti. When a question is posed,
the expert E(Mθ,LN ) generates an indicator to
decide whether to continue generating a response.
If the indicator is oneg, the expert E(Mθ,LN ) stop
generating and routes the query to the expert
E(Mθ,LN−1) We iteratively repeat this process
until an expert generates opos. Once this happens,
the expert is chosen to generate the final response.
If an expert fails to produce an indicator, we route
the query to the base model M0 and let it to
answer the question. This entire routing process
is referred to as Sequential Routing. By applying
sequential routing, we combine all individual
experts into a more powerful model.

4 Experiments

4.1 Setup
The setup of our experiments mainly follows the
paper (Huang et al., 2024).

Dataset Our experiments are conducted using
the SuperNI (Wang et al., 2022) dataset, a com-
prehensive and extensive benchmark designed for
instruction tuning. To simulate a typical contin-
ual learning process, we select a subset of 10 tasks
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from SuperNI, representing a range of domains and
tasks. Each task includes 2,000 instances for train-
ing and 500 instances for evaluation. Additional
details can be found in Appendix A or the refer-
enced paper (Huang et al., 2024). For simplicity,
the default continual learning order for the {5, 10}
SuperNI tasks is as follows: QA → QG → SA →
Sum. → Trans. (→ DSG → Expl. → Para. → PE
→ POS).

Base LLMs Following (Huang et al., 2024), we
utilize three base LLMs: Llama-2-7B (Touvron
et al., 2023), Llama-2-7B-Chat (Touvron et al.,
2023), and Alpaca-7B (Taori et al., 2023) in our
experiments. However, we also provide the re-
sults of the latest models, including Llama3.1-8B,
Qwen2.5-7B, and Mistral-7B-v0.3, in Appendix C.

Baselines We primarily compare the SEE method
with the following baselines:

• Multi-task Learning (MTL): The most com-
monly used baseline, where all tasks are
trained simultaneously.

• Average Single-task Learning (AvgSTL):
For each task, AvgSTL trains a dedicated
model and assesses its performance. The final
results are derived by averaging the perfor-
mance across all tasks.

• Non-rehearsal: A naive baseline where the
LLM is fine-tuned with only the instruction
data T (t) at each stage t.

• RandSel(τ ) (Scialom et al., 2022): A baseline
where we randomly sample τ = {1, 10}% of
the original instruction data for each previous
task. As noted in (Scialom et al., 2022), the
capabilities of language models can be effec-
tively preserved with τ = 1%.

Additionally, we include the KmeansSel (Huang
et al., 2024) and SSR (Huang et al., 2024) methods
in our experiments.

Evaluation Metrics Following Huang et al.
(2024), we evaluate LLM performance on Su-
perNI tasks using the ROUGE-L metric (Lin, 2004),
which aligns closely with human evaluation (Wang
et al., 2022). The following ROUGE-L-based met-
rics are selected for our experiments, where a

(i)
t j

denotes the ROUGE-L score for task j at stage i:

• Average ROUGE-L (AR): The average LLM
performance across all T tasks at stage T :

AR =
1

T

T∑

i=1

a
(T )
i (6)

• Backward Transfer (BWT): Assesses the
impact of learning new tasks on previous ones
by comparing final performance a

(T )
i to per-

formance during stage i:

BWT =
1

T − 1

T−1∑

i=1

(a
(T )
i − a

(i)
i ) (7)

Negative BWT indicates catastrophic forget-
ting of previously learned knowledge.

On the other hand, we do not use Forward trans-
fer metric (Lopez-Paz and Ranzato, 2017) to eval-
uate generalization abilities. In our design, this
ability is tied to the base model. Thus, We employ
a different instruction tuning dataset and evaluate
how effectively it can be routed to the base model.

Training Details We set the LoRA rank to 8 and
the dropout rate to 0.1. The Adam optimizer is
used with an initial learning rate of 2× 10−4. The
global batch size is 32 in our all experiments. The
input and output lengths are configured to 1,024
and 512, respectively. Each LLM is trained for 3
epochs, with evaluation conducted using the final
checkpoint.

4.2 Results on 5 SuperNI Tasks
We present the experimental results on five SuperNI
tasks in Table 1. The table clearly demonstrates
that SEE methods consistently outperform previ-
ous rehearsal-based approaches in both AR and
BWT metrics across nearly all model configura-
tions and task sequences, even when only 1% of
queries from previous tasks are retained. More-
over, the additional parameters enable SEE to not
only compete with, but potentially surpass MTL
in the AR metric—traditionally considered the up-
per bound for continual learning in a single LLM.
In contrast, AvgSTL exhibits lower performance
compared to MTL. This trend aligns with previous
research (Caruana, 1997; Ruder, 2017), which sug-
gests that models trained on multiple tasks simulta-
neously can improve generalization and outperform
those trained on tasks in isolation.

While higher BWT scores generally indicate re-
duced catastrophic forgetting, for the SEE model,
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Model Order 1 Order 2 Order 3 Avg.

AR BWT AR BWT AR BWT AR BWT

Llama-2-7B

AvgSTL 52.95 - 52.95 - 52.95 - 52.95 -
MTL 53.05 - 53.05 - 53.05 - 53.05 -
Non-rehearsal 17.67 -44.09 15.25 -47.09 24.16 -35.99 19.03 -42.39
RandSel(1%) 51.16 -2.34 49.21 -4.36 48.63 -5.37 49.67 -4.02
KMeansSel(1%) 50.20 -3.12 49.75 -4.11 50.12 -3.61 50.02 -3.61
RandSel(10%) 50.81 -2.32 50.04 -3.31 50.11 -3.42 50.32 -3.02
KMeansSel(10%) 50.44 -3.03 50.61 -2.32 49.89 -3.53 50.31 -2.96
SSR 52.61 -0.23 51.70 -1.22 52.16 -0.93 52.16 -0.79
SEE(1%) 52.86 -0.47 53.19 -0.38 53.37 -0.13 53.14 -0.33
SEE(10%) 53.40 -0.00 52.94 -0.01 53.44 -0.00 53.26 -0.00

Llama-2-7B-chat

AvgSTL 52.13 - 52.13 - 52.13 - 52.13 -
MTL 52.81 - 52.81 - 52.81 - 52.81 -
Non-rehearsal 23.87 -36.31 30.96 -27.41 42.06 -13.50 32.30 -25.74
RandSel(1%) 51.28 -1.96 49.77 -3.70 49.41 -4.29 50.15 -3.32
KMeansSel(1%) 51.82 -1.25 50.71 -2.44 50.22 -3.42 50.92 -2.37
RandSel(10%) 50.59 -2.57 50.72 -2.45 50.24 -2.87 50.52 -2.63
KMeansSel(10%) 50.81 -2.55 51.39 -1.42 50.22 -2.84 50.81 -2.27
SSR 52.52 -0.23 52.49 -0.35 52.73 0.05 52.58 -0.18
SEE(1%) 52.85 -0.09 52.77 -0.04 53.03 -0.05 52.88 -0.06
SEE(10%) 53.13 -0.00 53.15 -0.00 52.93 -0.01 53.07 -0.00

Alpaca-7B

AvgSTL 51.78 - 51.78 - 51.78 - 51.78 -
MTL 52.79 - 52.79 - 52.79 - 52.79 -
Non-rehearsal 17.24 -44.21 45.40 -9.03 35.60 -21.45 32.75 -24.90
RandSel(1%) 51.61 -0.93 49.08 -4.68 49.01 -4.85 49.90 -3.49
KMeansSel(1%) 51.37 -1.53 50.53 -2.68 50.15 -3.17 50.68 -2.46
RandSel(10%) 50.91 -1.82 50.88 -2.11 49.98 -3.59 50.59 -2.51
KMeansSel(10%) 50.78 -2.05 51.20 -1.76 49.76 -3.48 50.58 -2.43
SSR 52.52 -0.14 51.74 -1.21 52.33 -0.51 52.20 -0.62
SEE(1%) 52.50 -0.00 52.71 -0.01 52.44 -0.00 52.55 -0.00
SEE(10%) 52.50 -0.00 52.66 -0.00 52.55 -0.00 52.57 -0.00

Table 1: Final results on 5 SuperNI tasks under 3 types of continual learning orders. More details about task
orders can be found in Appendix B. The results of the latest models, including Llama3.1-8B, Qwen2.5-7B, and
Mistral-7B-v0.3, are presented in Appendix C.

which does not inherently ’forget’ knowledge, they
reflect improved accuracy in routing instances. As
shown in Table 1, even with a limited number of in-
stances from previous tasks, the SEE model demon-
strates its ability to effectively learn to route queries.
This success can be attributed to the distinct pat-
terns often present in the instructions of different
tasks. Consequently, the SEE model proves to be
particularly well-suited for applications in Contin-
ued Fine-tuning.

The value of τ plays a crucial role in both the
performance of each expert within the SEE model
and the extent of forgetting across the entire sys-
tem. As illustrated in Table 1, the BWT values
for the SEE(1%) model are lower than those for
SEE(10%), suggesting that providing a greater
number of instances from previous tasks helps SEE

develop a more effective routing strategy. However,
while SEE(10%) achieves near ’zero forgetting,’ its
AR values do not show as significant an improve-
ment as those of SEE(1%), and in certain cases,
they even experience a slight decline. This indi-
cates that incorporating more instances from previ-
ous tasks may negatively impact the performance
of experts on their respective tasks.

4.3 Results on 10 SuperNI Tasks

We further investigate the performance of SEE in
continuous learning across 10 tasks sequentially,
and the results based on Llama2 are presented in
Table 2. Despite the increase in tasks, the table
shows that SEE outperforms previous rehearsal-
based methods in both AR and BWT metrics. Be-
sides, in the AR metric, SEE(1%) proves to be
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Model AR BWT

Llama-2-7b

AvgSTL 65.63 -
MTL 64.69 -
Non-rehearsal 17.33 -53.64
RandSel(1%) 60.64 -5.69
KMeansSel(1%) 60.51 -5.39
RandSel(10%) 61.49 -4.03
KMeansSel(10%) 60.93 -3.90
SSR 63.23 -1.56
SEE (1%) 64.64 -0.56
SEE (10%) 66.19 –0.00

Table 2: Final results for Llama-2-7B on 10 SuperNI
tasks. The results of the latest models are presented in
Appendix C.
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Figure 3: The ROUGE-L scores for SEE (10%), MTL,
and AvgSTL across the 10 SuperNI tasks are presented
in two figures, separated according to the magnitude of
the values for clearer comparison.

competitive with MTL, while SEE(10%) delivers a
1.5% improvement over the MTL baseline.

Comparing the BWT values in Table 1 and Ta-
ble 2, it is evident that increasing the number of
tasks leads to a decrease in the BWT value, indi-
cating a greater challenge in retaining knowledge.
Despite this, SEE(10%) still achieves “zero for-
getting”. It demonstrates the potential of SEE to
effectively extend to continuous learning with a
larger number of tasks.

Figure 3 presents an analysis of the performance
across individual tasks. This figure compares
the ROUGLE-L scores of SEE(10%), MTL, and
AvgSTL. As shown, MTL demonstrates lower per-
formance on the sa and pos tasks, both of which
are classification tasks. This may be due to task
conflicts (Javaloy and Valera, 2022; Mueller et al.,
2022), where learning one task negatively impacts
performance on another. Additionally, SEE(10%)
outperforms AvgSTL in most of the generation
tasks, highlighting that the introduction of routing
capabilities enhances the generative performance
for these tasks.

5 Analysis

Generalization While the SEE model has
demonstrated outstanding performance in tasks
during continuous fine-tuning, it is also essential
to assess its generalization. In our design, the
generalization ability of the SEE depends on two
key factors: the average generalization ability of
the experts and the accuracy with which the SEE
routes out-of-distribution (OOD) queries to the
base model. The former refers to the scenario
where an OOD query is incorrectly routed to an
expert, in which case SEE’s generalization abil-
ity is determined by the average generalization
ability of the experts. The latter reflects SEE’s
ability to correctly identify OOD tasks. To assess
this, we evaluate SEE’s average expert performance
on MMLU (Hendrycks et al., 2021) and the stan-
dard performance of SEE. We compare their per-
formance against that of the base model, MTL, and
RandSel. The experiment is based on Llama-2-7B
and the results are presented in Figure 4.

MTL RandSel(1%) RandSel(10%) SEE(1%)-AE SEE(10%)-AE SEE(10%)
Model

40

41
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43
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cy

(%
)

Llama2-7B

Figure 4: The performance of different methods after
continuous learning of 10 SuperNI tasks on the MMLU
benchmark. SEE(10%)-AE and SEE(1%)-AE represent
the average performance of experts in SEE.

As shown in Figure 4, the base model Mθ

achieves the highest accuracy. The average per-
formance of the experts in SEE is similar to that of
RandSel. However, It is important to consider the
OOD routing accuracy when evaluating the actual
performance of SEE. Specifically, 99.72% of in-
stances are routed to the base model in SEE(10%),
while this percentage is 99.52% in SEE(1%). As
a result, the actual performance of the SEE frame-
work significantly exceeds that of other methods,
demonstrating its superior generalization ability.

Perplexity across 10 SuperNI tasks Treating
SEE as a unified model, we compute the perplex-
ity for each instance (q, r). First, the instance is
transformed into (q, opos, r), where opos represents
a positive indicator. This transformed instance is
then routed to the relevant expert within SEE. Then,
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the perplexity is computed by the selected expert.
We evaluate the perplexity of SEE(10%) across 10
SuperNI tasks and compare the results with those
of MTL, which, in other hand, computes the per-
plexity using the original (q, r) pairs. Figure 5 il-
lustrates that SEE achieves lower perplexity across
the 10 SuperNI tasks, highlighting the effectiveness
of the SEE framework.

Impact of τ on Routing and Performance To
further investigate the impact of τ on SEE, we
introduce two additional SEE models with τ values
of 5% and 20% for continuous learning on the 10
SuperNI tasks. We then plot the variations in the
AR metric and F1 score of routing with τ , and the
results are shown in Figure 6.

The figure shows that as τ increases, both the
AR metric and routing accuracy improve steadily.
In particular, SEE(20%) significantly outperforms
both the MTL and AvgSTL methods. Moreover,
SEE(20%) achieves near-perfect routing. A more
detailed analysis of the routing performance for
each task can be found in Appendix D. These re-
sults highlight the efficiency of SEE and its poten-
tial to be extended to a larger number of tasks.

Essence of Rehearsal The SEE framework uti-
lizes sequential routing to ensemble all experts.
Each expert must determine whether a question
falls under its responsibility and decide whether to
produce a response. While SEE samples negative
instances from previous tasks to acquire this capa-
bility, it also brings up the question of whether
using data from unrelated tasks (called pseudo-
negative sampling) could have the same effect. To
test this, following the setup of SEE(10%), we
replace the negative samples from previous tasks
with an equal number of instances from Alpaca-
52k, perform the experiments on the 10 SuperNI
tasks setup, and compare their performance before
and after the changes. Since the performance of
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Figure 5: Comparison of the perplexity distribution
between SEE and MTL across 10 SuperNI tasks.
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Figure 6: Impact of τ on SEE: The left plot shows how
the AR metric increases as τ grows, while the right
illustrates the improvement in routing accuracy.

SEE on OOD data mainly depends on the accuracy
of instance routing to the base model (RB-Acc.),
we evaluate the two versions of SEE on MMLU
using this metric.

Model MMLU SuperNI

RB-Acc. AR R-F1(%)

SEE(10%) 99.72 66.19 99.80
- w/pseudo 99.57 46.40 47.22

Table 3: Performance comparison of SEE and SEE with
pseudo-Negative sampling.

Table 3 compares SEE(10%) and its pseudo-
negative sampling variant on the MMLU and 10
SuperNI tasks, using the Llama2-7B model. It
shows that, without instances from previous tasks,
the F1-score of routing (R-F1) drops significantly,
leading to a substantial degradation in the AR met-
ric. However, the performance of MMLU remains
unchanged. These findings highlight the impor-
tance of rehearsal for SEE when solving tasks in
continuous fine-tuning sequences.

Special token indicators While the SEE frame-
work introduces additional tokens as special indi-
cators, we further investigate whether these can be
replaced with in-vocabulary tokens. To explore this,
we propose two variants of special indicators: 1) Se-
mantic Indicators, and 2) Non-Semantic Indicators.
Semantic indicators are tokens that carry specific
semantic meaning, whereas non-semantic indica-
tors lack such meaning. In this experiment, we
use "Yes" and "No" as semantic indicators, while
"«pos»" and "«neg»" serve as non-semantic indica-
tors. We evaluate the performance of these variants
on 10 SuperNI tasks. To further explore the impact
of indicator type, we categorize the 10 tasks into
two groups: Generation and Classification. As be-
fore, we set τ to 10% and use Llama2 as the base
model. The results are presented in Table 4.
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Indicator Type Generation Classification

AR Acc.(%)

Additional 58.62 98.25
No-Semantic 58.61 97.25
Semantic 58.41 95.05

Table 4: The performance of SEE(10%) based on
Llama2-7B across three indicator types in the 10 Su-
perNI tasks. The tasks are categorized into Generation
and Classification.

The table shows that indicator type primarily af-
fects the performance of classification tasks, with
minimal impact on generation tasks. In classifica-
tion, the SEE framework with a semantic indicator
yields the lowest accuracy, while SEE with a no-
semantic indicator also performs worse than when
additional indicators are used. Therefore, introduc-
ing new special tokens as indicators to the vocabu-
lary proves more effective for the SEE framework.

The Advantages of Combining Generation and
Routing Compared to using encoder-only mod-
els as routers, the expert in SEE framework excels
in handling OOD scenarios. When a query does not
correspond to a specific learning task, the experts
typically avoid generating a specialized indicator.
In such cases, SEE directs the query to the base
model, regarded as the most generalized model in
the system. Furthermore, this base model can be
substituted with more powerful models, further im-
proving the overall generalization capability of the
SEE framework. This approach, however, is not
feasible with encoder-only models such as BERT.
Moreover, integrating both generation and routing
within a single expert not only reduces the parame-
ter count but also streamlines the training pipeline,
resulting in a more efficient and compact solution.

Extra Overhead of SEE While the sequential
routing of SEE introduces additional overhead, we
demonstrate that this cost remains entirely afford-
able. To quantify this, we calculate the additional
latency introduced by the SEE framework com-
pared to standard LLMs. It can be expressed as:

ExtraOverhead =
1

2
× 1

1 + N
M−1 × TPOT

TTFT

(8)

where TTFT denotes the Time to First Token,
representing the initial prefix processing latency;
TPOT is the Time Per Output Token, the average
time required to generate each token; N is the total
number of output tokens; and M is the number of
experts.

As shown in previous work (Zhong et al., 2024),
when serving an LLM with 13B parameters under
a synthetic workload with an input length of 512
and an output length of N = 64 on an NVIDIA
A100 (80GB), the ratio TPOT/TTFT is approxi-
mately 1/10. Assuming the presence of M = 10
experts, the additional overhead introduced by SEE
is approximately 0.29.

Even with a long input prefix and a short re-
sponse, this results in only 0.29 additional latency.
As the output length increases, this latency over-
head can be reduced to a very low level. For in-
stance, when the output length equals the input
length (e.g., 512 tokens), the ratio TPOT/TTFT
exceeds 1/10, and the additional overhead drops
to less than 0.075. In many real-world scenar-
ios, LLMs typically generate outputs significantly
longer than the input, the relative overhead in-
troduced by SEE can be expected to further de-
crease. The detailed calculations can be found in
Appendix E.

6 Related Work

Continue learning Existing approaches to con-
tinue learning can be divided into regularization-
based, architecture-based, and rehearsal-based
methods. Regularization-based methods constrain
the inner distribution of LLMs to remain close to
the original state by adding auxiliary loss or con-
trolling parameter updates (Kirkpatrick et al., 2017;
Cha et al., 2021; Huang et al., 2021; Zhang et al.,
2022). However, these methods require manually
tuned hyperparameters, limiting their applicabil-
ity. Rehearsal-based methods maintain a history
buffer with a subset of previous datasets (de Mas-
son d’ Autume et al., 2019; Rolnick et al., 2019) or
synthetic instances (Huang et al., 2024), replayed
during future training. While effective at mitigating
catastrophic forgetting, they cannot fully preserve
prior knowledge. Architecture-based methods in-
troduce new parameters for each dataset and learn
them independently, potentially avoiding knowl-
edge loss (Xu and Zhu, 2018; Huang et al., 2019;
Razdaibiedina et al., 2023). However, managing
these additional parameters remains challenging.
In our framework, we use rehearsal with queries
from previous tasks and organize additional param-
eters as expert weights, selecting them via sequen-
tial routing.

Mixture of experts The basic concept of MoE
involves assembling an ensemble of experts to im-
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prove performance (Jacobs et al., 1991; Jordan
and Jacobs, 1994). Prior work on expert ensem-
bles primarily focuses on fixed domains, tasks,
and experts, achieving strong results (Lu et al.,
2023; Jiang et al., 2023), but these methods are
ill-suited for incremental scenarios or require addi-
tional routers (Jang et al., 2023). Furthermore, (Lv
et al., 2025) highlights the overlooked issue that
separating the router’s decision-making from the
experts’ execution may lead to suboptimal expert
selection and ineffective learning. Recently, MoE
has been applied to transformer architectures (Dai
et al., 2024; Jiang et al., 2024), with models pro-
posed to mitigate catastrophic forgetting. Building
on GLaM (Du et al., 2022), Lifelong MoE (Chen
et al., 2023) expands experts incrementally while
freezing previous ones. Some studies replace the
standard MoE layer with LoRA-MoE for model
editing (Yang et al., 2024; Wang and Li, 2024)
or to retain world knowledge in multi-task learn-
ing (Dou et al., 2024). However, these methods
still struggle with catastrophic forgetting during
continual fine-tuning. Our method, based on the
MoE concept, sequentially assembles experts in
continual fine-tuning, eliminating the need for an
additional router and introducing a distributed rout-
ing mechanism called sequential routing.

7 Conclusion

In this work, we propose the Sequential Ensemble
of Experts (SEE), which is specifically designed to
adapt to continuous fine-tuning. SEE resolves the
separation between the router’s decision-making
and the experts’ execution by integrating routing
and response mechanisms within each expert. It
employs a distributed routing method called se-
quential routing, improving the system’s scalability.
Our experiments demonstrate SEE’s effectiveness
in handling both continual learning tasks and out-
of-distribution instances, paving the way for future
advancements in distributed model ensembling.

Limitations

While SEE demonstrates remarkable performance
in continual fine-tuning, the increasing number of
parameters as the task count grows calls for further
consideration. Additionally, similar to rehearsal-
based approaches, the volume of rehearsal data also
expands proportionally with the number of tasks.
These challenges are not unique to SEE and have
been acknowledged by other methods, underscor-

ing the necessity for continued advancements in
this area. Finally, this work does not consider large
reasoning models (OpenAI; Guo et al., 2025; Yan
et al., 2025), which exhibit distinct behaviors that
contribute to improved performance.
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A Details of the Selected 10 SuperNI
Tasks

Table 8 provides an overview of the 10 SuperNI
tasks selected for our primary experiments. To sim-
plify the discussion, we use abbreviations to refer
to these tasks throughout the paper. The SuperNI
dataset can be accessed at https://github.com/
allenai/natural-instructions for further ref-
erence.

B More Details of Experiments on 5
SuperNI Tasks

We assess the performance of various methods
across 5 SuperNI tasks, each with different con-
tinuous fine-tuning sequences. Table 5 outlines
the 3 specific continual learning orders for the five
SuperNI tasks used in our experiments.

Order Task Sequence

1 QA → QG → SA → Sum. → Trans.
2 Trans. → SA → QA → Sum. → QG
3 Sum. → QG → Trans. → QA → SA

Table 5: Continual learning orders on 5 SuperNI tasks.

C Results of the Latest Models

To demonstrate the efficiency of our method on
the latest models, we present the AR scores of the
Qwen2.5-7B, Mistral-7B-v0.3, and Llama3.1-8B
models. We evaluate them in both 5-task and 10-
task settings, with the results shown in Table 6 and
Table 7.

7429

http://arxiv.org/abs/2404.16789
http://arxiv.org/abs/2404.16789
http://arxiv.org/abs/2404.16789
https://github.com/tatsu-lab/stanford_alpaca
https://github.com/tatsu-lab/stanford_alpaca
http://arxiv.org/abs/2302.13971
http://arxiv.org/abs/2302.13971
https://doi.org/10.18653/v1/2024.emnlp-main.149
https://doi.org/10.18653/v1/2024.emnlp-main.149
https://doi.org/10.18653/v1/2024.emnlp-main.149
https://doi.org/10.18653/v1/2022.emnlp-main.340
https://doi.org/10.18653/v1/2022.emnlp-main.340
http://arxiv.org/abs/2402.01364
http://arxiv.org/abs/2402.01364
http://arxiv.org/abs/2402.01364
https://doi.org/10.48550/arXiv.1805.12369
https://doi.org/10.48550/arXiv.1805.12369
http://arxiv.org/abs/2504.14945
https://doi.org/10.48550/arXiv.2402.11260
https://doi.org/10.48550/arXiv.2402.11260
https://doi.org/10.18653/v1/2022.findings-emnlp.30
https://doi.org/10.18653/v1/2022.findings-emnlp.30
https://doi.org/10.18653/v1/2022.findings-emnlp.30
https://doi.org/10.18653/v1/2023.findings-emnlp.633
https://doi.org/10.18653/v1/2023.findings-emnlp.633
http://arxiv.org/abs/2401.09670
http://arxiv.org/abs/2401.09670
https://github.com/allenai/natural-instructions
https://github.com/allenai/natural-instructions


Methods Llama3.1-8B Mistral-7B-v0.3 Qwen2.5-7B
Base Instruct Base Instruct Base Instruct

AvgSTL 51.64 52.19 52.38 51.96 51.37 51.43
MTL 51.67 51.92 51.77 52.33 51.38 51.38
SEE(1%) 51.97 52.05 51.48 51.76 51.19 51.65
SEE(10%) 52.14 52.30 51.74 52.31 51.36 51.80

Table 6: AR results of the latest models on five SuperNI tasks in the default order.

Methods Llama3.1-8B Mistral-7B-v0.3 Qwen2.5-7B
Base Instruct Base Instruct Base Instruct

AvgSTL 65.43 65.49 65.77 65.74 64.34 64.67
MTL 65.84 65.54 65.43 65.06 64.62 64.77
SEE(1%) 65.36 65.59 65.80 65.85 64.68 64.94
SEE(10%) 65.68 65.55 65.76 65.86 64.85 64.80

Table 7: AR results of the latest models on ten SuperNI tasks.

D Impact of τ on SEE

We conduct a comprehensive evaluation of the in-
fluence of various values of τ on the performance
of our SEE framework across 10 distinct SuperNI
tasks. The detailed routing F1-scores for each
model on every task are presented in Figure 7, offer-
ing a thorough analysis of the model’s performance
under different configurations.
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Figure 7: Details of the F1-score for each task on 10
SuperNI tasks.

E Extra Overhead Analysis

Although the increase in the number of tasks intro-
duces additional computational overhead, this extra
cost is still affordable. To demonstrate this, we cal-
culate the additional latency of the SEE framework
compared to LLMs. The latency of LLMs is given
by:

Latency0 = TTFT + TPOT ×N

where:

• TTFT is the Time to First Token (the initial
prefix latency),

• TPOT is the Time Per Output Token (the
average time per output token),

• N is the number of output tokens.

In the SEE framework, extra latency is intro-
duced due to multiple prefixing operations. Sup-
pose we have M experts, labeled as 1, 2, . . . , M.
Assuming the probability of a query hitting any ex-
pert or being out-of-distribution (OOD) is uniform,
we define X as the random variable representing
the query routing results.

X 1 2 . . . M Exception
P 1

M+1
1

M+1 . . . 1
M+1

1
M+1

To route to Experti, i prefixing operations are
required. Additionally, exceptions may occur in
each expert, which causes the expected number of
routing steps to be (1 +M)/2. Therefore, the ex-
pected number of routing steps for the SEE frame-
work can be calculated as:

E[X] =
M∑

i=1

1

M + 1
× i+

1

M + 1
× 1 +M

2
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Simplifying this, we get:

E[X] =
M

2
+

1

2
=

M + 1

2

Thus, the latency for the SEE framework is:

Latency1 = TTFT × M + 1

2
+ TPOT ×N

Now, we can calculate the extra overhead as:

ExtraOverhead =
Latency1 − Latency0

Latency0

Substituting the expressions for Latency1 and
Latency0, we get:

ExtraOverhead =
TTFT × M−1

2

TTFT + TPOT ×N

This simplifies to:

ExtraOverhead =
1

2
× 1

1 + N
M−1 × TPOT

TTFT

As shown in (Zhong et al., 2024), when serv-
ing an LLM with 13B parameters under a syn-
thetic workload with input length = 512 and output
length N = 64 on an NVIDIA 80GB A100, the ratio
TPOT/TTFT approximates 1/10. Assuming we
have M = 10 experts, the extra overhead is:

ExtraOverhead =
1

2
× 1

1 + 64
10−1 × 1

10

= 0.29

Even with a long input prefix and a short re-
sponse, this results in only 0.29 additional latency
compared to traditional LLMs.

When the output length increases, this latency
can be reduced to a very low level. For example,
when the output length is equal to the input length
(e.g., 512 tokens), the ratio of TPOT/TTFT ex-
ceeds 1/10, and the additional overhead is:

ExtraOverhead <
1

2
× 1

1 + 512
10−1 × 1

10

= 0.075
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Abbr. Category Name NLU task

QA Question Answering task024_cosmosqa_answer_generation -
QG Question Generation task074_squad1.1_question_generation -
SA Sentiment Analysis task1312_amazonreview_polarity_classification +
Sum. Summarization task511_reddit_tifu_long_text_summarization -
Trans. Translation task1219_ted_translation_en_es -
DSG Dialogue Sentence Generation task574_air_dialogue_sentence_generation -
Expl. Explanation task192_hotpotqa_sentence_generation -
Para. Paraphrasing task177_para-nmt_paraphrasing -
POS POS Tagging task346_hybridqa_classification +
PE Program Execution task064_all_elements_except_first_i -

Table 8: Details of the selected 10 SuperNI tasks.
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