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Abstract

Causal discovery is an imperative foundation
for decision-making across domains, such as
smart health, AI for drug discovery and AIOps.
Traditional statistical causal discovery methods,
while well-established, predominantly rely on
observational data and often overlook the se-
mantic cues inherent in cause-and-effect rela-
tionships. The advent of Large Language Mod-
els (LLMs) has ushered in an affordable way
of leveraging the semantic cues for knowledge-
driven causal discovery, but the development
of LLMs for causal discovery lags behind other
areas, particularly in the exploration of multi-
modal data. To bridge the gap, we introduce
MATMCD, a multi-agent system powered by
tool-augmented LLMs. MATMCD has two key
agents: a Data Augmentation agent that re-
trieves and processes modality-augmented data,
and a Causal Constraint agent that integrates
multi-modal data for knowledge-driven reason-
ing. The proposed design of the inner-workings
ensures successful cooperation of the agents.
Our empirical study across seven datasets sug-
gests the significant potential of multi-modality
enhanced causal discovery.1

1 Introduction

Identifying cause-and-effect relationships in com-
plex systems is crucial for a variety of applications,
including neuralgia diagnosis in medicine (Tu et al.,
2019), protein pathway analysis in computational
biology (Sachs et al., 2005), and root cause locating
in microservice architectures (Wang et al., 2023a).
These causal insights significantly benefit emerging
fields such as smart health, AI-driven drug discov-
ery, and AIOps. The process of discovering such
relationships from observational data, known as
causal discovery (Yu et al., 2025), typically gen-
erates a Directed Acyclic Graph (DAG). In this

*Corresponding authors.
1The code of MATMCD is available at https://github.

com/D2I-Group/matmcd.
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Figure 1: An illustration of the general process of LLM
based causal discovery: (a) a causal graph is estimated
by an SCD algorithm; (b) a prompt is generated w.r.t.
the graph; (c) LLMs reason about the causal structures;
(d) the graph is refined based on the LLM response.

graph, edges represent the existence and direction
of causal relationships between variables, as illus-
trated in Fig. 1(a). This DAG not only governs
the data generation process but also enhances the
understanding of inter-variable influences, serving
as the foundation for many downstream decision-
making tasks (Nguyen et al., 2023). As such, con-
structing accurate causal graphs is essential to the
reliability of subsequent analyses.

Conventional methods primarily rely on data-
driven statistical causal discovery (SCD), which
can be categorized as non-parametric (Spirtes and
Glymour, 1991; Silander and Myllymäki, 2006;
Huang et al., 2018; Xie et al., 2020) and semi-
parametric (Shimizu et al., 2006, 2011; Zheng et al.,
2018; Tu et al., 2022). These methods estimate
causal relationships by analyzing the observational
data of variables, but they overlook the semantic
and contextual cues of the variables, resulting in
suboptimal outcomes (Takayama et al., 2024).

Commonsense and domain knowledge are in-
valuable for identifying cause-and-effect relation-
ships among semantically meaningful variables. In
light of this, growing research attention has been
drawn to elicit such information for causal discov-
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ery. Large Language Models (LLMs), as praised by
its astonishing reasoning ability drawing on exten-
sive knowledge acquired from large-scale training
(Brown et al., 2020; Achiam et al., 2023), now
become a promising and cost-effective source of
expert knowledge to aid causal discovery. For ex-
ample, by merely prompting with variable names
and some contextual cues, LLMs have been shown
to infer meaningful causal relationships (Ban et al.,
2023; Jiralerspong et al., 2024). More recently, hy-
brid approaches were introduced to combine LLMs
with data-driven SCD algorithms, achieving en-
hanced accuracy in causal discovery (Takayama
et al., 2024; Khatibi et al., 2024). However, most
existing methods have yet to fully harness the po-
tential of modern LLMs, particularly the agent sys-
tems built upon tool-augmented LLMs.

An LLM agent is typically equipped with mem-
ory, reasoning, planning, and access to external
tools such as calculators, search engines, and code
compilers, rendering it superior in problem-solving
compared to vanilla LLMs (Yao et al., 2022). As
a single-agent system may be hallucination-prone
even with self-reflection (Li et al., 2023; Shinn
et al., 2024), multi-agent systems were introduced,
which rivals more advanced models by combining
multiple weaker agents. Despite the fast progress,
LLM agents for causal discovery remains underex-
plored. The most relevant effort to date introduced
a multi-agent system with debating LLMs for syn-
ergistic causal discovery (Le et al., 2024). However,
this approach has never explored the potential of
multi-modality in data – a feature that agent sys-
tems are well-equipped to handle.

As Fig. 1 shows, hybrid methods for causal dis-
covery typically prompt LLMs with the prior causal
graph produced by some SCD algorithm, appended
by some meta-data (e.g., variable names, dataset
titles) as contexts. However, these inputs may fall
short in fully activating the reasoning ability of
LLMs. Inspired by the observation that abundant
semantic data from external sources, such as webs
and logs, can serve as an additional modality to the
observational data (e.g., time series) for improving
prompts, we propose a Multi-Agent system with
Tool-augmented LLMs for exploring Multi-modal
data enhanced Causal Discovery (MATMCD).

Specifically, MATMCD is designed as a frame-
work for refining causal graphs generated by SCD
algorithms, involving two key agents: (1) a Data
Augmentation Agent (DA-AGENT, §3.2), and (2)
a Causal Constraint Agent (CC-AGENT, §3.3).

Given a causal graph output by some SCD algo-
rithm, DA-AGENT integrates meta-data (i.e., vari-
able names and dataset titles) and calls tools such
as web search APIs or offline log lookup APIs for
iterative, reflection-based retrieval of augmented
(textual) data, which is summarized as a compact
cue in a different modality from the graphs. Upon
receiving the augmented data, CC-AGENT com-
bines it with the topological structure of the prior
causal graph to infer the causal relationships among
variables. Both agents comprise multiple coopera-
tive LLMs with well-crafted mechanisms to handle
sub-tasks such as tool-calling, memorizing, rea-
soning, and summarization. Retrieval Augmented
Generation (RAG) (Lewis et al., 2020) components
are used where efficient memory is essential. In our
experiments, we compared MATMCD with state-of-
the-art (SOTA) baseline methods across five bench-
mark datasets and two public AIOps datasets of
microservice systems. The results demonstrate sub-
stantial improvements in causal discovery by incor-
porating multi-modal data. The main contributions
of this work are summarized as follows:
• We propose to explore the problem of multi-

modal data enhanced causal discovery via LLM
agents, which is significant yet less studied.

• We introduce MATMCD, a novel framework of
multi-agent, as a testbed for assessing the effec-
tiveness of multi-modal data in causal discovery.

• We perform extensive experiments on a variety of
datasets, where MATMCD reduces causal discov-
ery errors (NHD) by up to 66.7% and improves
root cause locating (MAP@10) by up to 83.3%
over the best baselines, suggesting the potential
of multi-modal data in causal discovery.

2 Related Work

Causal Discovery Methods are mostly conven-
tional data-driven SCD algorithms, including non-
parametric methods (Spirtes and Glymour, 1991;
Chickering, 2002; Silander and Myllymäki, 2006;
Huang et al., 2018; Xie et al., 2020) and semi-
parametric methods (Shimizu et al., 2006; Hoyer
et al., 2008; Shimizu et al., 2011; Zheng et al.,
2018; Rolland et al., 2022; Tu et al., 2022). These
methods rely on observational data as input but
cannot leverage the semantics of variables. Re-
cently, knowledge-driven methods have been found
promising for causal discovery. Some early efforts
use LLMs by simply prompting variable names
and dataset titles (Kıcıman et al., 2023; Zečević
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et al., 2023; Chen et al., 2024a; Jiralerspong et al.,
2024). Then hybrid approaches that integrate SCD
algorithms with LLMs were introduced (Ban et al.,
2023; Vashishtha et al., 2023; Khatibi et al., 2024;
Takayama et al., 2024) and found to be more effec-
tive than pure LLM-based methods. More recently,
a multi-agent system-based approach was proposed
(Le et al., 2024) to explore the impacts of debat-
ing LLMs. However, none of these methods has
explored the potential of multi-modal data in the
LLM-based causal discovery process.

LLM Agents are typically equipped with plan,
memory and tools. Planning can use techniques
such as CoT (Wei et al., 2022), ReAct (Yao et al.,
2022), and Reflexion (Shinn et al., 2024). Tools
endow agents with the ability to interact with envi-
ronments. MRKL (Karpas et al., 2022), Toolformer
(Schick et al., 2024), Function Calling (OpenAI,
2024), and HuggingGPT (Shen et al., 2024) exem-
plify paradigms that integrate tools for problem-
solving. For complex tasks, multi-agent systems
are promising. The primary categories of multi-
agent systems include cooperative agents (Qian
et al., 2023; Chen et al., 2024b), competitive agents
(Zhao et al., 2023) and debating agents (Li et al.,
2023; Liang et al., 2023; Xiong et al., 2023). In this
work, we investigate a cooperative multi-agent sys-
tem where the agents are coordinated to enhance a
solution towards a shared goal.

3 Methodology

Fig. 2 is an overview of the proposed MATMCD

system, which has four key components: (1) Causal
Graph Estimator (§3.1); (2) Data Augmentation
Agent (DA-AGENT, §3.2); (3) Causal Constraint
Agent (CC-AGENT, §3.3); and (4) Causal Graph
Refiner (§3.4). Next, we will first introduce some
notations and then elaborate on each of the compo-
nents in an order subject to the flow of data.

Notations. Suppose there is a set of n variables
V = {v1, ..., vn} (e.g., 4 variables in Fig. 1(a)),
each variable vi is associated with a set of observed
data samples vi = {vi1, ..., vim} where m is the
number of samples. The observational data could
be random samples or a length-m time series emit-
ted by each variable, depending on the application.
In many cases, meta-data is available. In this work,
we assume a minimal set of meta-data D = {s,Z}
where s is a descriptive title of the dataset (e.g.,
“AutoMPG” in Fig. 1(a)) and Z = {z1, ..., zn} in-
cludes the descriptive name zi of each variable vi

in V (e.g., “Acceleration” in Fig. 1(a)).

The Task. Based on {v1, ...,vn} and D, we want
to construct a DAG, G = (V, E), where each vari-
able vi in V is a node in the graph, and E ⊆ V × V
is the set of directed edges with (vi, vj) ∈ E signi-
fying a causal relationship from vi to vj . The goal
of this work is to infer accurate causal relationships
in E among the set of n variables in V .

3.1 Causal Graph Estimator

Similar to the hybrid approaches (Takayama et al.,
2024; Khatibi et al., 2024), Causal Graph Estimator
serves as an initializer of causal graph and is built
upon data-driven SCD algorithms, with the aim of
estimating an initial causal graph G0 = (V, E0)
purely from the observational data {v1, ..., vn}
without accessing any other information. Here V is
not subscript as it will be kept intact throughout the
proposed framework and our focus is on the alter-
ation of the causal relationships in E for accurate
causal discovery.

Our framework is flexible to the choice of SCD
algorithms. In this work, we investigate the feasi-
bility of employing three widely used algorithms,
each of which is a representative of a category:
(1) Constraint-based method – Peter-Clark (PC)
algorithm (Spirtes and Glymour, 1991) which is
non-parametric; (2) Score-based method – Exact
Search (ES) algorithm (Yuan and Malone, 2013)
which is non-parametric; and (3) Constrained func-
tional causal models – DirectLiNGAM (Shimizu
et al., 2011) which is semi-parametric. We leave
the exploration of other SCD algorithms in our fu-
ture work as it is out of the scope of this work.
Inspired by the recent LLM prompting techniques
for graphs (Wang et al., 2024), the output edges E0
of the SCD algorithm will be embedded as an ad-
jacency list in the prompt generated by the prompt
builder module of the CC-AGENT (§3.3) in Fig. 2,
which will also integrate the semantics-rich data
modality retrieved by the DA-AGENT (§3.2).

3.2 Data Augmentation Agent (DA-AGENT)

The goal of DA-AGENT is to retrieve semantics-
rich contextual data pertinent to the initial causal
graph G0, such as web documents and log files
about the variables, as an additional modality to ob-
servational data for prompting CC-AGENT (§3.3).
As illustrated in Fig. 2(b), DA-AGENT comprises a
Search LLM and a Summary LLM.

Search LLM. The Search LLM has access to a
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Figure 2: An illustration of the MATMCD framework: (a) an overview of the framework, (b) the inner working of
DA-AGENT, and (c) the inner working of CC-AGENT.

set of tools for data search. In this work, we focus
on a web search API as a general tool for retriev-
ing contextual data from external sources, and a
log lookup API for applications where a domain-
specific database is available such as the process
logs in root cause analysis for microservice systems
in AIOps (Zheng et al., 2024a). The DA-AGENT is
flexible to the toolkit and is extensible for a wide
scenarios by including other application-specific
tools such as Wikipedia API and code lookup API,
which we leave for future exploration.

As shown in Fig. 2, upon receiving the meta-data
D = {s,Z} about the causal graph, the Search
LLM first checks its calling history memory to de-
cide whether to initiate a new tool call. If a new
call is needed, the Search LLM invokes a search
tool API to retrieve additional data using a prompt
that includes the dataset title s and variable names
z1, ..., zn. This search action is then recorded in the
memory for future reference. Since our focus is on
search tools and the search action involves gener-
ating a query, the generated query is added to the
memory. In subsequent iterations, all previously
recorded queries are examined to prevent redundant
queries. This process continues iteratively until the
Search LLM determines that no further tool calls
are necessary, terminating the loop.

To enable this iterative search, the prompt is de-
signed based on self-reflection techniques (Shinn
et al., 2024; Madaan et al., 2024), where the LLM
assesses whether additional queries are needed
based on the comprehensiveness of the histori-
cal queries. The loop terminates when the LLM
concludes with a “No query needed” response.
Compared to single-round searches, this iterative
process proves crucial for retrieving relevant and
comprehensive data, especially in domains where
variable-specific information is challenging to lo-

Search 
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Top-K Data
(e.g., html)

Data 
Formatter

Web-Summary LLM Formatted Data

Web Search Tool
Lookup

Keyword
Logs Raw Data

(e.g., logs)

Log 
Formatter

Log-Summary LLM

Log Lookup Tool(a) (b)

Figure 3: The search tool preparation in DA-AGENT for
(a) web search tool, and (b) log lookup tool.

cate (e.g., medicine). However, for lookup APIs,
iteration is unnecessary. Thus, the retrieved data
through these tools constitutes an additional textual
modality for the causal graph. The prompt used for
the Search LLM is provided in Appendix C.1.

Tool Preparation. Fig. 3 illustrates our prepara-
tion of the Web Search tool and the Log Lookup
tool. In the former, we employ Google search API
where the query is generated by the Search LLM
as aforementioned. The retrieved top webpages
will be de-formatted (e.g., removing HTML tags)
by a data formatter and the resultant plain docs
will be stored in a memory. Then a Web-Summary
LLM is employed to summarize the docs into a
concise description. In contrast, the Log Lookup
tool uses exact lookup, i.e., with a variable name as
the keyword, its corresponding log can be retrieved
directly. Thus the memory can be removed and the
retrieved log, which still needs de-formatting (e.g.,
removing log templates) and could be lengthy, will
be summarized by a Log-Summary LLM.

Summary LLM. The data retrieved by the Search
LLM is iteratively added to the Retrieved Data
Memory, as shown in Fig. 2(b). Upon loop ter-
mination, a Summary LLM summarizes the re-
trieved data into three types of cues: (1) descrip-
tion of the dataset; (2) description of each vari-
able in the graph; and (3) relationships between
the variables. Since the size of the retrieved data
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from iterative searches may exceed the LLM’s con-
text window, we adopt an efficient summarization
approach using RAG (Lewis et al., 2020). The
retrieved data is divided into indexed document
chunks, implemented with LlamaIndex (Liu, 2022)
using text-embedding-ada-002 for chunk index-
ing and Maximum Inner Product Search (MIPS)
for retrieving relevant chunks. An example sum-
mary is provided in Appendix D.1. The resulting
summary serves as contextual data for the initial
causal graph G0 to prompt CC-AGENT.
Remark. Since there is a risk of retrieving web
content that may leak ground truth causal graphs
for certain datasets, we conducted thorough screen-
ing in our RAG implementation of the Retrieved
Data Memory to prevent such information leaks.

3.3 Causal Constraint Agent (CC-AGENT)
In addition to the external knowledge, our method
leverages the factual knowledge stored in LLMs,
acquired during pre-training. To achieve this, CC-
AGENT is designed based on the Two-Stage Prompt-
ing framework of zero-shot Chain-of-Thought (ZS-
COT) (Kojima et al., 2022). First, a prompt builder
integrates G0, represented as an adjacency list,
with contextual data from DA-AGENT to prompt a
Knowledge LLM. The Knowledge LLM is tasked
with explaining each (non-)existing causal relation-
ship in the initial causal graph G0 based on the
contextual data and its own knowledge. These ex-
planations, which could either support or refute
the causal relationships, are used to prompt a Con-
straint LLM in the second stage to draw a con-
clusion on the existence of each relationship (i.e.,
“Yes”/“No”). To address potential uncertainty in
the conclusions, we adopt the Top-K-Guess tech-
nique (Tian et al., 2023) to elicit verbal confi-
dence. This approach, found to be more reliable
than sampling-based likelihood estimation (Xiong
et al., 2024), quantitatively evaluates the likelihood
of each causal relationship. Among the Top-K
guesses, the most confident one is selected as the
final conclusion for each causal relationship.

3.4 Causal Graph Refiner
To ensure the final causal graph G is acyclic,
the edge set E0 is not directly modified based on
the (non-)existence constraints from CC-AGENT.
Instead, the SCD algorithm used in the Causal
Graph Estimator (§3.1) is rerun with these con-
straints imposed to generate a new causal graph
G. Specifically, upon receiving the (non-)existence

constraints, a constraint matrix C ∈ Rn×n is con-
structed, where Cij = 1 if CC-AGENT indicates a
causal effect from vi to vj , and Cij = 0 otherwise.

The most representative SCD algorithms, includ-
ing PC, ES, and DirectLiNGAM, are designed to
incorporate such a constraint matrix C as input
alongside observational data {v1, . . . ,vn}. This
ensures that the generated causal graph complies
with the constraints in C to varying extents, en-
abling the production of a refined causal graph G
that is both consistent with the imposed constraints
and a directed acyclic graph (DAG).

Remark. Compared to the existing approaches
that utilize LLMs for causal discovery (Takayama
et al., 2024; Khatibi et al., 2024), the key novelty
of the proposed MATMCD lies in its exploration of
DA-AGENT for multi-modal data enhanced causal
discovery. An algorithmic summary of the pro-
posed workflow is provided in Appendix A.

4 Experiments

In this section, we first compare MATMCD with
SOTA methods on benchmark datasets. Then we
evaluate MATMCD for a root cause analysis task on
real-life enterprise microservice system datasets.

4.1 Experimental Setup

Benchmark Datasets. To be comprehensive, we
use 5 benchmark datasets covering both continuous
variables and discrete variables. For the former, fol-
lowing (Takayama et al., 2024; Le et al., 2024), we
adopt (1) AutoMPG (Quinlan, 1993), which has five
variables concerning city-cycle fuel consumption
in miles per gallon, each variable has a length-392
time series; (2) DWDClimate (Mooij et al., 2016),
which has six variables pertinent to observations
from weather stations in Deutscher Wetterdienst,
each variable has a length-350 time series; and
(3) SachsProtein (Sachs et al., 2005), which has
eleven variables measuring the expression level
of different proteins and phospholipids in human
cells, each variable has a length-7,466 time series.
For the latter, following (Long et al., 2023; Jiraler-
spong et al., 2024), we adopt (4) Asia (Lauritzen
and Spiegelhalter, 1988), which has eight variables
relevant to lung disease diagnosis, each variable has
1,000 discrete samples; and (5) Child (Spiegelhal-
ter, 1992), which has twenty variables regarding
congenital heart disease in newborn babies, each
variable has 1,000 discrete samples.

In AutoMPG, DWDClimate, and SachsProtein,
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Method AutoMPG DWDClimate SachsProtein

Prc ↑ F1 ↑ FPR ↓ SHD ↓ NHD ↓ Prc ↑ F1 ↑ FPR ↓ SHD ↓ NHD ↓ Prc ↑ F1 ↑ FPR ↓ SHD ↓ NHD ↓

PC 0.11 0.14 0.40 8 0.32 0.14 0.15 0.20 9 0.25 0.38 0.44 0.15 24 0.19
Exact Search 0.25 0.30 0.30 6 0.24 0.45 0.58 0.20 6 0.16 0.18 0.23 0.26 31 0.25
DirectLiNGAM 0.11 0.14 0.40 8 0.32 0.16 0.22 0.33 10 0.27 0.27 0.36 0.25 29 0.23

MAC* - - - 4 0.16 - - - 6 0.19 - - - 21 0.19
Efficient-CDLMs 0.66 0.50 0.05 4 0.16 0.33 0.33 0.13 8 0.22 0.33 0.09 0.02 20 0.16
SCD-LLM 0.57 0.66 0.15 3 0.12 0.33 0.22 0.06 7 0.19 0.04 0.05 0.19 29 0.23
ReAct 0.50 0.54 0.15 4 0.16 0.60 0.40 0.06 6 0.16 0.04 0.04 0.20 29 0.23
LLM-KBCI 0.57 0.66 0.15 3 0.12 0.50 0.40 0.06 6 0.16 0.13 0.14 0.19 27 0.22
LLM-KBCI-RA 0.57 0.55 0.15 3 0.12 0.75 0.60 0.03 4 0.11 0.08 0.09 0.20 30 0.24
LLM-KBCI-RE 0.50 0.61 0.20 4 0.16 0.50 0.40 0.06 6 0.16 0.09 0.10 0.18 28 0.23

MATMCD 1.00 0.88 0.00 1 0.04 0.75 0.88 0.03 4 0.11 0.50 0.42 0.06 17 0.14
MATMCD-RE 0.57 0.66 0.15 3 0.12 0.50 0.40 0.06 6 0.16 0.31 0.31 0.12 21 0.17

Table 1: Comparison of different causal discovery methods on datasets with continuous variables. ↑ indicates larger
score is better. ↓ indicates smaller score is better. * indicates numbers are adopted from the papers of the methods.

Method Asia Child

Prc ↑ F1 ↑ FPR ↓ SHD ↓ NHD ↓ Prc ↑ F1 ↑ FPR ↓ SHD ↓ NHD ↓

PC 0.50 0.50 0.07 6 0.09 0.30 0.34 0.06 24 0.06
Exact Search 0.50 0.42 0.05 6 0.09 0.35 0.28 0.02 19 0.04
DirectLiNGAM 0.28 0.36 0.17 11 0.17 0.29 0.36 0.07 33 0.08

Efficient-CDLMs 0.57 0.53 0.05 7 0.10 0.21 0.20 0.048 37 0.09
SCD-LLM 0.60 0.40 0.03 5 0.07 0.56 0.54 0.02 19 0.04
ReAct 0.40 0.30 0.05 6 0.09 0.56 0.54 0.02 19 0.04
LLM-KBCI 0.42 0.40 0.07 6 0.09 0.48 0.50 0.03 20 0.05
LLM-KBCI-RA 0.33 0.28 0.07 7 0.10 0.44 0.46 0.04 21 0.05
LLM-KBCI-RE 0.28 0.26 0.08 7 0.10 0.40 0.42 0.04 22 0.05

MATMCD 0.50 0.42 0.05 6 0.09 0.48 0.50 0.03 20 0.05
MATMCD-RE 0.66 0.57 0.03 4 0.06 0.56 0.54 0.02 19 0.04

Table 2: Comparison of different causal discovery methods on datasets with discrete variables.

ground truth causal graphs constructed by experts
are available for evaluation purpose. For Asia and
Child, since the observational data of the variables
are sampled from a Bayesian network, the prior
conditional probabilities among the variables estab-
lish the ground truth causal graphs.

Baselines. We compare MATMCD with the most
relevant SOTA methods on causal discovery, in-
cluding (1) statistical causal discovery: Peter-Clark
(PC) algorithm (Spirtes and Glymour, 1991), Exact
Search (ES) algorithm (Yuan and Malone, 2013),
and DirectLiNGAM (Shimizu et al., 2011); (2)
LLM-based causal discovery that only uses LLMs
to infer causal relationships: Efficient-CDLMs (Ji-
ralerspong et al., 2024), which employs a BFS-
based LLM prompting for efficient causal graph
construction, and MAC (Le et al., 2024), which
uses Debating LLMs for building a multi-agent
system; and (3) Hybrid approaches that refine an
SCD causal graph by LLMs: SCD-LLM, which
uses a single LLM upon the SCD output, ReAct

(Yao et al., 2022), which interleaves reasoning and
search tool usage when refining SCD graphs, LLM-
KBCI (Takayama et al., 2024), which uses ZSCOT
two-stage prompting for refining causal graphs.

Moreover, we apply ReAct framework for LLM-
KBCI to enable alternate reasoning and tool usage
and name this baseline as LLM-KBCI-RA. We also
introduce Top-K Guess reasoning (Tian et al., 2023)
(with K=2) for verbal calibration on LLM-KBCI
and name this variant as LLM-KBCI-RE.

For our method, we consider two major variants.
The first asks for a single answer from the CC-
AGENT (§3.3), i.e., K=1 in the Top-K Guess rea-
soning, named as MATMCD. The second uses K=2
in the Top-K Guess reasoning, which we name as
MATMCD-RE. Additionally, we perform extensive
ablation analysis on other variants of MATMCD in
Table 3 to evaluate its design choices.

Implementation. By default, we use GPT-4o mini
with temperature 0.5 as the base LLM for all LLM-
based and Hybrid methods, as it was found very
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Method AutoMPG DWDClimate SachsProtein

Prc ↑ F1 ↑ FPR ↓ SHD ↓ NHD ↓ Prc ↑ F1 ↑ FPR ↓ SHD ↓ NHD ↓ Prc ↑ F1 ↑ FPR ↓ SHD ↓ NHD ↓

MATMCD 1.00 0.88 0.00 1 0.04 0.75 0.88 0.03 4 0.11 0.50 0.42 0.06 17 0.14

(a) Iter.→Single search 0.66 0.72 0.10 2 0.08 0.66 0.44 0.03 5 0.13 0.38 0.22 0.04 17 0.14
(b) w/o Knowledge LLM 0.50 0.61 0.20 4 0.16 0.66 0.66 0.06 4 0.11 0.19 0.20 0.16 26 0.21
(c) PC→ES 0.33 0.42 0.30 6 0.24 0.50 0.50 0.10 5 0.13 0.26 0.28 0.16 25 0.20
(c) PC→DirectLiNGAM 0.16 0.18 0.25 6 0.24 0.16 0.22 0.23 9 0.25 0.19 0.22 0.20 27 0.22
(d) LLM→GPT4 0.57 0.66 0.15 3 0.12 0.60 0.54 0.06 5 0.13 0.58 0.45 0.04 15 0.12
(d) LLM→Llama3.1-8B 0.37 0.46 0.25 5 0.20 0.33 0.22 0.06 7 0.19 0.16 0.18 0.20 29 0.23
(d) LLM→Llama3.1-70B 0.50 0.54 0.15 4 0.16 0.40 0.36 0.10 7 0.19 0.26 0.26 0.13 24 0.19
(d) LLM→Gemma2-9B 0.37 0.46 0.25 5 0.20 0.16 0.16 0.16 8 0.22 0.16 0.18 0.20 29 0.23
(d) LLM→Ministral-7B 0.60 0.60 0.10 4 0.16 0.33 0.33 0.13 7 0.19 0.21 0.18 0.10 25 0.20

Table 3: Ablation analysis of the proposed MATMCD method on benchmark datasets.

performant by the existing works (Le et al., 2024).
For all Hybrid approaches, PC is used as the base
SCD algorithm. Also, we evaluate our MATMCD

by switching the LLM with GPT-4, Llama-3.1-
8B, Llama-3.1-70B, Mistral-7B and Gemma2-9B,
and switching the SCD algorithm with ES and Di-
rectLiNGAM in our ablation analysis. All SCD
algorithms were implemented with causal-learn
(Zheng et al., 2024b). ReAct and RAG frameworks
were implemented with LlamaIndex (Liu, 2022).
For all baselines, we used their official code when
available. Since MAC’s code is unavailable, we
report its results from the original paper, which
are only available on AutoMPG, DWDClimate, and
SachsProtein datasets.

Evaluation Metrics. Following (Kıcıman et al.,
2023; Takayama et al., 2024; Khatibi et al., 2024;
Le et al., 2024), we employ the widely used met-
rics including precision (Prc), F1-score (F1), FPR,
structural Hamming distance (SHD), and normal-
ized Hamming distance (NHD) for gauging the
difference between the predicted causal graphs and
the ground truth graphs. Prc and F1 measure the
accuracy, thus a larger value is better. FPR, SHD,
and NHD measure the errors/differences, hence a
smaller value is better.

4.2 Experimental Results

Causal Discovery. Table 1 and 2 summarize the
results on the benchmark datasets. From the tables,
we have several observations: (1) Methods involv-
ing LLMs generally outperform SCD algorithms
in most cases except for SachsProtein and Asia
datasets which pertain to biomedicine. It demon-
strates the great potential of LLMs’ commonsense
knowledge acquired by pre-training for the task
of causal discovery, but meanwhile draws to our
attention on their short of domain-specific knowl-

edge. (2) Hybrid approaches outperform LLM-
based baselines in most cases, indicating using
SCD outputs as a prior for LLMs to reference has
the benefits of complementing their causal effects
related knowledge. (3) Baseline methods that can
leverage tools for retrieving external data, i.e., Re-
Act and LLM-KBCI-RA, sometimes outperform
their counterparts, suggesting the potential of the
augmented knowledge, but calling for a better way
of retrieving and using external data. (4) The pro-
posed MATMCD(-RE) achieved the best overall
performance considering no baseline methods con-
sistently performs well across all datasets. In par-
ticular, MATMCD(-RE) helps alleviate the hallu-
cination problem of other LLM baselines on the
biomedical SachsProtein and Asia datasets via
data augmentation. The results highlight the chal-
lenge of the existing LLM baselines in inferring
causal effects solely by meta-data (i.e., node names,
data titles) and validate the effectiveness of the pro-
posed design of a multi-agent system for exploring
multi-modality enhanced causal discovery. Finally,
(5) MATMCD-RE outperform MATMCD on the
Bayesian datasets Asia and Child, which could be
a result of the better calibrated likelihoods by Top-
K Guess reasoning for the probabilistic datasets.

Ablation Study. Table 3 presents our ablation anal-
ysis using three datasets. In the table, MATMCD

is our original model. In (a), we aim to study the
usefulness of the iterative search in DA-AGENT.
To this end, we replaced the iterative search with a
single-round search template (Appendix C.3). In
(b), we assess the effectiveness of the Knowledge
LLM in CC-AGENT. This is achieved by removing
it from CC-AGENT, which is equivalent to merge
Knowledge LLM and Constraint LLM into a single
LLM (the template is in Appendix C.4). In (c), we
evaluate how MATMCD could generalize to differ-
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(a) True Causal Graph (c) MatMCD
(Added: 0, Missed: 1, Reversed: 0)

(d) MatMCD-RE
(Added: 2, Missed: 0, Reversed: 1)

(b) PC
(Added: 3, Missed: 0, Reversed: 4)

Figure 4: Causal graph visualization for AutoMPG dataset. Red (Blue) arrows indicate edges that are wrongly added
(reversed). Each sub-caption includes the number of wrongly added, missed, and reversed edges for comparison.

2022-06-03T09:30:16.670877 [listener] connection accepted from 
127.0.0.1:42238 #1460 (1 connection now open)

2022-06-03T09:30:16.680256 [conn1460] received client metadata from 
127.0.0.1:42238 conn1460: { driver: { name: "nodejs", version: 
"3.7.3" }, os: { type: "Linux", name: "linux", architecture: "x64", 
version: "4.18.0-193.65.2.el8_2.x86_64" }, platform: "'Node.js 
v12.18.1, LE (legacy)" }

2022-06-03T09:30:16.686487 [conn1460] end connection 127.0.0.1:42238 
(0 connections now open)

Timestamp Event

……

Event log of pod “mongodb”

“This entity serves as the MongoDB database for storing product reviews, 
ratings, and other related data in the Microservice System for Product 
Review. It is likely closely related to the “reviews-v1”, “ratings-v1”, 
“reviews-v2”, and “ratings-v2” entities, as these microservices would 
interact with the MongoDB database for storing and retrieving review and 
rating data. Key events that need to be noticed: Frequent occurrences of 
connectivity changes, indicating the state of the database connection (e.g., 
changes to CONNECTING and READY states), …”

Output of Summary LLM of DA-agent

(a)

(b)

Figure 5: An illustration of (a) log of events,
and (b) its summary provided by DA-AGENT.

Method MAP@5 ↑ MAP@10 ↑ MRR ↑ RK (P) ↓ RK (C) ↓

PC 0.0% 25.0% 0.14 5 13
Efficient-CDLMs 0.0% 0.0% 0.10 10 10
SCD-LLM 0.0% 25.0% 0.14 5 13
ReAct 0.0% 25.0% 0.14 5 12
LLM-KBCI 10.0% 30.0% 0.16 4 13
LLM-KBCI-RA 0.0% 25.0% 0.14 5 12
LLM-KBCI-RE 10.0 % 30.0% 0.16 4 13

MATMCD 30.0% 55.0% 0.32 2 7
MATMCD-RE 20.0% 55.0% 0.25 3 6

Table 4: Comparison of different causal discovery methods for
the RCA task. RK (P) and RK (C) are the ranks of the root
causes in the Product Review dataset and Cloud Computing dataset
respectively, predicted by different methods.

ent SCD algorithms by switching PC with ES and
DirectLiNGAM. In (d), we assess the impact of
different LLMs on causal discovery.

From Table 3(a), we observe iterative search is
better than single-round search, as the latter may
use biased query and have difficulty in producing
comprehensive augmented data. In Appendix D.1,
we summarized some queries iteratively generated
by DA-AGENT. From Table 3(b), we can see in-
cluding a separate Knowledge LLM for explaining
causal relationships is better than merging it with
Constraint LLM, suggesting their distinct roles in
CC-AGENT. In Table 3(c), using other SCD algo-
rithms than PC generally degrades the performance,
possibly because the constraint-based design of
PC leads to better use of the constraints produced
by LLMs. We also observe that, with MATMCD,
the performance of ES and DirectLiNGAM were
slightly enhanced compared to the counterparts
without MATMCD in Table 1. Intriguingly, Table
3(d) shows the default GPT-4o mini is the most
robust across different datasets, and GPT4 is bet-
ter than the open source LLMs. This is similar
to the findings in (Le et al., 2024), where MAC
with GPT-4o mini performed the best. Compared
to PC in Table 1, all LLM variants in Table 3(d) im-
prove performance, suggesting the effectiveness in

leveraging the LLMs. Moreover, on the biological
dataset SachsProtein, a larger model GPT4 fur-
ther boost the causal discovery performance, likely
due to its better alignment with the specific domain.

Graph Visualization. In Fig. 4, we investigate
how MATMCD(-RE) refines the causal graphs gen-
erated by SCD algorithms by visualizing the true
causal graph of the AutoMPG dataset, along with
the causal graphs produced by PC, MATMCD and
MATMCD-RE. The visualization results on other
datasets are deferred to Appendix §B.3. Compared
to PC, MATMCD(-RE) yields graphs that resemble
the true causality better, with less wrongly added,
missed, and reversed edges, suggesting the advan-
tage of leveraging LLM agents’ ability to impose
multi-modal data empowered knowledge-driven
constraints for screening erroneous edges. In con-
trast, PC alone relies solely on observational data
thus is more error-prone. Moreover, LLM-provided
knowledge offers precise guidance in establishing
causal directions, resulting in fewer reversed edges
on most of the datasets.

4.3 Case Study: Root Cause Analysis (RCA)

Next, we evaluate MATMCD on AIOps datasets col-
lected from Product Review (PR) and Cloud Com-
puting (CC) microservice systems (Zheng et al.,
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2024a). The PR dataset has 216 variables (i.e., sys-
tem pods), each associated with a multivariate time
series containing 6 metrics (e.g., CPU, memory us-
age) of length 131,329. The CC dataset has 168
variables, each with a multivariate time series of 7
metrics and a length of 109,351. In both datasets,
each variable also has a log recording its historical
events. Fig. 5(a) illustrates a log snippet. Through
the log lookup tool (§3.2), these logs can be lever-
aged as an additional data modality by MATMCD

for enhanced causal discovery. Fig. 5(b) demon-
strates that the Summary LLM of DA-AGENT can
effectively interpret and summarize the log data.

Since these datasets provide root causes of sys-
tem failures identified by domain experts, but lack
ground truth causal graphs, we use them to evaluate
the root cause analysis (RCA) performance based
on the causal graphs produced by different meth-
ods. Following (Wang et al., 2023b), if running a
random walk with restart (RWR) on a causal graph
can top-rank the root cause among all variables, it
reflects the quality of the causal graph. Therefore,
we use widely adopted metrics, including Mean Av-
erage Precision@K (MAP@K), with K set to 5 and
10, and Mean Reciprocal Rank (MRR), to assess
the overall ranking performance on both datasets
(Zheng et al., 2024a). More details on MAP@K
and MRR can be found in Appendix B.2.

Following (Wang et al., 2023b), we preprocessed
the datasets by filtering out irrelevant pods using
an Extreme Value Theory-based approach (Siffer
et al., 2017) before applying causal discovery meth-
ods. Table 4 summarizes the results, where we also
report the specific ranking (“RK”) of the ground
truth root causes for each dataset. In Table 4, ES
and DirectLiNGAM are excluded as the focus is
how different LLM-based methods can improve
their base SCD algorithm, i.e., PC, for the down-
stream task. From Table 4, by leveraging the log
modality, MATMCD(-RE) significantly improves
the accuracy of root cause locating on both datasets,
with an 83.3% relative improvement over the best
baseline on MAP@10. This highlights the potential
of integrating prevalent log data in microservice
systems for RCA and AIOps.

5 Conclusion

In this paper, we explored multi-modal data in
causal discovery via devising MATMCD with tool-
augmented LLMs, which has a well-crafted mecha-
nism for integrating textual and observational data.

The experiments not only validate the effectiveness
of our innovative method but also set a groundwork
for delving into multi-modal causal discovery.

6 Limitations

The research of LLM based causal discovery is
an emergent area undergoing active explorations.
This work pioneers the use of tool-augmented LLM
agents, but the proposed method shares similar lim-
itations of most of the existing approaches.

First, the examination of the causal relationships
in a causal graph is pair-based, i.e., each causal
relationship (vi, vj) for 1 ≤ i < j ≤ n needs to be
prompted to an LLM (in our case, CC-AGENT) for
assessing its correctness. This may lead to scalabil-
ity issues on large graphs. This is also reflected in
the sizes of the benchmark datasets widely used in
this area. A promising way to improve the scalabil-
ity of such edge-based QA paradigm is to leverage
the DAG structure of causal graphs and use breadth
first search (BFS) style prompts as introduced in
(Jiralerspong et al., 2024). The proposed MATMCD

is completely compatible with this prompting tech-
nique, thus has the potential to achieve an O(n)
complexity. Second, similar to other hybrid ap-
proaches that combine SCD algorithm and LLM
agents, the proposed MATMCD necessitates a base
SCD algorithm that can effectively incorporates the
constraints produced by LLMs. We observed this
from the better results of using PC compared to
use either ES or DirectLiNGAM in Table 3. This
is worth further study with a comprehensive com-
parison of using more constraint-based SCD algo-
rithms and non-constraint-based variants. Third, as
a knowledge-driven method, meta-data with seman-
tically meaningful variables is needed for retrieving
useful knowledge about causal relationships. For
domains where variables are semantically mean-
ingless or meta-data are private, such methods may
have limited impact.

In addition to the aforementioned common lim-
itations, this work has several specific limitations.
First, this work uses web data and logs as the aug-
mented data modality of focus, more modalities
such as codes, images and audio signals in certain
domains remain further study. Second, tools be-
yond the web search APIs and log lookup APIs in
the proposed DA-AGENT, such as Wikipedia APIs
and code lookup APIs, are worth exploring. The
toolkit in the DA-AGENT has the flexibility and
extensibility to support further research.
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A Algorithm

The algorithm of MATMCD is summarized in Algorithm 1. The notations are consistent with §3.

Algorithm 1: Multi-Agent with Tool-Augmented LLMs for Multi-Modality Enhanced Causal
Discovery (MATMCD)
Input: (1) Observational Data: {v1, ...,vn}, where vi = {vi1, ..., vim} includes m samples for

variable vi; (2) Meta-Data D = {s,Z}, where s is a descriptive title of the dataset and
Z = {z1, ..., zn} includes the descriptive name zi of each variable vi in V; (3) An SCD
algorithm fSCD(·); (4) The number of guesses K in Top-K Guess prompt for eliciting
verbal confidence in Constraint LLM.

Output: Refined causal graph G

/* Causal graph estimator (§3.1) */
1 Initial Causal Graph G0 ← CausalGraphEstimator(fSCD, {v1, ...,vn})
/* DA-agent (§3.2) */

2 Initialize call history memory C ← ∅
3 Initialize retrieved data memoryR ← ∅
4 Query← Search-LLM(s,Z, C) // Generate a search query after checking memory C
5 while Query ̸= “No query needed” do

/* Iterative search */
6 R ← Toolkit(Query) // Add retrieved data to memory R
7 C ← Query // Add search query to memory C
8 Query← Search-LLM(s,Z, C) // Update search query after checking memory C
9 end

10 ContextualData← Summary-LLM(s,Z,R)
/* CC-agent (§3.3) */

11 Initialize constraint matrix C
12 for Each pair of variables (vi, vj) do
13 Explanationi,j ← Knowledge-LLM(G0, vi, vj ,ContextualData)
14 {(Constraintk,Confidencek)}Kk=1 ← Constraint-LLM(Explanationi,j) // Top-K guesses

15 k∗ ← argmaxkConfidencek
16 Ci,j ← Constraintk∗ // Update constraint matrix with Constraintk∗ for (vi, vj)

17 end
/* Causal Graph Refiner (§3.4) */

18 Refined causal graph G← CausalGraphRefiner(fSCD, {v1, ...,vn},C)

B Experimental Details

B.1 Implementation Details
For PC algorithm (Spirtes and Glymour, 1991), Fisher’s Z test was used in its conditional independence
tests. For Exact Search (Yuan and Malone, 2013), its k-cycle heuristic was enabled with k = 2 and its
max parents was limited to 2. For DirectLiNGAM (Shimizu et al., 2011), soft prior knowledge integration
was adopted to circumvent its potential conflicts with LLM generated constraints. For LLMs, we set the
temperature to 0.5 by default. However, certain LLMs (e.g., Llama 3.1, Mistral) may produce outputs
that do not adhere to the prompt requirements. In this case, we attempt tuning the temperature to 0.7
and rerunning multiple times. For Efficient-CDLMs (Jiralerspong et al., 2024), it may produce different
results across multiple runs. Thus we reported its best performance of 10 runs on each dataset.

For the implementation of RAG, LlamaIndex was used with text-embedding-ada-002 for document
chunk indexing. For the web search tool in DA-AGENT, Google search API via Serper2 was adopted. If

2https://serper.dev/
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the returned information is insufficient or incomplete, Tavily3 was employed as a supplement. By consoli-
dating information from multiple sources, we ensure a comprehensive and diverse context, aiding causal
discovery and LLM prompts. For the log lookup tool, template-based logs were used to systematically
record events. Specifically, events were capped by 10 occurrences with random sampling.

B.2 Evaluation Metrics in RCA
To evaluate the performance of RCA, following (Wang et al., 2023b; Zheng et al., 2024a), we use the
following widely-used metrics.
Precision@K (PR@K) measures the probability that the Top-K predicted root cause are true, which is
defined as

PR@K =
1

|A|
∑

a∈A

∑
i<K Ra(i) ∈ Va

min(K, |Va|)

where A is the set of system faults, a is one fault in A, Va is the set of true root causes of fault a, Ra is the
set of predicted root causes of fault a, and Ra(i) is the i-th ranked prediction in Ra.
Mean Average Precision@K (MAP@K) assesses the model performance in the top-K predicted root
causes from the overall perspective, which is defined as following.

MAP@K =
1

K|A|
∑

a∈A

∑

1≤j≤K

PR@j

where a higher value indicates better performance.
Mean Reciprocal Rank (MRR) measures the ranking capability of models. A higher MRR indicates that
the predicted root causes tend to appear earlier in the ranking. MRR is defined as following.

MRR =
1

|A|
∑

a∈A

1

rankRa

where rankRa is the rank of the first correctly predicted root cause of system fault a.

B.3 Additional Graph Visualizations
In this section, we present the visualization results of datasets DWDClimate, SachsProtein, Asia and
Child in Fig. 6, Fig. 7, Fig. 8, and Fig. 9. Each figure includes the true causal graph, the causal graph
predicted by the PC algorithm, the causal graph generated by MATMCD, and the causal graph generated
by MATMCD-RE. In the figures, red arrows indicate edges that were added by error, blue arrows denote
edges that were reversed by error. In each figure, we also included the number of wrongly Added edges,
Missed edges, and Reversed edges for comparison.

Compared to the PC algorithm, MATMCD(-RE) yields causal graphs that resemble the true causal graph
better, with in general less numbers of wrongly Added, Missed, and Reversed edges. This advantage stems
from the LLM agents’ ability to impose multi-modal data empowered knowledge-driven constraints for
screening erroneous edges. In contrast, the PC algorithm only relies on correlations of the observational
data between variables, rendering it more error-prone.

Furthermore, unlike the PC algorithm, which relies on an undirected graph structure to determine
the direction of causal edges, the incorporation of LLM-provided knowledge offers precise guidance in
establishing causal directions. Therefore, the proposed MATMCD(-RE) exhibits fewer reversed edges
on most of the datasets, particularly on the datasets with more accessible multi-modal data (e.g., the
non-biomedical datasets).

3https://tavily.com/
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True Causal Graph
PC

(Added: 3, Missed: 3, Reversed: 2)

MatMCD
(Added: 1, Missed: 3, Reversed: 0)

MatMCD-RE
(Added: 2, Missed: 4, Reversed: 0)

Figure 6: Causal Graph visualization for DWDClimate dataset.

True Causal Graph
PC

(Added: 14, Missed: 8, Reversed: 1)

MatMCD
(Added: 5, Missed: 10, Reversed: 2)

MatMCD-RE
(Added: 8, Missed: 9, Reversed: 5)

Figure 7: Causal Graph visualization for SachsProtein dataset.
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True Causal Graph
PC

(Added: 1, Missed: 4, Reversed: 2)

MatMCD
(Added: 1, Missed: 3, Reversed: 2)

MatMCD-RE
(Added: 0, Missed: 2, Reversed: 2)

Figure 8: Causal Graph visualization for Asia dataset.

True Causal Graph
PC

(Added: 8, Missed: 6, Reversed: 11)

MatMCD
(Added: 4, Missed: 11, Reversed: 6)

MatMCD-RE
(Added: 4, Missed: 12, Reversed: 4)

Figure 9: Causal Graph visualization for Child dataset.
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C Prompt Templates

In this section, we provide the prompt templates for the Search LLM and Summary LLM in DA-AGENT

(§3.2), the Knowledge LLM and Constraint LLM in CC-AGENT (§3.3). Additionally, we include the
prompt template for the single-round search used in the Ablation Analysis in Table 3(a) and the prompt
template for the CC-AGENT without Knowledge LLM used in Ablation Analysis in Table 3(b).

C.1 Data Augmentation Agent (DA-AGENT)

Search LLM

Assume you have no prior knowledge about the <dataset name> dataset and its nodes
<list of node names>. You need to generate queries for others who can search for
information that will help you summarize the dataset and the nodes, and help you
recognize the relationships between the nodes.

Split your query into multiple sub-queries. Ensure each query is specific, clear,
and easy to be used for search. If you have inquired about this topic before, your
previous queries are:

<list of previous queries>

Please try to avoid repeating these queries. Generate a new query to get more
information. Format your query as follows:

Search Query: <new query>

You should generate only one query at a time. If you think no additional queries
are needed, please state ‘No query needed’.

Summary LLM (with RAG)

Please provide a summary of the <dataset name> dataset and its nodes including
<list of node names> using the information from the RAG Database. Your response
should include detailed information on the dataset and each of its nodes.

Follow the structured format below in your answer:

- Dataset Summary: <a general summary of the dataset>

- Summary of <node name>: <a detailed summary of this node>

- Summary of <node name>: <a detailed summary of this node>

Additionally, try to include information on the relationships between the nodes
after you have summarized each one. Make sure to cover all the nodes mentioned.
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Summary LLM (with Log)

In <dataset name> dataset, the following entities are included: <list of node
names>. The log information about the entity <node name> is provided in the
following format:

<log format template>

Below are the information in the log following the above format:

<The list of node’s event templates and examples>

Based on the above information, please provide your summary of this entity: <node
name>, including:

- The role of the entity: <node name> in the system

- The key events that need to be noticed. Need to pay attention to both frequent
and infrequent occurrences

- The status of this entity

- The relationships this entity: <node name> has with other entities in the above
entity list. Only include the most likely ones.

You only need to provide the information about this entity: <node name>. Your
response should be in the following format:

The name of the entity: <node name>

Role of the entity: <role>

Key events that need to be noticed: <key events>

The status of this entity: <status>

The relationships of <node name>: <relationships>

Your response:
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C.2 Causal Constraint Agent (CC-AGENT)

Knowledge LLM

We want to perform causal discovery on <dataset name> , the summary of dataset:
<dataset information>. Considering <list of node names> as variables. We have
conducted the statistical causal discovery with <SCD algorithm name> algorithm.

The edges and their coefficients of the causal structure suggested by the
statistical discovery are as follows:

<adjacency list of the causal graph>

Based on the information above, it seems that changes in <node name i> have <a/no>
direct impact on <node name j>. In addition, here is the information of <node name
i> and <node name j> from reliable sources:

<information about node i>

<information about node j>

Your task is to interpret this result from a domain knowledge perspective and
determine whether this statistically suggested hypothesis is plausible in the
context of the domain. Please provide an explanation that leverages your expert
knowledge on the causal relationship between <node name i> and <node name j>, and
assess the correctness of this causal discovery result.

Your response should consider the relevant factors and provide a reasonable
explanation based on your understanding of the domain.

Constraint LLM

Provide your <K> best guesses and the probability that each is correct (0.0 to
1.0) for the following question. Give ONLY the guesses and probabilities, no other
words or explanation. Each guess should infer the relationship step by step and
finally end with <Yes> or <No>. For example:

G1: <the first most likely guess, infer the relationship step by step and end with
<Yes> or <No> >

P1: <the probability between 0.0 and 1.0 that G1 is correct, without any extra
comments; just the probability!>

G2: <the second most likely guess, infer the relationship step by step and end
with <Yes> or <No> >

P2: <the probability between 0.0 and 1.0 that G2 is correct, without any extra
comments; just the probability!>

The question is: here is the explanation from an expert in the field of <dataset
name> regarding the causal relationship between <node name i> and <node name j>:

<domain knowledge output of Knowledge LLM>

Considering the information above, if <node name i> is modified, will it have a
direct impact on <node name j>?
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C.3 Single-Round Search
In the implementation of single-round search, SearchGPT4 was used in combination with the prompt
below to directly search for pertinent information about the dataset and nodes, thus the LLM is not
required to generate a query.

Single-Round Search

Please provide detailed information of dataset <dataset name> and its variables,
including <list of node names>. Try to search for more information if possible.
You should provide information about each variable and their relationships with
each other. Please provide detailed information.

Follow the structured format below in your answer:

The summary of dataset <dataset name>:

- Dataset Summary: <a general summary of the dataset>

- Summary of <node name>: <a detailed summary of this node>

- Summary of <node name>: <a detailed summary of this node>

Additionally, try to include information on the relationships between the nodes
after you have summarized each one. Make sure to cover all the nodes mentioned.

C.4 CC-AGENT without Knowledge LLM

CC-AGENT without Knowledge LLM

We want to perform causal discovery on <dataset name>, the summary of dataset:
<dataset information>. Considering <list of node names> as variables. We have
conducted the statistical causal discovery with <SCD algorithm name> algorithm.

The edges and their coefficients of the causal structure suggested by the
statistical discovery are as follows:

<adjacency list of the causal graph>

Based on the information above, it seems that changes in <node name i> have <a/no>
direct impact on <node name j>. In addition, here is the information of <node name
i> and <node name j> from reliable sources:

<information about node i>

<information about node j>

Do you think that a change in <node name i> will lead to a change in <node name
j>, which means <node name i> has a causal influence on <node name j>?

Please answer this question with 〈Yes〉 or 〈No〉. No other responses are needed.
Your response should be in the following format: 〈Yes〉 or 〈No〉.

4https://github.com/Wilson-ZheLin/SearchGPT

655

https://github.com/Wilson-ZheLin/SearchGPT


D Examples of LLM Response

D.1 Data Augmentation Agent (DA-AGENT)
In this section, we provide the response of LLMs during the search process of DA-AGENT on the AutoMPG
dataset.

Query 1 (from Search LLM): what is the auto mpg dataset, and what are the variables displacement,
mpg, horsepower, weight, and acceleration?
Answer 1: The auto mpg dataset is a well-known dataset in the field of machine learning and statistics,
primarily used for regression analysis and predictive modeling. it contains information about various
automobiles, specifically focusing on their fuel efficiency measured in miles per gallon (mpg). the
dataset includes several variables that are crucial for understanding vehicle performance, including
displacement, mpg, horsepower, weight, and acceleration.

1. displacement: this variable refers to the total volume of all the cylinders in an engine, typically
measured in cubic inches or liters. it is a key indicator of engine size and capacity. generally, a larger
displacement can lead to more power output, but it may also result in lower fuel efficiency.
2. mpg (miles per gallon): this is the target variable in the dataset, representing the fuel efficiency of
the vehicle. higher mpg values indicate better fuel efficiency, meaning the vehicle can travel further
on a gallon of fuel. the relationship between mpg and other variables is often inverse; as engine size
(displacement) and weight increase, mpg tends to decrease.
3. horsepower: this variable measures the power output of the engine. higher horsepower typically
correlates with better acceleration and overall performance. however, like displacement, higher
horsepower can also lead to lower fuel efficiency, as more power often requires more fuel.
4. weight: the weight of the vehicle is another critical factor affecting performance. heavier vehicles
generally require more power to accelerate, which can negatively impact mpg. there is often a negative
correlation between weight and mpg; as weight increases, fuel efficiency tends to decrease.
5. acceleration: this variable measures how quickly a vehicle can increase its speed, usually defined as
the time taken to go from 0 to 60 mph. Acceleration is influenced by both horsepower and weight;
more powerful engines can accelerate faster, while heavier vehicles may struggle to achieve the same
acceleration.

In summary, the relationships among these variables can be summarized as follows:

- Displacement and Horsepower: Generally, larger displacement engines produce more
horsepower.
- Horsepower and Acceleration: Higher horsepower typically results in better acceleration.
- Weight and MPG: Increased weight usually leads to lower MPG.
- Displacement and MPG: Larger engines (higher displacement) often result in lower MPG due to
increased fuel consumption.

Understanding these relationships is crucial for analyzing vehicle performance and making informed
decisions regarding vehicle design and efficiency improvements.
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Query 2 (from Search LLM): What are the relationships between its variables such as Displacement,
MPG, Horsepower, Weight, and Acceleration?
Answer 2: The Auto MPG dataset is a well-known dataset that contains information about various
attributes of automobiles and their fuel consumption, specifically measured in miles per gallon
(MPG). The dataset includes five key continuous variables: Weight, Displacement, Horsepower,
Acceleration, and MPG. It is often used in data analysis and machine learning to understand the
factors that influence fuel efficiency in cars.

Relationships Between Variables
1. Displacement: Displacement refers to the engine size of the car, and it has been found to have a
strong negative correlation with MPG. This means that as the displacement increases, the MPG tends
to decrease. This relationship is intuitive, as larger engines typically consume more fuel.
2. Horsepower: Similar to displacement, horsepower also shows a negative causal effect on MPG.
Higher horsepower engines are generally less fuel-efficient, which is supported by statistical analysis
indicating a significant negative relationship between horsepower and MPG.
3. Weight: The weight of the car is another critical factor affecting fuel efficiency. Heavier cars tend to
have lower MPG values, as more energy is required to move a heavier vehicle. This relationship is also
confirmed through causal inference results, indicating that increasing the weight of a car significantly
reduces its fuel efficiency.
4. Acceleration: Acceleration has a complex relationship with MPG. While faster acceleration can be
associated with lower fuel efficiency, the analysis suggests that the relationship is not as straightforward
as with displacement and horsepower. The causal effect of acceleration on MPG is negative, indicating
that cars designed for quicker acceleration may sacrifice fuel efficiency.
5. MPG: MPG is a key indicator for measuring vehicle fuel efficiency, reflecting the distance a vehicle
can travel on a certain amount of fuel. This indicator is influenced by various factors, including weight,
displacement, horsepower, and acceleration.

Summary of Findings
- Negative Correlations: Displacement, horsepower, and weight are negatively correlated with MPG,
meaning that increases in these variables lead to decreases in fuel efficiency.
- Complex Relationships: Acceleration has a negative effect on MPG, but the relationship is influenced
by other factors and may not be as direct as with weight or displacement.

In conclusion, the Auto MPG dataset provides valuable insights into how various automobile attributes
affect fuel consumption. Understanding these relationships can help in designing more fuel-efficient
vehicles and improving overall automotive performance.
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Example Summary of AutoMPG Dataset

Dataset Summary: The Auto MPG dataset is a well-known dataset in the field of machine learning
and statistics, primarily used for regression analysis and predictive modeling. It contains information
about various automobiles, specifically focusing on their fuel efficiency measured in miles per gallon
(MPG). The dataset includes several variables that are crucial for understanding vehicle performance,
including Displacement, Mpg, Horsepower, Weight, and Acceleration.

/* Each of the following summaries describes a variable and its relationships with
other variables */
- - -

Summary of Displacement: Displacement refers to the total volume of all the cylinders in an engine,
typically measured in cubic inches or liters. It is a key indicator of engine size and capacity. Generally,
a larger displacement can lead to more power output, but it may also result in lower fuel efficiency.
- - -

Summary of Mpg: Mpg (Miles per Gallon) is the target variable in the dataset, representing the fuel
efficiency of the vehicle. Higher MPG values indicate better fuel efficiency, meaning the vehicle can
travel further on a gallon of fuel. The relationship between MPG and other variables is often inverse;
as engine size (Displacement) and weight increase, MPG tends to decrease.
- - -

Summary of Horsepower: Horsepower measures the power output of the engine. Higher horsepower
typically correlates with better acceleration and overall performance. However, like displacement,
higher horsepower can also lead to lower fuel efficiency, as more power often requires more fuel.
- - -

Summary of Weight: The weight of the vehicle is another critical factor affecting performance.
Heavier vehicles generally require more power to accelerate, which can negatively impact MPG. There
is often a negative correlation between weight and MPG; as weight increases, fuel efficiency tends to
decrease.
- - -

Summary of Acceleration: Acceleration measures how quickly a vehicle can increase its speed. It is
influenced by both horsepower and weight; more powerful engines can accelerate faster, while heavier
vehicles may struggle to achieve the same acceleration.
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D.2 Causal Constraint Agent (CC-AGENT)
In this section, we provide two examples of knowledge generated by the Knowledge LLM in CC-AGENT,
including cases where the Knowledge LLM agrees with and opposes the results of the SCD algorithm.

Domain Knowledge from Displacement→MPG
The findings from the statistical causal discovery using the PC algorithm suggest a complex interplay
between the variables in the AutoMPG dataset, particularly highlighting the relationships between
Displacement, Horsepower, Weight, Acceleration, and Mpg. To interpret these results from a
domain knowledge perspective, let’s break down the relationships and their implications for gasoline
consumption.

Understanding the Variables
- Displacement: This is a measure of the engine’s size and capacity. Generally, larger displacement
engines can produce more power, which can be beneficial for performance. However, larger engines
often consume more fuel, leading to lower fuel efficiency (MPG).
- Mpg (Miles per Gallon): This is the key measure of fuel efficiency. Higher MPG values indicate that
a vehicle can travel further on a gallon of fuel, which is desirable for cost savings and environmental
considerations.

Interpretation of the Findings
The conclusion that changes in Displacement do not directly affect Mpg is plausible and aligns with
our understanding of automotive engineering and fuel efficiency. Here are some key considerations:
1. Indirect Relationships: While Displacement itself does not directly influence Mpg, it affects
other variables (Horsepower, Weight, Acceleration) that subsequently impact MPG. This indicates
a multi-layered causal structure where Displacement plays a foundational role, but its effects are
mediated through other factors.
2. Complex Interactions: The relationships among these variables are not straightforward. For
example, a vehicle with a larger engine might be heavier and more powerful, but if it is designed with
fuel efficiency in mind (e.g., hybrid technology), it could achieve a higher MPG despite the larger
displacement.
3. Empirical Evidence: Empirical studies in automotive engineering support the notion that while
larger engines tend to be less fuel-efficient, the design choices and technologies implemented in
vehicles can significantly alter this relationship. For instance, advancements in engine technology (like
turbocharging) can allow for smaller engines to produce more power while maintaining or improving
fuel efficiency.

Conclusion
The causal discovery results are consistent with domain knowledge. Displacement does not directly
affect MPG, but it influences other factors that collectively determine fuel efficiency. This nuanced
understanding reflects the complexity of automotive design and performance, where multiple variables
interact in ways that may not be immediately apparent.
Overall, the findings emphasize the importance of considering the entire system of vehicle character-
istics rather than isolating single variables when assessing gasoline consumption and fuel efficiency.
This insight is crucial for developing more efficient vehicles and informing consumer choices.
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Domain Knowledge from MPG→Weight
Causal Relationships Overview
In analyzing causal relationships within the Auto MPG dataset, we expect to see significant impacts
from vehicle characteristics like engine displacement, horsepower, and weight on MPG. However, the
idea that MPG could directly influence a vehicle’s weight is counterintuitive based on principles of
vehicle design and physics.

Assessment of the Claim “MPG Influences Weight”
1.Physical and Engineering Principles: In conventional vehicle engineering, weight is primarily
determined by the vehicle’s physical construction, such as body materials, engine size, and overall
design. MPG is an outcome metric that reflects the fuel efficiency of a vehicle under specific conditions,
not a factor that could in turn influence these physical characteristics.
2.Design Prioritization: Vehicle designers prioritize meeting performance and safety standards before
optimizing for fuel efficiency. This means that decisions about weight are made early in the design and
manufacturing process, and MPG is a derivative outcome after these factors are considered. Thus, it is
logically inconsistent to view MPG as a direct influencer of weight.
3.Difference Between Statistical Correlation and Causation: Even if statistical analysis shows
a correlation between MPG and weight, this relationship should not be misconstrued as causative.
Improvements in MPG are often achieved through the use of lighter materials and more efficient
engines, but these improvements primarily affect the design and manufacturing process, not MPG
directly acting on weight.

Reevaluating the Role of MPG
Indirect Influence: Although there is an association between MPG and a vehicle’s weight, such as
lighter vehicles often having higher MPG, this relationship is more about weight influencing MPG
rather than MPG influencing weight. The use of lightweight materials and efficient technologies is
primarily aimed at achieving better performance and environmental standards, which may indirectly
improve MPG.

Conclusion
Based on fundamental principles of vehicle manufacturing and design, MPG does not directly influence
a vehicle’s weight. MPG results from the interaction of various factors, not as a cause of changes
in those factors. In analyzing automotive data, it is crucial to distinguish between outcomes and
causes and understand how these variables interact in real engineering and design contexts. Therefore,
suggesting that MPG influences vehicle weight is a misconception, reflecting a misunderstanding of
the vehicle design process and causal relationships.
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