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Abstract

Direct Preference Optimization (DPO) has
gained significant attention for its simplicity
and computational efficiency in aligning large
language models (LLMs). Recent advance-
ments have extended DPO to multimodal sce-
narios, achieving strong performance. How-
ever, traditional DPO relies on binary prefer-
ence optimization, rewarding or penalizing en-
tire responses without considering fine-grained
segment correctness, leading to suboptimal so-
Iutions. The root of this issue lies in the ab-
sence of fine-grained supervision during the op-
timization process. To address this, we propose
Adaptive Sentence-level Preference Optimiza-
tion (ASPO), which evaluates individual sen-
tences for more precise preference optimization.
By dynamically calculating adaptive rewards at
the sentence level based on model predictions,
ASPO enhances response content assessment
without additional models or parameters. This
significantly improves the alignment of multi-
modal features. Extensive experiments show
that ASPO substantially enhances the overall
performance of multimodal models.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities in Natural Language
Processing (NLP) (Touvron et al., 2023; Zhang
et al., 2022; Achiam et al., 2023), which greatly
accelerates the development of Multimodal Large
Language Models (MLLMs) (Kirillov et al., 2023;
Li et al., 2024; Anil et al., 2023). The training of
MLLMs typically involves a pre-training stage fol-
lowed by the Supervised Fine-Tuning (SFT) stage
(Liu et al., 2024b; Dai et al., 2023). SFT enhances
the model’s ability to understand and execute mul-
timodal instructions (Liu et al., 2024a; Yu et al.,
2023a; Ye et al., 2024). Models trained in this man-
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ner exhibit impressive multimodal conversational
abilities (Yu et al., 2023a; Huang et al., 2023).
Despite these advancements, SFT often leads
to hallucinated outputs, causing performance sat-
uration (Zhao et al., 2023; Jiang et al., 2024). As
noted in (Hong et al., 2024), increasing the proba-
bility of preferred outputs can inadvertently raise
the likelihood of dis-preferred outputs, making
models more prone to errors in complex reason-
ing tasks (Wang et al., 2024b; Zhang et al., 2024).
Additionally, as response length grows, models be-
come increasingly susceptible to generating hallu-
cinations (Favero et al., 2024). This issue is exacer-
bated by machine-generated data containing noisy
sentences, where segments may be partially cor-
rect or incorrect (Yu et al., 2024; Lai et al., 2024).
Training on such data risks convergence to subopti-
mal solutions, emphasizing the need for strategies
to suppress undesirable outputs (Liao et al., 2024).
In response, researchers have developed vari-
ous preference fine-tuning methods to better align
MLLMs with human preferences (Sun et al., 2024;
Yuan et al., 2024a; Xie et al., 2024). Among these,
DPO-based methods (Rafailov et al., 2024) have
gained prominence due to their simplicity and low
computational cost (Wang et al., 2024a; Zhu et al.,
2024). However, traditional DPO methods rely
on binary preference data and a coarse reward
mechanism, which lacks the fine-grained prefer-
ence granularity needed to identify specific errors
in responses (Liao et al., 2024). This limitation
hampers the model’s ability to refine its reasoning
capabilities (Lai et al., 2024; Liao et al., 2024). To
this end, we introduce a fine-grained preference
mechanism that assigns variable reward values, en-
abling more fine-grained reasoning optimization.
As shown in Figure 1, we present an Adaptive
Sentence-level Preference Optimization (ASPO)
approach, where each sentence in a response serves
as the fundamental unit of preference optimization.
Unlike traditional DPO, which evaluates prefer-
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Figure 1: Comparison between DPO and our ASPO. Unlike the traditional DPO algorithm that calculates implicit
rewards at the response level, ASPO calculates adaptive rewards using sentences as the smallest units to achieve a
fine-grained self-supervised preference optimization method.

ences at the response level (Li et al., 2023c; Wang
et al., 2024a), ASPO systematically evaluates the
correctness and importance of each sentence and
assigns appropriate rewards. By prioritizing accu-
rate reasoning and rejecting errors based on fine-
grained criteria, our method efficiently identifies
erroneous sentences for targeted optimization. This
reduces the impact of noisy data and substantially
improves the model’s comprehensive capability.
Our contributions are summarized as follows:

* We propose a fine-grained ASPO approach
that uses sentences as the fundamental units
for preference optimization, surpassing tradi-
tional response-level approaches.

* We design an adaptive reward mechanism that
dynamically adjusts rewards at sentence-level,
enabling precise preference optimization.

* We demonstrate significant improvements
through extensive experiments and establish
the broad applicability of our approach across
various multimodal reasoning tasks.

2 Related Work

2.1 Multimodal Large Language Models

With the unprecedented success of LLMs (Touvron
et al., 2023; Zhang et al., 2022), recent research fo-
cused on integrating visual encoders with advanced
LLMs to construct MLLMSs (Liu et al., 2024b; Dai
et al., 2023). Experimental evidence indicates that
MLLM performs effectively across various multi-
modal tasks (Anil et al., 2023; Achiam et al., 2023).

Despite significant advancements in understand-
ing high-level semantics, MLLMs continue to en-
counter challenges in addressing fine-grained de-
tails (Yuan et al., 2024b; Guo et al., 2024). In com-
plex visual scenarios, these models often struggle
to capture critical aspects such as object relation-
ships, attribute alignment, and recognition of local

features (Yuan et al., 2024b; Guo et al., 2024; Ouali
etal., 2025). Moreover, in tasks like visual question
answering or image captioning, models frequently
generate hallucinated outputs (Chen et al., 2024;
Jiang et al., 2024). Existing hallucination problems
in models often introduce noise into the generated
data, increasing the risk that models trained on
these data will converge to suboptimal solutions.

To address these challenges, we propose ASPO
that incorporates an adaptive reward mechanism to
mitigates the impact of noisy data. This mechanism
dynamically adjusts reward weights based on the
accuracy of response segments, facilitating precise
fine-grained optimization.

2.2 Preference Alignment

Preference alignment (Chen et al., 2023a; Etha-
yarajh et al., 2024) is widely used to enhance
model’s instruction-following capabilities (Wang
et al., 2024c). Early work primarily relied on
Reinforcement Learning from Human Feedback
(RLHF) (Lee et al., 2024; Wang et al., 2023).
However, RL-based methods face challenges in
stability and efficiency (Rafailov et al., 2024).
DPO (Rafailov et al., 2024) addresses these issues
by redefining the training objective as a classifi-
cation loss-based optimization problem. By map-
ping reward functions to optimal policies, the con-
strained reward maximization problem could be
precisely optimized through single-stage policy
training (Rafailov et al., 2024; Wang et al., 2024c).

In the multimodal domain, early DPO-based
methods relied on response-level rewards (Li et al.,
2023c; Zhou et al., 2024a; Wang et al., 2024¢). For
example, SILKIE (Li et al., 2023c) constructs a
vision-language feedback dataset by gathering an-
notations from multiple MLLMs and employs GPT-
4V to evaluate outputs across various dimensions.
MDPO (Wang et al., 2024a) addresses the uncon-
ditional preference problem by prioritizing image
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preferences over language preferences. However,
response-level rewards have limitations in granular-
ity and specificity (Yoon et al., 2024), potentially
leading to less precise model optimization due to
the inclusion of noisy segments in the training data.
This highlights the need for more fine-grained feed-
back mechanisms.

Subsequent work has explored much more fine-
grained feedback mechanisms at the sentence level
(Yu et al., 2024; Lee et al., 2024; Quali et al.,
2025; Zhou et al., 2024b). RLHF-V (Yu et al,,
2024) collects human preferences in the form of
segment-level corrections on hallucinations and
performs dense DPO over corrective human feed-
back, enhancing the trustworthiness of MLLMs.
CSR (Zhou et al., 2024b) iteratively generates can-
didate responses, evaluates their rewards, and cu-
rates preference data for fine-tuning.

Recent studies have investigated token-level re-
ward mechanisms with notable success (Yoon et al.,
2024; Cui et al., 2024; Fu et al., 2024). FiSAO
(Cui et al., 2024) leverages the model’s own vi-
sual encoder as a fine-grained verifier to improve
vision-language alignment by exploiting token-
level feedback from the visual encoder. TLDR
(Fu et al., 2024) introduces a token-level detection
reward model to provide fine-grained annotations
for MLLMs, offering a foundation for post-training
methods such as DPO and Proximal Policy Opti-
mization (PPO) (Schulman et al., 2017).

Despite these advancements, most approaches
rely on model-generated datasets, which tend to be
noisy due to hallucinations (Yu et al., 2024; Li et al.,
2023c). Traditional DPO treats all segments of a
response equally regardless of their correctness, in-
troducing noise and hindering model optimization.
In addition, most previous methods rely on paid
APIs or deploy other external MLLMs, which is
not cost-friendly.

To address these issues, we propose ASPO,
which dynamically adjusts reward weights of re-
sponse segments without relying on paid APIs, ad-
ditional training data or deploying other external
MLLMs. This approach enables more fine-grained
preference optimization, alleviating the impact of
noise and providing a promising direction for ad-
vancing preference alignment research.

3 Methodology

In this section, we introduce ASPO for fine-grained
multimodal reasoning. ASPO incorporates two

adaptive reward weights into DPO, i.e., the image-
text similarity weight, which optimizes multimodal
alignment to mitigate hallucination, and the textual
perplexity weight, which enhances text confidence
to improve the model’s reasoning capabilities.

3.1 Preliminaries

RLHF leverages human feedback to train models in
scenarios where direct supervision, such as ground-
truth labels, is unavailable or insufficient. It is
widely used to optimize LLMs and MLLMs, align-
ing their outputs with human preferences.

In RLHEF, a Bradley-Terry (BT) reward model
is commonly used, defining the human preference
distribution as:

exp (r*(z,yc))

exp (1*(z,ye)) + exp (r*(z, %%)
where y. and y, denote the chosen and rejected
responses conditioned on the model’s input prompt
x, and 7*(x, y) represents the latent reward model.

The reward model 74(-), parameterized by ¢, is
trained via maximum likelihood estimation using
a preference database D, which is annotated by
human evaluators (Yu et al., 2024) or advanced Al
models (Lee et al., 2024):

p*(yc > yr’w) =

D= {a, ¢,y } Y, 2

The optimization objective maximizes the prefer-
ence policy:

max By y {rg(z,y) — BDku[mo (y|2)|mer(y|a)]}
3)
where the reference model 7 is typically initial-
ized using the supervised fine-tuned model 7gpt to
ensure that the learned parameter 6 does not devi-
ate excessively. The resulting learned policy 7y(-)
aligns more effectively with human intentions.
DPO simplifies RLHF by deriving a closed-form
solution (Rafailov et al., 2024) from Eq. 3, repre-
senting the optimal reward model r* in terms of
the learned optimal preference model 7* as:
™ (ylz)

r*(:v,y):ﬁlogm+A “4)

where A is a constant factor. Substituting 7* in

Eq. 1 with Eq. 4, the final optimized loss function
for DPO is expressed as (Rafailov et al., 2024):

sz )
Q)

£DPO - - ED

log o (6 log mo(yelz) _ Blo

Tret (Ye|z)
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where 6 denotes the trainable parameters in the
policy model, o is the logistic function and the
Slog ;ﬁf((yy‘@)) item can be regarded as an “implicit
reward”. The objective of DPO is to align the “im-

plicit reward” directly with human preference data.

3.2 ASPO

ASPO is designed to address the limitations of tra-
ditional DPO approache, which optimizes entire
responses using binary rewards and fail to account
for variations among individual response segments.
ASPO introduces a sentence-level adaptive reward
mechanism that utilizes image-text similarity and
textual perplexity metrics to compute fine-grained
rewards for each response segment. This enables
targeted and differentiated optimization, signifi-
cantly improving the model’s performance. The
overall process is shown in Algorithm 1.

3.2.1 Rewards of ASPO

Instead of treating a response as an indivisible unit,
ASPO decomposes it into sentences for more pre-
cise analysis. Two critical features are computed
for each sentence as follows.

(1) Image-Text Similarity. To ensure the
model’s output is consistently aligned with the in-
put image, reducing hallucinations and improving
model credibility, we measure the semantic rele-
vance of each sentence to the input image as part
of the adaptive reward weight.

Let s; denotes the i-th sentence in a response,
and let x represents the corresponding image. The
similarity function between s; and z is denoted as:

S; = cosine(s;,x), i=1,2,....,n (6)
where n is the total number of sentences in the
response and the similarity score is calculated by
CLIP (Radford et al., 2021).

Next, we apply min-max normalization to scale

each similarity score into the range [0,1]:
Sl = Siaxsg; i=12...,n (1)
where S/ represents the normalized similarity score
for the ¢-th sentence with respect to the image x.
Smin and Spax represent the minimum and maxi-
mum similarity scores across all sentences, respec-
tively.

(2) Textual Perplexity. Perplexity is used to
evaluate the quality of a language model, which
reflects the uncertainty of the model about a given

Algorithm 1 ASPO Training Process

Input: Preference dataset D = {(z*, v, v2) }iL,,
Reference model 7rt, Policy model 7o
QOutput: Optimized policy model 7o’
repeat
for each (x, yc, yr) in D do
Split y. into sentences {s1, S2,...,5n}
for each sentence s; in {s1, s2,...,5n} do
Compute Image-Text Similarity S;
Compute Textual Perplexity PPL/
Compute Sentence Weight w;
end for
Calculate adaptive implicit reward margin M™ by
Equation (12)
end for
Update policy parameters 6’ using gradient descent
until Convergence or maximum iterations reached

text. The lower the value, the better the model’s pre-
diction of the text, that is, the model believes that
the text is more likely to appear. Prior research has
shown that outputs with higher model confidence
are more likely to be correct (Kuhn et al., 2023;
Chen and Mueller, 2024). Thus, we incorporate the
model’s predicted output probabilities as part of the
adaptive reward weight computation. Fluency, co-
herence, and confidence are assessed using metrics
such as log-likelihood, perplexity, or information
entropy. Unless otherwise specified, we use textual
perplexity as the default reward weight.

The perplexity of a text sequence is defined as
the geometric mean of the inverse probabilities of
each word in the sequence, given the preceding con-
text. For a sequence of N words wy, ws, ..., wnN,
the perplexity can be expressed as:

N 1 %
PPL = ( ) ®)
j]l P (wj |w< j)

Since the reward coefficient is calculated in units
of sentences in our algorithm, assuming that the
i-th sentence contains /N tokens and the prior 7 — 1
sentences contain a total of M tokens, using loga-
rithms for computational stability, the perplexity of
the ¢-th sentence can be written as:

1 M+N
PPL; = exp(—N Z log P(wjx,w<j)>
j=M+1

©)

where P(w;|x,w<;) is the conditional probability
of the j-th word given the preceding image = and
context w<; = wi,ws, ..., w;_1, and exp denotes
the exponential function.

Since a higher perplexity indicates a higher un-
certainty in the model about a given text, we first
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negate the perplexity at the sentence level and then
perform min-max normalization to get the normal-
ized perplexity PP L for the i-th sentence follows
Equation (7).

(3) Final Adaptive Weight. To fully leverage
the advantages of different metrics, we integrate
them as follows:

w; = aS; + (1 — a)PPL; 10)
where « is the metric-weighting factor introduced
to balance the contribution of different metrics and
w; 1s used to adjust the reward of each sentence.
Sentence-Level Reward Aggregation. In the
standard DPO algorithm, the “implicit reward”
is shared across all steps, and the output of the
model at each step receives the same reward weight.
Specifically, for the triplet (z, y., yr ), the “implicit
reward” margin is mathematically defined as:

M 1o T 1D g ol | 2)
ﬂ'ref(yc ’ ) Wref(yr ’ .%')
i mo(s§ | ) | )
= 1
;50 7Tref C|I Zﬁ 7Tref T|x)
(1D

To address the limitation of the shared reward
weight, which fails to differentiate the importance
of individual sentences, ASPO introduces an adap-
tive reward mechanism to adjust the rewards for
each sentence. Specifically, ASPO uses the adap-
tive weight w; to modulate the reward strength of
each sentence. The adaptive M is mathematically
reformulated as:

:& iﬁ(l + w;) log mo(s | @)
Rc i1 Wref(si | .QZ') (12)
g Tl 12
7Tref(yr ’ -T)

where R, and R} represent the original and the
reweighted sum of the sentence-level implicit re-

wards of chosen response, respectively. We intro-
duce the Ri item to normalize the influence of
sentence-level rewards across responses of vary-
ing lengths, which prevents longer responses from
disproportionately benefiting from a total weight
increase, aligning better with our objective of im-
plementing fine-grained rewards.

Note that when a response contains only one
sentence, the adaptive weight w; is normalized to 0
and our method degenerates into the standard DPO.

3.2.2 Optimization Objective of ASPO

The ASPO loss function extends the traditional
DPO objective by incorporating sentence-level
granularity. For a preference pair (y., v, ), the opti-
mization objective becomes:

Laspo = —Ep (log o M™) (13)

By focusing on individual sentences, ASPO allows
the model to refine specific response segments,
leading to improved fine-grained understanding.
Adaptive weighting enables the model to prioritize
high-quality or critical sentences while minimiz-
ing the influence of less relevant ones. ASPO can
be seamlessly integrated into existing DPO-based
training pipelines with minimal adjustments.

4 Experiment

In this section, we conduct comprehensive experi-
ments to evaluate the effectiveness of the proposed
ASPO. We detail the experimental setups, results,
and analysis in the following sections.

4.1 Experimental Setups

Pretrained Models. To assess ASPO’s generaliza-
tion, we test it on the popular open source MLLMs
in different architectures and sizes. LLaVA-v1.5-
7B and LLaVA-v1.5-13B (Liu et al., 2024a) uses
MLP as an alignment module, while InstructBLIP-
13B (Dai et al., 2023) uses Q-Former (Li et al.,
2023b), a query-based alignment module to align
multimodal features. We use the models after SFT
as base models and conduct DPO training on them.

Image(I) \

Augmented /
Image(T’)

Figure 2: Data collection pipeline.

Pel Chosen
X _~" Response(y.)
~ Rejected
|

Response(y,)

Question +

Preference data. We sample about 20K instruc-
tions from LLaVA-Instruct-150K (Liu et al., 2024b)
and go through SeVa pipline (Zhu et al., 2024) to
produce the preference dataset. The data collection
pipeline is shown in Figure 2. Specifically, diffu-
sion noise is added to the images in the instruction
data, and the original and augmented images with
the instruction are then fed into the MLLM to be
train to obtain the chosen and rejected responses,
respectively. The identical paired preference data
is filtered out and we finally get about 16K pref-
erence data pairs. For all experiments, the noise
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Method MM Vet MMBP MMBT MMB€® SEED’ LLaVAY SQA’ GQA POPE SHR (|) Avg.
BLIP-2-7B 224 - - - 464 381 61.0 410 853 - -
MiniGPT-4-7B 22.1 230 - - 4238 - - - 745 - -
Shikra-13B - 588 - -~ -~ -~ - - - -~ -~
LLaVA-7B 267 341 - 141 255 630 385 - - - -
IDEFICS-7B - 482 - 252 - - - 384 - - -~
IDEFICS-65B - 545 - 381 - - - 452 - - -
mPLUG-OWI2-7B 362 645  — - - - 687 56.1 858 - -
Qwen-VL-7B - 382 - 74 563 - 671 593 - - -
Qwen-VL-chat-7B - 60.6 - 56.7 58.2 - 68.2 575 - - -
InstructBLIP-13B 25.6 33.5 340 263 454 582 447 48.1 789 512 4386
+DPO 26.1 335 343 261 458 627 443 475 802 53.8 44.50
+ASPO 270 337 351 260 463 674 451 482 83.8 50.5 4584
LLaVA-1.5-7B 305 643 664 583 657 634 668 620 859 367 62.59
+DPO 333 647 664 583 66.1 657 664 61.0 862 40.1 63.12
+ASPO 353 656 677 595 663 757 67.7 62.0 86.6 33.9 65.16
LLaVA-1.5-13B 354 677 670 636 682 707 71.6 633 859 372 6593
+DPO 388 69.6 699 641 682 747 702 623 855 474 67.03
+ASPO 412 704 707 647 685 820 718 63.4 86.5 34.8 68.80

Table 1: Comparison results with state-of-the-art methods. ASPO consistently improves base model’s performance

on multiple benchmarks. The last column shows the average values of all metrics except for SHR.

Method Level MMVet MMBP LLaVAW SQA! POPE Avg.
LLaVA-1.5-7B - 30.5 64.3 63.4 66.8 859 62.18
+ Vlfeedback Response  31.2 64.0 62.1 66.2 837 61.44
+ Human-Prefer Response 31.1 63.4 63.7 65.8 81.5 61.10
+ POVID Response  31.8 64.9 68.7 68.8 869 64.22
+ SIMA Response 31.6 64.9 66.1 69.1 86.5 63.64
+ HA-DPO Response  30.5 64.4 64.2 68.5 85.8 62.68
+ RLHF-V Sentence 30.9 63.6 65.4 67.1 86.2 62.64
+ RLAIF-V Sentence 30.5 63.4 - 68.4 81.5 -

+ CLIP-DPO Sentence - 64.9 - 67.6 85.8 -

+ CSR iter-1 Sentence 32.2 64.7 69.7 70.3 85.8 64.54
+ CSR iter-3 Sentence 33.9 65.4 71.1 70.7 859 6540
+ FiSAO Token 30.7 64.8 - 69.3 85.7 -

+ ASPO Sentence 353 65.6 75.7 67.7 86.6 66.18

Table 2: Comparison results of different preference optimization-based methods. Most baseline results are from
(Zhou et al., 2024a). Benchmarks like GQA in Table 1 are not included since most baseline methods have not been

tested on them.

steps are set to 500. In this way, preference data

ods.

The open-source MLLMs include BLIP-

is obtained with the same style and distribution as
previous studies (Zhao et al., 2023) suggesting that
unifying factors such as style and distribution in
preference data could enhance model optimization.

Baselines. We compare ASPO with several
previous State-Of-The-Art (SOTA) open-source
MLLMs and preference optimization-based meth-

2 (Li et al., 2023b), MiniGPT-4 (Zhu et al., 2023),
InstructBLIP (Dai et al., 2023), LLaVA (Liu
et al.,, 2024b), LLaVA-v1.5 (Liu et al., 2024a),
Shikra (Chen et al., 2023b), Qwen-VL (Bai et al.,
2023), Qwen-VL-Chat (Bai et al., 2023), mPLUG-
Owl2 (Ye et al., 2024) and IDEFICS (Laurencon
et al., 2024). For preference optimization-
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Sample of Visual Qustion Answering:

User  Are the trees taller than the giraffes?

LLaVA- Yes, the trees are taller than the giraffes, as
1.5 they are reaching up to eat leaves from the
trees.

ASPO
(Ours)

No, the trees are not taller than the giraffes.
The giraffes are eating leaves from the trees,
which are at a height that is accessible to them.

Table 3: Our approach is more faithful to the image
input and demonstrates stronger reasoning capabilities.
Hallucination outputs are shown in red.

based methods, we compare ASPO with SILKIE
(Vlfeedback) (Li et al., 2023c), LLaVA-RLHF
(Human-prefer) (Sun et al., 2023), POVID (Zhou
et al., 2024a), SIMA (Wang et al., 2024c), HA-
DPO (Zhao et al., 2023), RLHF-V (Yu et al., 2024),
RLAIF-V (Lee et al., 2024), CLIP-DPO (Ouali
et al., 2025), CSR (Zhou et al., 2024b) and
FiSAO (Cui et al., 2024).

Evaluation Benchmarks We evaluate the perfor-
mance of ASPO on several widely used multi-
modal benchmarks across different dimensions, in-
cluding comprehensive benchmarks (MM Vet (Yu
et al., 2023b)), MMBench-Dev (Liu et al., 2025),
MMBench-Test (Liu et al., 2025), MMBench-
Chinese (Liu et al., 2025), SEED-Image (Li
et al., 2023a), LLaVA-bench-in-the-wild (Liu et al.,
2024b), hallucination benchmarks (POPE (Li et al.,
2023d), SHR (Zhao et al., 2023)) and general VQA
benchmarks (ScienceQA-Image (Lu et al., 2022),
GQA (Hudson and Manning, 2019)).

Implementation Details The hyperparameter set-
tings for both LLaVA-v1.5-7B and LLaVA-v1.5-
13B are identical. Specifically, both models are
trained for 1 epoch using a batch size of 10. The
learning rate and weight decay are set as 2e-6 and
0, respectively with the learning rate adjusted by
a cosine scheduler following prior research (Zhu
et al., 2024). We fine-tune all linear layer parame-
ters using LoRA (Hu et al., 2021), setting its rank
to 1024 and « to 2048. The scale parameter (3 in
ASPO is fixed as 0.1. For InstructBLIP-13B, we
set LoORA’s rank to 64 and « to 16 following prior
research (Zhao et al., 2023). qproj, kproj> Uproj

Sample of Image Captioning:

User

Describe this photo in detail.

LLaVA- The image features a man standing on the back

1.5 of a yellow SUYV, ironing a shirt. He is using an
ironing board placed on the back of the vehicle,
which is an unusual and creative way to iron
clothes while on the go. In the background,
there are two other people visible, one on the
left side and another on the right side of the
scene. A potted plant can be seen in the middle
of the scene, adding a touch of greenery to the
urban environment. Additionally, there is a
traffic light in the background, indicating that
the scene takes place in a busy city area.

ASPO
(Ours)

The image features a man ironing a shirt while
standing on the back of a yellow SUV. It is
driving down a city street, and the man appears
to be multitasking by attending to his clothes
and navigating the busy street. There is also a
yellow taxi on the street. Additionally, some
trees can be seen on the sidewalk, adding a
touch of greenery to the urban environment.

Table 4: ASPO provides more reliable and contextually
accurate descriptions. Hallucination outputs are shown
in red.

in the language model are fine-tuned. We employ
a learning rate of 4e-6 with a cosine learning rate
scheduler and a batch size of 1, while 3 is set as 0.1.
The metric-weighting factor « in Equation (10) is
set to 0.5. All of the experiments are conducted on
8 NVIDIA-L20Z-80GB GPUs for 1 epoch, every
training takes less than 1 hour. ASPO and standard
DPO share the same configuration above.

4.2 Experimental Results

As shown in Table 1, ASPO improves the perfor-
mance of the base models across the board, demon-
strating the effectiveness of our approach. From
the experimental results, we can see that from
InstructBLIP-13B, LLaVA-1.5-7B to LLaVA-1.5-
13B, the performance of these models continues
to improve and their improvement shows the same
trend after training with our method, which is in
line with our expectations. This further verifies
that the credibility of the basic models is posi-
tively correlated with their performance. Therefore,
as the performance of the basic models increases,
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Method MMVet MMBP MMBT MMB€® SEED’ LLaVAY SQA’ GQA POPE SHR (|) Avg.
LLaVA-1.5-7B 30.5 643 664 583 66.1 634 668 620 859 379 62.59
+DPO 333 647 664 583 661 657 664 610 862 40.1 63.12
+ASPO-S 356 655 673 595 661 746 674 61.7 865 346 64.91
+ASPO-P 349 656 679 598 664 754 679 619 86.6 352 65.16
+ASPO-S+P 353 65.6 677 595 663 757 67.7 62.0 86.6 33.9 65.16

Table 5: Ablation study of reward weight. S represents the Image-Text Similarity and P represents Textual Perplexity.
The last column shows the average values of all metrics except for SHR.

Method Level MMVet MMBP MMBT MMBC SEED’ LLaVAY SQA’ GQA POPE SHR (/) Avg.

DPO Response 33.3 647 664 583
ASPO Response 20.9 58.6 59.8 50.7
ASPO Sentence 353 65.6 67.7 59.5
ASPO Token 30.3 61.3 623 548

66.1 65.7 664 61.0 862 40.1 63.12
582 587 633 507 732 721 54.90
66.3 757 67.7 62.0 86.6 33.9 65.16
61.8 621 66.6 59.1 777 59.1 59.56

Table 6: Ablation study of reward level on LLaVA-1.5-7B. We calculate adaptive rewards at the response level,
sentence level, and token level to explore the most appropriate solution. The last column shows the average values

of all metrics except for SHR.

5.4 . Avg SHR L [

2 6516 65.16

65.13

0 03 05 07 09 1

Figure 3: Ablation study of the metric-weighting a.

their credibility becomes higher and higher, and
the adaptive rewards calculated based on this be-
come much more accurate, so the improvement
in model performance is much larger. We show
the comparison results of our method with other
preference optimization-based methods in Table 2
and ASPO achieves the highest average score of
66.18 across all evaluated datasets, which is notably
higher than the baseline LLaVA-1.5-7B model’s
average score of 62.18. This improvement is con-
sistent across most individual datasets as well. In
addition, compared with reward mechanisms at dif-
ferent levels, our method shows certain advantages.
These results strongly support the effectiveness of
our method. The example results in Table 3 show
that our method is more faithful to the image input
and enhances the model’s reasoning capabilities.
Additionally, from the example in Table 4 on the
Image Captioning task, it can be seen that after
optimization with our method, the model’s output
is more concise and contains fewer hallucinations.

4.3 Ablation Study

In this section, we conduct comprehensive ablation
experiments on the LLaVA-v1.5-7B model to ver-
ify the effectiveness of our method. As shown in Ta-
ble 5, we first train the model using the standard
DPO algorithm, but from the experimental results
we only see a slight improvement in model per-
formance, and the performance of the model even
decreases on some benchmarks. This is mainly due
to the fact that a considerable number of prefer-
ence data pairs have overlapping segments, which
introduces a lot of noise into our training process.
However, our method can deal with this problem
well. We also performed ablation on the level of
adaptive rewards to explore the most appropriate
reward level. The results are shown in Table 6. We
first tested at the response level. Experimental re-
sults show that adaptive rewards at the response
level significantly reduce model performance. This
is because the training data itself contains a lot of
noise, and the final implicit reward is easily affected
by extremely high or low values in the overall re-
sponse, which affects the stability of model training.
The token-level reward is also inappropriate. This
is related to the part of the speech of tokens in the
response. For conjunctions, prepositions, etc., the
model often shows higher confidence, while the
tokens that really contain key information are not
fully optimized. We will further study this issue in
future work. In contrast, sentence-level adaptive
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rewards achieve the best performance. Figure 3
shows the ablation results of the metric-weighting
factor av. We present the changes in both SHR and
the average values of all other benchmarks exclud-
ing SHR. Overall, our method achieves the best
results when « is set to 0.5.

5 Conclusion

In this paper, we introduce ASPO, a method de-
signed to overcome the limitations of traditional
DPO approaches, which treat entire responses
as indivisible units during optimization. By em-
ploying a fine-grained optimization strategy that
treats sentences as the fundamental units, ASPO
enables more precise and effective alignment of
MLLMs with human preferences. By moving
beyond response-level optimization to embrace a
sentence-level approach, our method opens new
avenues for improving the comprehensive capabili-
ties of MLLMs, paving the way for more accurate
and reliable alignment with human preferences.

6 Limitations

Despite these advances, there are still areas for fur-
ther exploration. One limitation of our method is
the reliance on pre-defined metrics, such as image-
text similarity and textual perplexity, which may
not fully capture the complexity of human pref-
erences in certain scenarios. Future work could
explore incorporating more sophisticated metrics
or leveraging reinforcement learning to refine the
reward mechanism further. Additionally, the po-
tential impact of ASPO on other aspects, such as
robustness and generalization, warrants further in-
vestigation. Finally, due to computational resource
limitations, we did not extend the experiments to
the base models with much more parameters to
provide a clear picture of the scalability of ASPO.
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