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Abstract

Non-cooperative dialogues, such as negotia-
tions and persuasion, present significant chal-
lenges for large language models (LLMs) due
to the lack of inherent cooperation or shared
goals. Current methods for optimizing dia-
logue strategies require substantial human ef-
fort for strategy optimization. To address these
challenges, we propose ASTRO (Automated
Strategy Optimization), a fully automated so-
lution that leverages LLMs’ self-envolving ca-
pabilities. ASTRO dynamically generates cus-
tomized strategy sets based on task goals and
optimizes strategy planner using a self-play re-
inforcement learning paradigm. Our experi-
mental results demonstrate ASTRO’s signif-
icant performance improvements over base-
line models across various non-cooperative di-
alogue tasks, highlighting the potential for au-
tonomously developing such agents without
human intervention. Our code is available at
https://github.com/SCUNLP/ASTRO.

1 Introduction

Non-cooperative dialogues (Grice, 1991), such as
negotiations (He et al., 2018) and persuasion (Wang
etal., 2019), present significant challenges for large
language models (LLMs) due to the lack of inher-
ent participant cooperation or a shared objective
within these dialogues (Wang et al., 2019; He et al.,
2018; Chawla et al., 2021; Yamaguchi et al., 2021).
In such scenarios, effective LLM performance ne-
cessitates the use of high-quality dialogue strate-
gies (He et al., 2018), which are high-level plans
guiding LLLM participation to achieve desired out-
comes. These strategies, as demonstrated by exist-
ing work, leverage strategic information manage-
ment (Yang et al., 2021), anticipation of adversarial
responses (Dutt et al., 2021), and adaptation to the
dynamic nature of the interaction (Joshi et al., 2021;
Yang et al., 2021).

*Correspondence to Wengiang Lei.

Typically, existing methods that adopt high-
quality dialogue strategies include two stages: strat-
egy set initialization and subsequent strategy plan-
ner construction. However, the significant manual
effort required for both of these stages limits the
practical applicability of these methods. Specifi-
cally, the initial stage of building a strategy set typ-
ically requires expert intervention (Krippendortf,
2004; Zhou et al., 2019a). This involves gathering
and analyzing conversation transcripts (between
experts) in specific non-collaborative scenarios to
extract and codify effective strategies, a process
that needs to be repeated for each new scenario.
This reliance on manual analysis and design makes
the process time-consuming and scenario-specific
(Wang et al., 2019; He et al., 2018; Chawla et al.,
2021; Yamaguchi et al., 2021). Moreover, con-
structing a strategy planner typically involves train-
ing a classification model (Deng et al., 2024; Zhang
et al., 2024a) to choose the appropriate strategy
from the predefined set, given the conversational
context and the overall task goal. While the in-
context learning capabilities of LLMs (Deng et al.,
2023; Chen et al., 2023a; Fu et al., 2023) could po-
tentially bypass the need for explicit model training,
these planners have demonstrated limited effective-
ness. Consequently, many approaches still rely
on extensive training for specific scenarios using
methods like supervised or reinforcement learning
(Zhou et al., 2019b; He et al., 2018; Yang et al.,
2021; Lei et al., 2022), which require substantial
effort and expertise. This reliance on manual ef-
fort throughout both stages presents a significant
bottleneck to wider applications. Developing more
cost-effective methods is therefore crucial.

To tackle the aforementioned -challenges,
we propose ASTRO (Automated STRategy
Optimization), a fully automated solution for non-
cooperative dialogue strategy optimization, lever-
aging the self-evolving capabilities of LLMs to
eliminate the need for manual intervention. As
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Figure 1: Overview of our model’s workflow.

shown in Figure 1, ASTRO first dynamically gen-
erates a customized strategy set based on the task
goal, bypassing the need for handcrafted strategy
design. Then, it employs a self-play reinforcement
learning paradigm to automatically optimize a strat-
egy planner, initially fine-tuned on a dataset of
self-play non-cooperative dialogues. To mitigate
potential biases in strategy selection by the LLM
(Eicher and Irgoli¢, 2024), ASTRO incorporates
a Decoupled Strategy Planner. This planner gen-
erates scores for different strategies, selecting the
optimal one and enabling adaptation to dynamic
strategy sets. As such, ASTRO automatically gen-
erates and optimizes dialogue strategies for diverse
non-collaborative tasks, facilitating cost-effective
and rapid deployment across various scenarios.

We experimentally evaluate the effectiveness of
ASTRO across multiple non-cooperative bench-
mark datasets. The results validate ASTRO as
an effective fully automated solution for non-
cooperative dialogue strategy optimization, achiev-
ing an average +11.93% improvement in Success
Rate (SR) over baselines. This performance gain
is attributed to ASTRO’s decoupled strategy plan-
ner and customized strategy sets, which enable
targeted strategy selection based on user and dia-
logue context, ultimately enhancing the model’s
overall efficacy. Therefore, our ASTRO demon-
strates superior practical utility. To sum up, our
main contributions are as follows:

* We highlight the cost of human intervention in
optimizing non-cooperative dialogue strategies,
which presents a significant barrier to the wider
adoption for non-collaborative methods.

* We propose ASTRO, a fully automated frame-
work for training non-cooperative dialogue strat-
egy planner. It dynamically adapts strategies
using user profiles and dialogue context, elim-
inating human intervention through reinforce-
ment learning and self-play, ultimately optimiz-
ing strategy planning efficiently.

* Our experimental results show that ASTRO oper-
ates cost-effectively without human intervention
and outperforms a range of baseline models. Fur-
ther analysis reveals that the success of ASTRO
is attributed to its customized strategy set and the
decoupled strategy planner structure.

2 Related Works

Non-Cooperative Dialogue Strategy Optimiza-
tion. Current research on the dialogue optimization
of large language models in non-cooperative dia-
logue scenarios can be roughly divided into two
areas. On the one hand, they aims at improving
the generated prompt by incorporating more and
more complete information into the prompt to op-
timize dialogue generation. For example, Deng
et al. (2023) provides possible dialogue actions
and strategies for the model to choose from. As
in Chen et al. (2023a), more detailed dialogue
background information is added to the dialogue
to optimize generation. Fu et al. (2023) con-
structs a multi-agent system, introducing a critic
LLM to provide suggestions for model generation.
Zhang et al. (2024a,b,c) integrated the Theory-of-
Mind (Premack and Woodruff, 1978; Wimmer and
Perner, 1983) into non-cooperative dialogue sce-
narios. On the other hand, existing methods aim
at using an external strategy scheduler to optimize
the model strategy selection process. The exter-
nal strategy scheduler generates strategy prompts
to guide the model’s generation by collecting dia-
logue information. In recent years, there have been
various implementations of strategy schedulers, in-
cluding using Monte Carlo Tree Search (MCTS)
to find the best strategy (Yu et al., 2023; He et al.,
2024), employing Finite State Transducers (FST) to
learn latent dialogue structures Zhou et al. (2020),
introducing Graph Attention Networks (GAT) to
model dialogue actions and strategies (Joshi et al.,
2021), and evolving strategies based on Depth-First
Search (DFS) Zhang et al. (2024b). However, the
complexity of the aforementioned methods makes
it difficult to easily transfer from one dialogue sce-
nario to another, as the data collection and model
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tuning processes are not easily replicable. Another
approach, as seen in Deng et al. (2024); Zhang et al.
(2024a); He et al. (2024), provides a plug-and-play
model for strategy guidance, using reinforcement
learning for tuning. This approach’s simplicity and
low-cost workflow have inspired us.

Self-Evolution of Autonomous Agents. Au-
tonomous agents are agents capable of interacting
with their environment independently to accom-
plish tasks through planning and executing com-
mands. In recent years, some studies, such as Xu
et al. (2024), have introduced a novel zero-shot
task-oriented dialogue (TOD) agent that can auto-
matically adapt to a wide range of TOD tasks. Addi-
tionally, studies like Guan et al. (2024); Chen et al.
(2023b); Cheng et al. (2024) have trained agents
through self-evolution by placing them in con-
trolled game environments, or by situating agents
in specific environments where they continuously
interact to optimize their performance (Jiang et al.,
2023). However, these complex and specialized
game environments may not be applicable to all
dialogue scenarios. Therefore, we need to explore
more generalizable self-evolution training methods.
For example, in Yuan et al. (2024), an agent iter-
atively updated itself by being evaluated directly
by another large language model, demonstrating a
highly transferable approach that provides valuable
insights into alternative training strategies. This
refined version improves clarity, flow, and concise-
ness while retaining the technical accuracy of the
original content.

3 ASTRO: The Method

Overview. We propose a dialogue management
framework that uses a Decoupled Strategy Plan-
ner to dynamically adapt customized strategies
for different conversation scenarios. The frame-
work integrates a Decoupled Strategy Planner for
strategy optimization and a streamlined three-step
process, including environment initialization and
two-stage training. The training begins with data
preparation, where user-provided background in-
formation is transformed into simulated dialogue
environments with diverse user profiles. The train-
ing then proceeds in two stages: (1) Model ini-
tialization, which uses supervised fine-tuning with
collected self-play non-cooperative dialogues to
initialize the strategy planner, and (2) Self-Play Re-
inforcement Learning, where the model interacts
with simulated environments to optimize strategy

selection using rewards based on user sentiment.
This process ensures adaptability and robustness
across various conversational tasks. The simplified
training process is shown in Algorithm 1.

Algorithm 1 Training Process Overview

Input: Task-Info
Initialize Strategy Planner

// Environment Initialization
Generate Prompts based on Task-Info
Create Environment Env-Set from Task-Info

/I Model Initialization
for each Env-Info in Env-Set do
Init Agents with Prompts & Env-Info
Perform SFT-Training(Planner, Agents)
: end for

R AN A e

P
2R 22

: /! Self-Play Reinforcement Learning
: while training iterations not complete do
for each Env-Info in Env-Set do
Init Agents with Prompts & Env-Info
Perform RL-Training(Planner, Agents)
end for
: end while

DO = e e e e
@ Y % 3w

Notation. The notations are defined as follows: U
represents the user profile (set to @ if unknown); C
denotes the conversation contextual information; 7'
represents the conversation task goals. D denotes
the dialogue history at turn ¢, including system re-
sponses uéys and user responses u' . S denotes
the set of strategies generated based on user pro-
files and background information.my denotes our
strategy planner. LLMesponse(D, s;) represents
the large language model acting as an agent to gen-
erate candidate responses ugys given dialogue his-
tory D and strategy s; € S. The strategy planner
my selects the optimal output from the candidate
responses. L L Mesponse (D, U) represents the large
language model simulating user responses based
on dialogue history D and user profile U. The re-
ward function r(uly,, ul,) evaluates the quality of
the system’s response based on the outputs of both
models.

Self-Play Process. In non-cooperative dialogue
tasks, Self-Play can be formulated as a strategic
interaction between two models. Given the environ-
mental context C' and dialogue history D as inputs,
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the model L L Miesponse generates the response uﬁys,

and the user simulator L L M, generates the user
response u',, subsequently updating the dialogue
history. Both models pursue predefined objectives
T, and the interaction continues until one party’s
objective is fulfilled or the maximum number of

dialogue turns is reached.

3.1 Customized Strategy Set

In practical applications, the system generates a
series of strategies as a customized strategy set be-
fore the conversation begins, as shown in Figure 1,
based on the conversation task goals, conversa-
tion contextual information, and user profile (If
the user profile is unknown, an empty value is in-
put). In general, the initialization of the strategy
set can be formalized as follows:

S = LLMgyaegy (U, C, T)

For detailed information on the generation and
use of customized strategies, see Appendix D.

Examples of Customized Strategies

1. Emphasize that the donation amount can
be freely chosen.

2. Introduce tax deduction policies for do-
nations to help ease financial burdens.

3. Share specific cases of how donations
directly improve the lives of children with
disabilities.

Table 1: Some examples of customized strategies. For
details, see Appendix D.

3.2 Decoupled Strategy Planner

To enable our Strategy Planner to adapt to this
customized strategy set, we designed the Decou-
pled Strategy Planner, as illustrated in Figure 2.
Unlike traditional classification models, the De-
coupled Strategy Planner essentially functions as
a scoring model, selecting the optimal strategy by
scoring each available strategy based on the conver-
sation history. It is composed of two BERT models
and a Transformer head, named BERTis¢0ry and
BERTtrategy, respectively. During forward infer-
ence, BERTYis0ry €ncodes the conversation his-
tory into a conversation history embedding, while
BERT ¢rategy €ncodes the specific strategy and
the corresponding pre-generated response (pre-
response) into a strategy embedding. These two
embeddings are concatenated and input into the
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Figure 2: Decoupled Strategy Planner Structure

Transformer head to generate an expected score
for each strategy. Finally, a softmax operation is
applied to the expected scores of all strategies to
obtain a selection probability distribution over the
strategy set, thereby determining the optimal strat-
egy response.

The formal representation of selecting the opti-
mal response using the Decoupled Strategy Planner
is as follows (s* represents the optimal strategy):

s* = arg Isnggi 7o( Dy, LLMresponse(Dh 5))

t+1 *
Ugys = LLMresponse(Dt73 )

3.3 Fully Automated Training Method

ASTRO’s full training process can be divided into
three main parts: (1) Environment Initialization, (2)
Model Initialization, and (3) Self-Play Reinforce-
ment Learning. Figure 3 illustrates our model’s
training flow.

3.3.1 Environment Initialization

This is the only part requiring user input. Here,
users describe the background information of the
dialogue task according to a predefined format, as
shown in Appendix B.1. Based on this background
information, we generate built-in prompts for our
system as well as sampled environment informa-
tion for the dialogue task, which will be used in the
subsequent training process. The detailed proce-
dure can be found in Appendix B.2.
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Figure 3: Fully Automated Training Workflow. This figure illustrates the overall workflow of our training method.
As depicted, our approach can be divided into three steps: (1) Environment Initialization, (2) Model Initialization,
and (3) Self-Play Reinforcement Learning. The user only needs to input a basic task description in the first step to

initiate the entire process.

3.3.2 Model Initialization

During the model initialization phase, we lever-
age the inherent non-cooperative dialogue strategy
of the pre-trained Large Language Model (LLM)
to initialize our Strategy Planner, with the goal
of reducing training time and data collection re-
lated costs. Specifically, in a self-play environment,
we directly use a large language model as a tem-
porary Strategy Planner, or SFT scoring model.
By applying the same self-play process to each
dialogue environment sample, we obtain multiple
dialogue records. Finally, we employ supervised
fine-tuning to train our Strategy Planner to approxi-
mate the scores of the SFT scoring model, enabling
the Strategy Planner to learn the ability to evaluate
strategy effectiveness from the pre-trained large
language model. We will continue to optimize this
through self-play reinforcement learning in subse-
quent stages. For more detailed information about
this process, please refer to Appendix E.

3.3.3 Self-Play Reinforcement Learning

The process of our reinforcement learning can be
defined as follows:

Action & Space. Before each reinforcement learn-
ing session, we initialize the environment with a
sampled dialogue context. The Strategy Generator

produces a strategy set as the action space, and all
potential dialogue histories during the conversation
comprise the state space.

Reward Model. Following Yu et al. (2023), we
construct a User Sentiment Analyzer as our reward
model, using the user’s level of acceptance towards
the system’s suggestions as feedback. Detailed
reward model settings are provided in Appendix F.
Training Process. Our reinforcement learning
training process occurs in the same Self-play en-
vironment as defined in Section 3.3.2. We opti-
mize our strategy model using the REINFORCE
algorithm (Williams, 1992), maximizing expected
rewards for optimal strategy selection. The opti-
mization objective in reinforcement learning can
be formalized as the following process:

zmuzys,uzsa] |

mpy = argmaxE,,
Uyl 7

4 Experiment

4.1 Experimental Setup

Baselines. Our baselines employ a handcrafted
strategy set and carefully trained strategy plan-
ner. This includes ProCot (Deng et al., 2023),
which optimizes strategy through intuitive prompts,
and two methods with external strategy planners:
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Methods | PaG | CB
Model | Backbone | AT| | SR? | AT| | SRT | SL%?
Standard GPT-3.5(OpenAl, 2022) 12.65 | 0.165 | 8.33 | 0.050 | 0.042
ProCot(Deng et al., 2023) | GPT-3.5 13.3 | 0.175 | 8.96 | 0.132 | 0.088
PPDPP(Deng et al., 2024) | GPT-3.5 12.4 | 0.255 | 7.05 | 0.145 | 0.112
TRIP(Zhang et al., 2024a) | GPT-3.5 109 | 0.278 | 6.55 | 0.168 | 0.120
ASTRO (Ours) GPT-3.5 9.4 |0.315 | 6.89 | 0.176 | 0.145
Standard GPT-4(Achiam et al., 2023) | 104 [ 0493 [ 7.5 [ 0.275 | 0.135
ProCot GPT4 11.8 | 0.524 | 6.95 | 0.305 | 0.197
PPDPP GPT-4 9.6 | 0.545 | 7.15 | 0.340 | 0.270
TRIP GPT4 9.4 | 0.559 | 6.55 | 0.405 | 0.325
ASTRO (Ours) GPT4 9.6 | 0.693 | 6.12 | 0.428 | 0.378

Table 2: Experimental Results on Two Typical Dialogue Tasks. We evaluated our approach and various baselines on
the persuasion task Persuade4Good (P4G) (Wang et al., 2019) and the negotiation task CraigslistBargain (CB)
(He et al., 2018). For each method, we tested two large language models, GPT-3.5 (OpenAl, 2022) and GPT-4
(Achiam et al., 2023), as the backbone. The type "Standard" refers to using a basic prompt to directly engage the
large language model in non-cooperative task-oriented dialogue without employing any external strategy guidance.

PPDPP (Deng et al., 2024) and TRIP (Zhang et al.,
2024a). For baseline selection, we choose the stan-
dard GPT-3.5 (OpenAl, 2022) and GPT-4 (Achiam
et al., 2023) models as their backbones. We report
the experimental results and performance of these
baselines across two dialogue tasks.

Evaluation Metrics. Following Deng et al. (2024);
Zhang et al. (2024a), we employ the following
method to compute the AT (Average Turn) and
SR (Success Rate). A dialogue threshold is estab-
lished, and when the user acceptance score pro-
vided by the reward model exceeds the positive
threshold or falls below the negative threshold, we
classify it as the user either accepting or reject-
ing the dialogue proposal. When the proposal
is accepted, we record the current dialogue turn
to calculate SR and AT. In the bargaining task,
the SL% (Zhou et al., 2020) can be expressed
as SL% = (Pdeal - Pseller target)/(Pbuyer target —
Pieller target)» Where Pyeqr is the final deal price, and
Bouyer target and Pyeller target are the target prices of
both parties. If failing to reach a deal at the end,
we assign SL% as 0.

User Simulator. Following Dutt et al. (2021);
Zhang et al. (2024a), we use GPT-4 (Achiam et al.,
2023) from OpenAl as our simulated user agent.
For the detailed setup of the user simulator, please
refer to Appendix G. In all training and testing
phases, we maintain the same test environment to
ensure the fairness and consistency of the results.
Implementation Details. We adopted the setup
from Deng et al. (2024); Zhang et al. (2024a) and
configured both BERTyist0ry and BERT s¢rategy in

our strategy to use RoBERTa-Large (Liu et al.,
2019). We uniformly use GPT-40-mini (OpenAl,
2024) as the User Sentiment Analyzer to determine
the dialogue status, and it also serves as the Re-
ward model in our reinforcement learning stage
(Section 3.3.3). For the remaining agents, we de-
fine a unified model, referred to as the Backbone
of our system.

4.2 Main Results

The results of the experiment are shown in Table 2.
For the evaluation metrics, we followed the ap-
proach in Deng et al. (2024), primarily using AT
and SR to assess the model’s ability to achieve
objectives in non-cooperative dialogues. For a de-
tailed analysis of this section, see Section 5.2. For
more experimental results, see Appendix I. For a de-
tailed comparison regarding costs, see Appendix A.

S In-depth Analysis

5.1 Ablation Study

We design the following ablation tests, and the re-
sults are presented in Table 3. The detailed metrics
for the ablation study are shown below:

* ASTROy, /o spr: In this variant, we omitted
the Model Initialization process. Following the
initialization of the model, we proceeded directly
to the RL training stage.

* ASTROy, /o ry: In this variant, we omitted the
Self-Play Reinforcement Learning process after

393



Methods | P4G
Model Backbone ‘ AT| ‘ SR
ASTRO GPT-3.5 9.40 | 0.315
-w/o SFT GPT-3.5 13.25 | 0.035
-w/o RL GPT-3.5 11.85 | 0.159
-w/o DS GPT-3.5 13.30 | 0.208
-w/o CS GPT-3.5 11.20 | 0.235
-w/o DS & CS | GPT-3.5 11.80 | 0.190
ASTRO GPT-4 9.60 | 0.693
-w/o SFT GPT-4 12.15 | 0.152
-w/o RL GPT-4 13.10 | 0.459
-w/o DS GPT-4 10.35 | 0.488
-w/o CS GPT-4 9.80 | 0.390
-w/o DS & CS | GPT-4 12.25 | 0.375
TRIP GPT-3.5 10.9 | 0.278
TRIP GPT-4 9.40 | 0.559

Table 3: Ablation Study Experiment Results. This table
presents the results of our ablation study.

the Model Initialization process. After complet-
ing the Model Initialization, we proceeded di-
rectly to model testing without the intervening
RL phase.

* ASTRO,, /o ps: In this variant, we omitted
the Decoupled Strategy Planner (DS) structure,
which consists of two BERT models. Instead, we
combined the Chat History and Strategy Tuple in-
puts with a delimiter and fed the combined input
to a single BERT to predict the expected score.

* ASTRO,,/, cs: In this variant, we omitted the
customized strategy sets for dialogue tasks, dia-
logue scenarios, and user profiles. We adopted
the strategy set configuration from Zhang et al.
(2024a) for the P4G task as our strategy set. De-
tailed strategy sets are provided in Appendix D.2.

5.2 Further Analysis

Based on a series of experiments, we conducted
the following analysis:

How effective is our method? — Our method
surpasses all baselines in dialogue success rates
across various dialogue tasks. As shown in the
Section 4.2, we test the impact of different founda-
tional models on our method’s performance. We
find that when using GPT-3.5 as the backbone, our
method shows significant improvement over pre-
vious approaches in both AT and SR. However,
with more advanced backbones, our model’s per-
formance on AT is comparable to other methods,

but we still achieve substantial improvements in
SR. Overall, the experimental results demonstrate
that our model outperforms other methods in both
tasks, proving the feasibility and effectiveness of
our approach.

Is Our Fully Automated Process Effective? -
Our fully automated approach not only reduces
training costs but also outperforms traditional
methods. As shown in Section 4.2, our fully auto-
mated training approach demonstrates performance
comparable to traditional methods. This proves
that avoiding manual intervention and using fully
automated methods, such as self-play, can signifi-
cantly enhance the model’s conversational abilities
in various non-cooperative dialogue tasks.

Why is the customized strategy set effective? —
Customized strategies are better suited to dif-
ferent dialogue scenarios and users. We conduct
a manual evaluation to assess the effectiveness of
our customized strategy set. We select some in-
complete dialogues and input them into both our
model and the state-of-the-art strategy planner al-
gorithm TRIP. The outputs are then manually eval-
uated based on three criteria: Response Quality,
Strategy Suitability, and Strategy Set Suitability.
For Strategy Set Suitability, users are also asked
to provide textual feedback. The results, as shown
in Figure 4, indicate that when focusing solely on
the generated responses, our strategy-guided re-
sponses are more readily accepted by users. Our
customized strategy set demonstrates significant
improvements. Compared to previously designed
strategy sets for dialogue tasks, ours is rated as
more precisely adaptable to the current task during
manual evaluation. For each strategy in the dia-
logue process, we also achieve leading results in
manual evaluation, further proving our method’s
effectiveness.

ASTRO TRIP
R(tf%[]()‘\&(?
quar [
ool ________
Suitability
Suitability
0% 20% 40% 60% 80% 100%
2 WIN TIE LOSE
Figure 4: Human Evaluation Results. This figure

presents the human evaluation outcomes obtained by
providing users with the responses from ASTRO and
TRIP in two dialogue tasks. For more details on human
evaluation, see Appendix J.
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How effective is the Decoupled Strategy Planner?
— It significantly enhances dialogue success rates.
As seen in Section 5.1, removing the Decoupled
Strategy Planner resulted in our model performing
significantly worse in AT (9.4 — 13.3) and only
slightly better than the similarly structured PPDPP
in SR (0.175 — 0.208). These results confirm the
effectiveness of this structure.

How does the Decoupled Strategy Planner en-
hance the effectiveness of the customized strategy
set? — Our method improves the model’s utiliza-
tion of the strategy set and maximizes its poten-
tial in various dialogue tasks, with its dialogue
success rate surpassing all baseline methods. We
compare the strategy selection diversity of ASTRO,
PPDPP, and TRIP, as shown in Figure 5. We evalu-
ate the strategy usage rate in different environments,
defined as the number of strategies used divided by
the size of the strategy set, as a measure of strategy
diversity. Our DS structure (Decoupled Strategy
Planner) significantly improves strategy utilization.
When using GPT-3.5 as the backbone, the DS struc-
ture greatly enhances strategy utilization. When
selecting a more powerful LLM like GPT-4 as the
backbone, the improvement in strategy utilization
is more pronounced compared to other baselines
and ASTRO without the DS structure.

CraisglistBargain

PPDPP TRIP ASTRO ASTRO,, ps

Persuasion4Good
1 1
08 08
0.6 0.6
04 0.4
0.2 02

o 0
PPDPP TRIP ASTRO ASTRO, os

mGPT-3.5 mGPT-4 EGPT-3.5 mGPT-4

Figure 5: Strategy Diversity Results. The strategy uti-
lization rate of each model using different backbones in
two scenarios (Wang et al., 2019; He et al., 2018). DS
stands for the Decoupled Strategy Planner.

Is initializing the strategy planner with the built-
in strategies of pre-trained large language models
effective? — It significantly enhances training
stability and speed. From Section 5.1, it is evident
that bypassing the model initialization process and
relying solely on reinforcement learning results in
poor model performance, significantly below that
of the Standard model. This suggests that models
are prone to instability during the direct self-play
reinforcement learning process. The initialization
process not only saves training time but also im-
proves the stability of the self-play RL training

process, which is crucial for our method.

Is subsequent fine-tuning with reinforcement
learning necessary? — It can further optimize
model performance and is essential. Section 5.1
shows that models fine-tuned only through supervi-
sion perform similarly to the standard, indicating
that supervised fine-tuning can only learn the built-
in strategies of pre-trained language models and
cannot optimize effectively.

How does our model converge? — Our model con-
verges quickly and achieves excellent final per-
formance. As shown in Figure 6, we test the con-
vergence of our model and several other methods
on the PAG dataset. The PPDPP model converges
quickly but is unstable, while the TRIP model and
ours show similar convergence speeds but with
lower final performance limits. We also find that
with better backbones, our model’s final perfor-
mance is relatively more outstanding.

GPT-3.5 GPT-4
0.4 0.8
03 06 o
0.2 //'—A\/\ 0.4
74
0.1 02
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Figure 6: Model Convergence Results. Performance
(SR) comparison of the three models using different
backbones on the P4G dataset. Each unit on the hori-
zontal axis represents 100 epochs.

6 Conclusion

In this work, we introduce a novel Decoupled
Strategy Planner and a fully automated strategy
planner training method for non-cooperative dia-
logue environments. By tailoring dedicated strat-
egy sets for specific dialogue scenarios and user
profiles, we enhance the model’s adaptability to
particular dialogue contexts. Our fully automated
training method employs a multi-agent system to
replace human efforts in data collection and model
tuning, thereby reducing the deployment difficulty
of our model in new scenarios and enabling an
out-of-the-box functionality. Experimental results
demonstrate the feasibility of our approach and the
superior performance of our model. We believe
that our work builds on prior research to enhance
model capabilities and expand its application sce-
narios. Looking ahead, we will attempt to extend
our approach to more dialogue scenarios, such as
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optimizing the model’s proactive dialogue capabili-
ties in open-domain dialogue environments.

Limitations

Limitations of Meta-Prompts. @ We evalu-
ated the performance of agents constructed with
meta-prompt-generated prompts in various non-
cooperative dialogue scenarios. In certain scenar-
ios (e.g., recruitment interview negotiation (Yam-
aguchi et al., 2021)), prompts generated by Meta-
Prompts exhibited the following instabilities during
the self-play process: (1) The user simulator be-
came overly prone to either accept the dialogue
goal too readily or reject it consistently; (2) The
User Sentiment Analyzer struggled to accurately
assess the user’s acceptance state, often remaining
in a neutral stance for prolonged periods.

Limited built-in strategies of the pre-trained
LLM. Our approach encounters challenges when
dealing with rare dialogue scenarios. For instance,
in debates pertaining to uncommon fields, the large
language model may lack pre-existing strategies,
resulting in difficulties with effectively initializing
the model.

Model Capability Limitations. Our testing re-
vealed that after 500 iterations of reinforcement
learning training, the SR metric reached a point of
stability. The ultimate performance of the model is
also constrained by the capabilities of the large lan-
guage model employed as the strategy generator.
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A A Comparative Analysis of Costs

The time and economic costs associated with dif-
ferent researchers and dialogue tasks can vary sig-
nificantly, making it challenging to provide a uni-
versally applicable cost comparison. However, we
offer some examples for reference.

Utilizing the official OpenAl API for a single
training session costs approximately $100 to $200.
Human intervention is only required during the ini-
tial dialogue task description, typically taking 3 to
5 minutes. In Wang et al. (2019), the data collection
process lasted two months, with an average dona-
tion of $0.35 from 1,285 participants, incurring at

least $450 in expenses (even with relatively low
incentives). Similarly, in Chawla et al. (2021), it is
noted that volunteers on the Amazon Mechanical
Turk (AMT) platform received $2 for task comple-
tion, with an additional $3 for high-quality data.
With 846 participants, assuming an average cost
of $2 per participant, the expenses amounted to at
least $1,692.

Thus, our system appears to be both effective
and cost-efficient.

B Details of Environment Initialization

B.1 Task Information Template For User
Input

We require users to input the task information in
the following format: First, briefly summarize the
task type or nature in one sentence, such as “This
task can be summarized as a [task type] task.” Then,
provide a detailed description of the background
and objectives of the task, including the nature of
the task and the goals of the relevant roles. Finally,
clearly define the roles of the user and assistant in
this scenario to ensure role clarity, for example, “In
this scenario, the user plays the role of [role], and
the assistant plays the role of [role].”

We have provided a sample of the task informa-
tion in Table 7.

B.2 Detailed Procedure for Environment
Initialization

Based on the user-input Task Information, the fol-
lowing two steps will be performed:

Prompt Generation. Our Prompt Generator ini-
tializes prompts for all required dialogue environ-
ments based on the Meta-Prompt, user-provided
dialogue background, and example settings.
Environment Information Generation. Using the
Environment Information Generator, we randomly
sample specific dialogue environments from the
user-defined background information, formatting
them for direct use in subsequent tasks, as shown in
Appendix G. Following Zhang et al. (2024a); Jiang
et al. (2024), we model users based on the Big
Five personality traits (Goldberg, 1992), resistance
strategies (Dutt et al., 2021), and decision-making
styles (Scott and Bruce, 1995). For each sampled
environment, a user simulator is initialized with
random user profiles to enhance the model’s adapt-
ability to various users. Detailed formats of the
environment information and user profiles are pro-
vided in Appendix C and Appendix G.
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Info Name Descriptions

Environment | A specific scenario within

Information | the dialogue background

(Env-Info) provided by the user.

Assistant The dialogue information

Background | that the assistant is pre-

Information | informed about.

(Assistant-

Bg-Info)

User Back- | The dialogue information

ground that the user is pre-informed

Information | about.

(User-Bg-

Info)

User In- | A third-person description

formation of the user profile (for pro-

(User-Info) viding information to the
Strategy Generator).

User Informa- | A third-person description

tion for Sim- | of the user profile (for initial-

ulator (User- | izing the User Simulator).

Info2)

Table 4: Detailed Descriptions of Dialogue Environment
Information

C Dialogue Environment Information
Details

C.1 Dialogue Environment Information
Format

The Environment Information sampled from a user-
defined dialogue scenario is stored in JSON for-
mat. It contains five fields: ’Env-Info’, ’ Assistant-
Bg-Info’, *User-Bg-Info’, *User-Info’, and *User-
Info2’. The detailed descriptions of these five fields
are provided in Table 4. And we also provide an
example in Table 8.

C.2 Prompt for Environment Information
Generator

We employ the prompt shown in Table 9 to gen-
erate environment descriptions and user profiles,
which encompass the Big Five personality traits
as well as different decision-making styles. *Base-
Background’ represents the user’s input for the
dialogue task description.

D Details of Customized Strategy Set
D.1 Strategy Generator Prompts

We use the prompts shown in Table 10 to initialize
our Strategy Generator, where the contents of User-
Info and Env-Info are detailed in Appendix C.

D.2 Strategy Set Example

We provide an example in Table 11 of the strategy
set for an agent acting as a persuader in a P4G
dialogue task. The agent’s goal is to persuade an
economically-conscious middle-class individual to
participate in a charity donation campaign for dis-
abled children.

E Details of Model Initialization Phase
E.1 Model Initialization Using Self-Play

As illustrated in Algorithm 2, our model initializa-
tion process is as follows:

Algorithm 2 Model Initialization Process

1: Generate Strategies S = LLMiyaeey (U, C,T)
2: Initialize Dialogue History D = []

3: Initialize Strategy Planner Parameters 6

4.

5: while not goal condition 7" is met do
6: for each s; € S do

7: Ugys = LLMresponse(D; Si)

8: Y= T(“S)’Sa Uusr)

9: VoL = %L(T(@(D, S, Usys),Y)
10 0 <+ 0—nVeL

11: end for

12: Ugys = Arg MaXy,, Y

13: D« D+ [u:ys]

14: Uysr = LLMuser(D> U)
15: D D+ [uys]

16: end while

The Strategy Generator creates a specialized set
of strategies based on environmental information
and user profiles, as detailed in Appendix D.1. We
utilize the reward model from Section 3.3.3 to as-
sist in determining the conclusion of a dialogue.
By applying an identical self-play procedure for
each dialogue environment sample, we ultimately
obtain multiple dialogue records. Finally, we use
supervised fine-tuning to align our Strategy Planner
with the scores from the normalized scoring model.

E.2 Likert Scale

To ensure the fairness and stability of large lan-
guage model scoring, we refer to the approach in
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Zheng et al. (2023); Bai et al. (2024) and intro-
duce a Likert Scale (Likert, 1932) in the Scoring
Model to evaluate the quality of strategies and re-
sponses. Our Likert Scale comprises four dimen-
sions: strategy compliance, accuracy, rationality,
and fluency. The scores across these dimensions
are summed to evaluate a strategy-response tuple.
To maintain stability in the evaluation system, we
do not use Meta-Prompts to generate prompts for
this purpose. Specific prompts are detailed in Ta-
ble 12.

F Reward Model Details

We constructed our reward function, the User Sen-
timent Analyzer, following the design outlined in
Yu et al. (2023). For each user response, we use a
large language model to classify it into five levels of
acceptance towards the current non-cooperative di-
alogue goal: reject, negative reaction, neutral, posi-
tive reaction, and accept. To mitigate stochasticity,
we set the model’s temperature to 1 and obtain
the final result by averaging ten generated samples.
Each sample assigns a score to the five levels as fol-
lows: [-5, -2.5, 0, 2.5, 5]. The final user sentiment
score is calculated as the mean of these ten samples.
During the self-play process, we determined that
setting the dialogue acceptance-rejection thresh-
old to -4 enables effective progress. Specifically,
when the score is greater than or equal to 4, it is
classified as user acceptance, while a score less
than or equal to -4 indicates user rejection. The
Meta-Prompt and an example prompt for generat-
ing the User Sentiment Analyzer are provided in
Table 13.

G User Simulator

G.1 User Characteristics

Following the user simulator settings outlined in
Zhang et al. (2024a); Dutt et al. (2021); Jiang et al.
(2024), we model users based on the Big Five per-
sonality traits (Goldberg, 1992), resistance strate-
gies (Dutt et al., 2021), and decision-making styles
(Scott and Bruce, 1995). For each sampled envi-
ronment, the user simulator is initialized with user
profiles plus various user characteristics to enhance
the model’s adaptability to a variety of users. Ex-
amples of user profiles can be seen in the User-Info
part of Table 8 as shown. Among them, the Big
Five personality traits and decision-making styles
are initialized in the user profile during the environ-
ment initialization step, while the resistance strate-

gies are directly provided to the user simulator’s
prompt for use during the Self-Play process.

G.2 User Simulator’s Prompt

We constructed the User Simulator’s prompt fol-
lowing the guidelines in Zhang et al. (2024a). The
detailed content is provided in Table 14.

H Dialogue Example

We present an example of a dialogue generated by
Our ASTRO agent within a P4G (Wang et al., 2019)
dialogue scenario in Figure 7. In the table, "Score"
indicates the result calculated from multiple sam-
ples taken by the User Sentiment Analyzer, while
"Strategy" denotes the specific strategy currently
employed by the assistant.

I Additional Experiment Results

To demonstrate that the reward model (GPT-4o0-
mini) used in the RL phase (Section 3.3.3) is not
unique, we conducted additional experiments using
the open-source model Llama3.1-8B (Dubey et al.,
2024) as a substitute for the reward model. The
experimental results were obtained in the "P4G"
environment, as shown in Table 5.:

Methods ‘ P4G

Model | Backbone | AT| | SRt
ASTRO | GPT-3.5 | 9.28 | 0.320

ASTRO | GPT4 9.90 | 0.635

Table 5: Additional Experimental results.

J Human Evaluation Details

We recruited approximately 30 students from uni-
versities across China to participate in this human
evaluation through a questionnaire. In the Human
Evaluation, we selected several dialogue excerpts
from the non-cooperative dialogue tasks, P4G
(Wang et al., 2019) and CB (He et al., 2018), sam-
pled during the evaluation process in Section 4.2
for human evaluation. We concatenate the dialogue
segments with the pre-generated responses, the pre-
generated strategies, and the set of strategies for
the current scenario, respectively, and present each
combination to the user. For each evaluation, we
offer three options: choose which side is better or if
it’s a draw. The specific human evaluation criteria
and questions are shown in Table 6.
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Evaluation Crite- | Evaluator-visible | Description

rion Content

Response Quality Only the response | As a user, which response do you find more likely
provided to convince you to ultimately accept their proposal?

Strategy Suitability | The strategy pro- | If you were to play the role of the persuader, which
vided strategy do you think is more appropriate?

Strategy Set Suitabil- | The set of strate- | Which set of strategies do you think is more suit-

ity gies provided able for this particular dialogue scenario?

Table 6: Human Evaluation Criteria and Descriptions

K Experimental Environment and

Technical Details

This section describes our experimental setup and
the use of generative Al for assisting in academic

writing.

K.1 Experimental Setup

We utilized the ChatGPT API provided by Ope-
nAl for all scenarios requiring calls to a LLM in
the paper. For model training, we employed four
NVIDIA A6000 GPUs and conducted the entire
training process on a Linux system. Due to network
latency issues with API calls, a single complete
training cycle took approximately one day.

K.2 Generative AI-Assisted Academic
Writing Collaboration

We exclusively used ChatGPT-40 for spelling and
grammar checks of the paper, and manual modifi-
cations were made based on its suggestions.
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Task Information Example

This task can be summarized as the Charity Donation Persuasion Task.

In the charity donation persuasion task, the charity organization representative aims to convince
potential donors to contribute to charitable causes.

However, donors may be skeptical or have other financial priorities that prevent them from
donating. The persuader needs to make every effort to encourage the donor to contribute.

In this scenario, the user plays the role of the donor, while the assistant acts as the persuader.
As the donor, you should be as stringent as possible.

In this scenario, the user plays the role of the donor, while the assistant acts as the persuader.

Table 7: An User Input Task Information Example for the PAG Scenario.

Info Name Content

Env-Info In a small community, there is a local animal shelter that is in desperate
need of supplies and funding to take care of the abandoned animals. To
address this need, the community center has organized an adoption event.
The event is scheduled to take place on a weekend afternoon and includes
various attractions such as a petting zoo, a dog show, and a bake sale. The
primary aim of the event is to encourage residents to adopt a pet or donate
money and supplies to support the shelter and its ongoing operations.

Assistant-Bg-Info | You play as the persuader. There is a local animal shelter in the small
community that is in desperate need of supplies and funding to take care
of the abandoned animals. To address this need, the community center has
organized an adoption event. The event is scheduled to take place on a
weekend afternoon and includes various attractions such as a petting zoo,
a dog show, and a bake sale. The primary aim of the event is to encourage
residents to adopt a pet or donate money and supplies to support the shelter
and its ongoing operations.

User-Bg-Info You play as the persuaded. You are a resident in the small community and
have always been skeptical about donating to animal shelters.
User-Info The user is a 35-year-old woman who works as a lawyer. She is known

for her high conscientiousness, meaning that she is organized, reliable,
and detail-oriented in her work. Her decision-making style is analytical,
meaning that she prefers to gather and analyze information before making
decisions, valuing accuracy and clarity.

User-Info2 You are a 35-year-old woman who works as a lawyer. Your personality
is characterized by high conscientiousness, meaning you are organized,
reliable, and detail-oriented in your work. Your decision-making style is
analytical, meaning you prefer to gather and analyze information before
making decisions, valuing accuracy and clarity.

Table 8: An Environment Information Example in PAG Scenario.
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The Environment Information Generator’s Prompt.

Background: [Base-Background]

This is a background setup for a non-cooperative scenario.
You need to generate a similar example based on this background setup and the example I
provided.

First, you need to generate a specific scenario within this dialogue background,

which should be represented as "Env-Info" in your final output.

When initializing the users,

each user needs to be associated with one of the Big Five personality traits and a decision-
making style,

and a coherent character description should be generated for each person.

Big Five personality traits: ["Openness", "Conscientiousness", "Extraversion”, "Agreeableness",
"Neuroticism"]

Decision-making styles: ["Directive", "Analytical", "Conceptual”, "Behavioral"]

Example: {Example}

"User-Info" and "User-Info2" represent the user portraits of the dialogue participants respec-
tively.

The difference is that "user_info" describes the user as "The user," while "User-Info2" describes
the user as "You."

Next, based on the background you generated,

you need to create a background description of the dialogue content that the assistant and the
user need to know.

It should be noted that in the background description, you need to specify the roles played by
the user and the assistant.

The user needs to be given a basic setting that shows a non-cooperative tendency in this non-
cooperative dialogue scenario.

The assistant needs to know some basic knowledge that they should naturally know.

The user’s background description is "User-Bg-Info," and the assistant’s background description
is "Assistant-Bg-Info."

Your answer should be in the format of the example JSON provided and should not include any
additional content.

Table 9: The Environment Information Generator’s Prompt.
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The Strategy Generator’s Prompt

Now we have the following conversation scenario: {Env-Info},

and the following user profile: {User-Info} (If left blank, the user status is unknown).

You need to give me a strategy for the following dialogue scenarios in the form of:
[oeyeenyetd]

This is all you need for your reply, please don’t add anything else.

A strategy is an instruction word that guides a conversation, not a conversation.

The function of the strategy is to guide the conversational behavior of the agent in the dialogue.
You need to comprehensively consider all the phenomena that may occur during the dialogue
process and the scenarios that may be encountered, and provide a set of strategies that can
handle the current dialogue task.

Your strategy set should align with the conversation context and user profile.

Your strategies should not be overly simplistic; they need to be instructive.

The set of strategies should not be too limited and should cover a variety of potential situations.
Please use English to response.

Table 10: The Strategy Generator’s Prompt

A Strategy Set Example On P4G Task

1. Emphasize that the donation amount can be freely chosen, so it won’t impact personal
finances.

. Introduce tax deduction policies for donations to help ease financial burdens.

. Share specific cases of how donations directly improve the lives of children with disabilities.
. Provide transparency reports on donations, showing detailed fund usage.

. Highlight the long-term social benefits of donations, helping to reduce future societal costs.
. Offer options for installment donations to better manage financial outlays.

. Introduce the donor community and network, offering additional social value.

. Explain how donating can serve as an educational example for children, fostering social
responsibility.

9. Emphasize the donor’s impact, showing that any amount can make a difference.

10. Provide opportunities to participate in charity events, increasing personal social engagement.

[e <IN Bie) RV, I SNELOS BN )

Table 11: A Strategy Set Example On P4G Task
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The Supervised Fine-Tuning Stage Scoring Model’s Prompts

For the above recorded conversation, you need to rate the most recent response you just made.
The strategy you just adopted is {strategy_now}.

The score has the following dimensions: strategy compliance, accuracy, rationality, and fluency.
The format of your response is {" strategy compliance ": score 1," accuracy ": score 2,"
rationality ": score 3," fluency ": score 4} "

All scores are floating-point, up to 5 points, and you don’t need to reply to anything else.
When scoring, you should strive to be as objective and critical as possible,

and avoid giving high scores unconditionally.

Please use English.

Grading criteria refinement:

1. strategy compliance:

- 5 points: The answer fully complies with the predetermined strategy and method.

- 4 points: The answer mostly complies with the predetermined strategy and method.

- 3 points: The answer partially complies with the predetermined strategy and method.

- 2 points: The answer basically complies with the predetermined strategy and method.

- 1 points: The answer is minimally related to the predetermined strategy and method.

- 0 points: The answer completely violates the predetermined strategy and method.

2. accuracy:

- 5 points: The answer is highly accurate, containing detailed information and correct data.

- 4 points: The answer is accurate, but may lack some key information.

- 3 points: The answer is basically accurate, but contains some errors or incomplete information.
- 2 points: The answer is partially accurate, but contains many errors or omissions.

- 1 points: The answer is not very accurate, with most information being incorrect or missing.
- 0 points: The answer is completely inaccurate.

3. reasonableness:

- 5 points: The answer is highly reasonable, with clear logic and rigorous conclusions.

- 4 points: The answer is reasonable, but may have some logical flaws or ambiguities.

- 3 points: The answer is basically reasonable, but contains many logical flaws or ambiguities.
- 2 points: The answer is partially reasonable, but has confused logic and lacks rigorous
conclusions.

- 1 points: The answer is not very reasonable, with confused logic and lack of rigorous
conclusions.

- 0 points: The answer lacks logic and reason.

4. Fluency:

- 5 points: The answer is very fluent, with clear expression and easy to understand.

- 4 points: The answer is fluent, with generally clear expression, but requires some effort to
understand.

- 3 points: The answer has generally clear expression, but contains some inappropriate or
confusing elements.

- 2 points: The answer is not very clear, requiring considerable effort to understand.

- 1 points: The answer is confusing and difficult to understand.

- 0 points: The answer is extremely difficult to understand, with unclear expression.

Most importantly, Your grades need to be as rigorous as possible, and they shouldn’t always be
perfect,

they should be generally distributed in a normal way. Only if the answer is very good can you
give a score of 4 or more.

Table 12: The Supervised Fine-Tuning Stage Scoring Model’s Prompts Using Likert Scale.
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The User Sentiment Analyzer’s Meta-Prompt

This is the background setting for a non-cooperative scenario.

Background: [{base_background}].

And this is an example.

Example: [{my_example}].

You need to generate a similar prompt based on this background setting and the example I
provide.

The purpose of this prompt is to evaluate the user’s attitude towards the assistant’s response.
Please note that you should only provide the final judgment word (reject, negative reaction,
neutral, positive reaction, accept), and do not delete, modify, or add anything.

The format of the prompt you generate should be the same as the example I give you, but the
content should follow the background setting I provide.

A Prompt Example

You are a Buyer. A Seller is trying to persuade you to purchase an item at their price. During
the conversation, you can choose from the following actions to respond to the Seller: [reject]
[negative reaction] [neutral] [positive reaction] [accept]. The following is an example conversa-
tion between a Seller and a Buyer.

Assistant (Buyer): (neutral) Hello. How much is this item?

User (Seller): This item is priced at $100. Are you interested in this price?

Assistant (Buyer): (negative reaction) That price seems a bit high. Can you lower it?

User (Seller): This is already a very good price. We offer top-notch quality and service, you
won’t be disappointed.

Assistant (Buyer): (neutral) I understand, but it still feels a bit expensive.

User (Seller): We can offer you free shipping, which will save you some money. How does that
sound?

Assistant (Buyer): (positive reaction) That sounds nice. Can you lower the price a bit more?
User (Seller): Alright, to make you happy, I can give you a 10% discount, making it $90. Is
that acceptable to you?

Assistant (Buyer): (accept) Okay, $90 sounds good. Deal.

Above is a new conversation between a Seller and a Buyer (you). You may or may not want to
accept the Seller’s price.

Your output is only a single word from within the brackets [reject, negative reaction, neutral,
positive reaction, accept]

(without any additional symbols).

Table 13: The User Sentiment Analyzer’s Meta-Prompt and A Prompt Example.
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The User Simulator’s Prompt

Now enter the role-playing mode.

You are a user, you have the following user portrait: {user_info},

This is the background portrait of your user, be sure to focus on this during the impersonation.
User Background: {env_info}.

Now please respond based on your user portrait, environment information and the content of
the previous conversation.

(If the previous chat content is empty, then please initiate a conversation based on environment
and user portrait information).

You must follow the 4 instructions below during chat:

1. Role Consistency: Your utterances need to strictly follow your persona, varying your wording
and avoiding repetition to maintain consistency.

2. (Important)Initial Stance: Pretend you have little knowledge about the topic under discussion
and hold a negative or neutral stance at the beginning of the conversation.

3. Influence Degree: Your stance depends on your persona and how influenced you are by the
other party.

4. Decide Action: You need to decide whether to take the suggested action. If you think you
are convinced by the other party, you should indicate willingness to take the action.

Before you believe you have been convinced, adopt a resistance strategy approach towards the
assistant. However, when you do feel convinced, please express a positive attitude or accept the
assistant’s request.

When you want to show a resistant attitude, you can use one of the strategies from the set of
resistance strategies I provided to you that you think is appropriate.

resisting strategies : {resisting_strategies_str}.

Don’t always show a resistant attitude. When you find that the assistant makes a reasonable
point, try to accept it.

If the conversation goes on for too many turns, please try to end the conversation(Give your
attitude directly—Accpet or Reject).

Your reply only needs to contain your reply to the assistant, not anything other than the reply.
Please use English to response.

Table 14: The User Simulator’s Prompt
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assistant:
Hi there! Have you heard about the fundraising event at the community center this weekend to support our local animal shelter?

user:
Hmm, | haven't heard much about the fundraising event. What exactly are they planning to do to support the animal shelter? I'm a bit
cautious about donation tasks, so I'd need to know more details before considering getting involved.

I 0.0

assistant:

Absolutely, | completely understand your need for details. Every penny that we raise during this event will be fully accounted for. The
proceeds will be used for buying pet food, medical care and supplies, and improving the facilities at our local animal shelter. We also aim
to raise enough money to support the running costs of the shelter for the next six months. All the financial details will be transparent and
shared with the public to ensure there's absolute trust in the process. This is an investment not just in our animal friends, but in the
overall well-being of our community. Would you be willing to support us in this endeavor?

strategy:

Highlight the need for detailed financial planning for the event, appealing to her analytical nature.

| appreciate the detailed explanation, but as an accountant, I'm naturally quite skeptical about fundraising events. Can you provide any
specifics on how exactly the funds will be tracked and reported? I'm particularly interested in understanding how you plan to ensure the
transparency and accountability of the financial management for this fundraiser. How can | be sure my donation will be utilized effectively?

BB -0.25

assistant:

Of course, | completely understand your concerns. Financial transparency is our top priority. Here's how we plan to establish and
maintain it:

1. Transaction Records: Every single donation made at the event or on our online platform will be recorded automatically in our digital
database with full details, like the donor's name (if they choose not to be anonymous), the amount, and the donation date.

2. Detailed Expense Reporting: We will create a comprehensive report detailing how every penny of the donations was used. This report
will include receipts for every transaction made with the funds raised and a description of what it achieved in the shelter.

3. Donor Updates: After the event, donors who provided contact information will receive periodic updates about the shelter's activities
and how their donations have made a difference. These updates will include facts and figures demonstrating our shelter's impact in the
community since the fundraiser.

4. Annual Audit: Our accounts will also be subjected to an annual audit by a reputable third-party firm. The results of these audits will be
published on our website.

These measures will ensure that the funds donated have a tangible impact on our local animal shelter. Does this level of accountability
and transparency assuage some of your concerns?

strategy:

Emphasize the importance of the fundraising event to the community and animal welfare to engage her outgoing personality.

Alright, I'm definitely intrigued by your detailed explanation of how funds will be tracked and reported. Transparency really is key when it
comes to donation efforts. Can you tell me more about the online platform you'll be using to record donations? How secure is it, and what
measures are in place to protect donor information?

Also, I'd be very interested in knowing more about the annual audit. How will the results be made available to the community?

BER: 2.75

assistant:

Absolutely, I'm glad you asked about the digital donation platform and the annual audit.

For the online donations, we're using a tried and tested platform that meets all global security standards. It uses multiple encryption
layers for financial transactions and protection protocols to ensure donor data is never compromised. All payment details are tokenized,
meaning they're transformed into random strings of characters that don't contain the original data, making them useless to potential
fraudsters.

In regard to the annual audit, we employ a reputable third-party firm to conduct a thorough review of our records. The auditors look at all
aspects of our financial management, including fundraisers, donations, and how funds are spent. They then publish a detailed financial
report. Alongside sharing this report on our website, we distribute a summary version to all our donors, and hard copies are available to
anyone at the shelter itself.

Since you're an accountant, we could definitely use your skills if you're willing to volunteer. You'd be a great asset in ensuring we retain
full transparency, accountability, and make sure that every dollar is being spent effectively. Would you be interested in being involved in
that kind of capacity? As a professional, your expertise would infinitely boost our mission.

strategy:

Discuss specific ways her financial skills could contribute to the event's success, making her feel valued and involved.

user:

Thanks for providing all those details. | must say, your approach to financial transparency and security feels quite solid.

Given all these measures, | feel more confident about this fundraiser. I'm open to contributing my skills as an accountant to help with the
financial oversight. How can | get involved?

- 5.0

Figure 7: An Example of A Dialogue Generated By Our ASTRO Agent Within A P4G Dialogue Scenario.
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