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Abstract

Large Language Models (LLMs) have shown
impressive reasoning capabilities, yet exist-
ing prompting methods face a critical trade-
off: simple approaches often struggle with
complex tasks and reasoning stability, while
more sophisticated methods require multiple
inferences and substantial computational re-
sources, limiting their practical deployment. To
address this challenge, we propose Derailer-
Rerailer, a novel framework that adaptively
balances reasoning accuracy and computational
efficiency. At its core, our framework employs
a lightweight Derailer mechanism to assess
reasoning stability and selectively triggers an
advanced Rerailer verification process only
when necessary, thereby optimizing computa-
tional resource usage. Extensive evaluation
across both open and closed-source models
on more than 20 categories of mathematical,
symbolic, and commonsense reasoning tasks
demonstrates our framework’s effectiveness:
Derailer-Rerailer achieves significant accu-
racy improvements (8-11% across various rea-
soning tasks) while maintaining 2-3 times bet-
ter efficiency than existing verification meth-
ods, with particularly strong performance in
mathematical and symbolic reasoning, offering
a practical solution for enhancing LLM rea-
soning reliability while significantly reducing
computational overhead !.

1 Introduction

Large language models (LLMs) have been aug-
mented with various prompting techniques to in-
duce human-like complex reasoning capabilities
(Wei et al., 2022a). While early approaches like
Chain-of-Thought aimed to emulate fast thinking
for direct step-by-step reasoning (Wei et al., 2022b),
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Figure 1: While simple questions can be answered
quickly with minimal reasoning, complex tasks require
deeper analysis and verification to ensure accuracy.
Adaptive approaches balance efficiency and reasoning
depth based on the problem’s complexity.

they often struggled with complex multi-step rea-
soning and may produce unfaithful intermediate
steps that propagate errors (Zhang et al., 2023). Re-
cent research has thus focused on enabling slower,
more deliberate thinking in LLMs through vari-
ous prompting strategies that allow exploration of
multiple independent reasoning paths (Yao et al.,
2024a) or engagement in self-critique (Miao et al.,
2024). This progression from fast to slow reasoning
has demonstrated significant success in enhancing
LLMs’ reasoning capabilities, paralleling human
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Figure 2: Overview of the Derailer-Rerailer framework: The Derailer filters questions based on reasoning stability,
while the Rerailer optimizes reasoning paths for inconsistent cases. Arithmetic examples illustrate the workflow.

cognitive processes where we transition from quick
intuition to careful analysis when facing complex
challenges (Kahneman, 2011).

These complex prompting methods, however,
face a critical trade-off between accuracy and com-
putational efficiency. Such approaches dramati-
cally increase computational overhead. For exam-
ple, in Self-Consistency (Wang et al., 2023), a sin-
gle problem requires 40 model calls and results in
thousands of tokens (Li et al., 2024). While this
computational intensity proves necessary for some
complex situations, a key limitation lies in their
uniform application—indiscriminately deploying
these expensive procedures across all queries re-
gardless of whether the problem actually requires
such intensive operations. This computational bur-
den becomes particularly problematic in real-world
agentic applications (Huang et al., 2024) that of-
ten involve various complex prompting methods,
where inference time is as crucial (Snell et al.,
2024a) as accuracy (e.g. real-time clinical sup-
port agentic systems, which require both reliable
reasoning and low latency (Umerenkov et al., 2023;
Wau et al., 2025a)). These constraints highlight the
need for an adaptive prompting method that can
selectively apply computational resources where
they are most needed.

To address these limitations, we propose a novel

two-stage framework, Derailer-Rerailer (Fig. 2),
inspired by the relationship between LLMs’ sta-
bility on answers and problem solvability. Draw-
ing an analogy from train operations—where
derailment assessment precedes strategic rerail-
ment—our framework combines two complemen-
tary mechanisms: (1) The Derailer performs full
consistency checks through multiple independent
answers, efficiently identifying which queries re-
quire intervention; and (2) the Rerailer applies tar-
geted correction techniques only to cases where
inconsistencies are detected. This selective ap-
proach ensures that expensive verification methods
are deployed only when necessary, simultaneously
improving accuracy and preserving computational
efficiency.

We have conducted experiments across multiple
LLMs on 7 reasoning benchmarks covering more
than 20 categories to demonstrate the effectiveness
of our framework. The result shows that our ef-
ficient framework outperforms various prompting
methods up to 10% in accuracy and by more than
50% in efficiency metrics. The framework also
shows robust performance across different reason-
ing types, with the most substantial improvements
observed in mathematical and symbolic reasoning
tasks. In summary, our contributions are as follows:

¢ Derailer Mechanism: We introduce an effi-
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Table 1: Comparison of prompting strategies that leverage both fast,reactive and slow, reflective reasoning modes in
LLMs. Immediate prompting provides low QA improvement with low token usage and inference time. Whereas
Iterative prompting yields higher QA improvement, but at the cost of higher token usage and inference time. Our

goal in this paper is to combine the best of both.

Category Example Methods QA Perf. Token Usage Inference Time
Immediate Prompting Chain of Thought, Least-to-Most Low Low Low

. . Self-Consistency, Chain-of-Verification, . . .
Iterative Prompting Tree of Thought, Rerailer High High High
Adaptive Iterative Prompting (Ours) Derailer + (Self-Consistency, Chain-of-Verification, High Medium Medium

Tree of Thought, Rerailer)

cient approach for detecting reasoning insta-
bility, enabling targeted application of com-
plex prompting techniques.

* Rerailer Verification: We develop a novel
prompting method that enhances reasoning
stability while preserving accuracy and effi-
ciency.

* Practical Insights: We provide comprehen-
sive empirical evidence on the efficiency-
accuracy trade-offs in various LLM prompting
strategies, offering guidelines for deploying
LLMs in resource-constrained environments.

2 Motivations and Preliminary Findings

2.1 Emulating Human Cognitive Systems in
Language Model Prompting

Human cognition, as described by Kahneman’s
dual-process theory (Gronchi and Giovannelli,
2018), operates through two distinct systems: Sys-
tem 1, which provides quick, intuitive responses,
and System 2, which enables slower, more delib-
erate reasoning. While System 1 excels at routine
tasks through its efficiency, System 2’s complex
approach proves invaluable for problems requir-
ing careful analysis. This cognitive framework
provides a valuable lens for understanding and im-
proving language model reasoning, where different
prompting techniques can be viewed as analogs to
these two systems. In this paper, we will define
the categories of prompting, aiming to balance the
benefits of both fast and deliberate reasoning.
Immediate Prompting: This represents the sim-
plest form of interaction with a language model - a
single-pass generation process. While it can still
generate reasoning steps, the key characteristic is
that it produces the answer in one forward pass:

y = M(x,p)

where p encapsulates the prompting strategy (such
as Chain of Thought (Wei et al., 2022b), Least
to Most (Zhou et al., 2023)). Even when the out-
put contains intermediate reasoning steps si, ...
they flow in a single, uninterrupted sequence:

7871’

S1y+-,8n, Y = ./\/l(a:,p)

Iterative Prompting: Another category is itera-
tive prompting which embraces a more deliberate
approach. It either generates parallel independent
samples (like Self-Consistency (Wang et al., 2023)
or Best of N sampling (OpenAl, 2022)) and use
some sort of aggregation (Wan et al., 2024) or se-
lection (Gu et al., 2025) mechanism to obtain the
final answer, or sequentially evaluates and refines
the reasoning path based on some evaluators (like
Chain of Verification (Dhuliawala et al., 2023) or
Self-Refine (Madaan et al., 2023)) Fomrally, this
can be defined as:

yi = M(z,p;) for i=1,..k

y* = V(ylv "'7yk:7$)

where V represents reward functions that leverage
additional model calls to refine the initial solutions
or explore other indepedent solution paths. With
a better reasoning performance, the computational
cost of iterative prompting increases significantly
scaled by both the number of attempts k& and the
cost of verification V.

The fact that human cognition does not necessi-
tate deliberate processing for all decisions suggests
a parallel for language models: computationally
intensive iterative prompting may not always be
advantageous. This motivates the central question:
Under what conditions is the investment in ad-
ditional computation for deliberate reasoning
(Iterated Prompting) warranted?

Our proposed answer lies in analyzing the sta-
bility of the model’s reasoning process. We argue
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Figure 3: Impact of Sampling Size on Model Performance Consistency. The distributions show consensus levels
for Solvable questions (orange) and Insolvable questions (blue). Distinct patterns on high consensus peaks for
Consistently Solvable questions and a notable peak for Consistently Insolvable questions were observed, indicating
that models maintain consistency both when questions are within and fundamentally beyond their capabilities.
Besides, as sampling size increases (medium: 5-20, large: 20+), these patterns stabilize, suggesting that minimal
sampling is sufficient to assess whether a question falls into our three-way classification.

that the variability in LLM performance—ranging
from high confidence to complete uncertainty, and
including instances of knowledge without consis-
tent application—suggests three distinct categories:
Stable Success: When the model demonstrates
consistent success with parallel sampling, usually
in some single question like "what’s the result of
1 + 2", engaging in additional refinement thus be-
comes computationally inefficient. Stable Failure:
When the model consistently fails regardless of the
approach, indicating a fundamental knowledge or
reasoning gap that additional computation cannot
bridge. Unstable Reasoning: When the model
shows potential but lacks consistency, producing a
mix of successful and failed attempts. These cases
represent ideal candidates for a system 2 style of
thinking, where multiple attempts can help stabilize
the reasoning process.

2.2 Empirical Validation

To empirically validate the relationship between
answer consistency and reasoning stability, we con-
ducted a controlled study across 3 LLMs (Claude-
3.5-sonnet, Llama3.1-70B, GPT-40-mini) using
datasets from various reasoning benchmarks in-
cluding tasks where models typically exhibit stable
reasoning (GSM8K, CommonsenseQA, etc.) and
those that naturally lead to unstable outputs (such
as TruthfulQA, GPQA-Diamond, etc.).

As shown in Fig. 3, this analysis reveals two key
patterns. First, regarding sampling efficiency, our
experiments show that small samples already pro-
vide clear distinctions in consensus levels (the pro-
portion of answers belonging to the majority class),
with these patterns stabilizing at medium sampling
sizes and larger samples offering diminishing re-
turns. This aligns with recent findings (Wan et al.,
2024) on the effectiveness of reduced sampling
in self-consistency approaches, which suggests a

small set of samples determines the solvability of
question. Second, we observe distinct peaks in both
distributions: while questions with correct reason-
ing (orange) show high stability as expected, we
also find a notable peak for cases of incorrect rea-
soning (blue) where questions consistently exceed
the model’s capabilities. This suggests that sam-
pling just a few examples can effectively identify
a question’s stability category, thus motivating the
design of an adaptive prompting method that ad-
justs computational investment based on reasoning
stability, as suggested in Table 1.

3 Methodology

3.1 Derailer: A Mechanism to Filter
Stabilized Reasoning

Building upon the above motivation and analysis,
we propose Derailer, a selective gatekeeper that
identifies and filters out cases with stable reasoning
(whether consistently correct or incorrect) where
expensive iterative prompting would provide lit-
tle benefit. As shown in Fig. 1, Derailer imple-
ments this filtering through a lightweight consis-
tency check with n samples. Only when samples
yield inconsistent answers, indicating unstable rea-
soning patterns, does the question proceed to it-
erative prompting for deeper analysis. This filter-
ing mechanism naturally aligns with our stability-
based classification: cases with stable reasoning
(both correct and incorrect) are filtered out to avoid
unnecessary computation, while cases exhibiting
reasoning instability receive additional verification
and refinement.

The effectiveness of Derailer relies on two key
conditions: First, the proportion of cases with sta-
ble reasoning should be substantial - a condition
satisfied by modern LLLMs which tend to be either
consistently right or consistently wrong on many
tasks as demonstrated in our preliminary studies
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and other work (Wan et al., 2024). Second, the sta-
bility check should be computationally efficient by
keeping the number of samples n low. By meeting
these conditions, Derailer optimizes the trade-off
between computational cost and answer quality, ap-
plying more intensive reasoning procedures only
when the model’s unstable reasoning patterns sug-
gest potential for improvement through iteration.

3.2 Rerailer: Stabilizing Inconsistent
Reasoning

Motivation: While Derailer serves as a sampling-
based diagnostic mechanism that can precede any
iterative refinement algorithm, existing approaches
aren’t specifically designed to handle cases of un-
stable reasoning. Through analysis of examples
like Figure 12, we observe that models often make
intermediate mistakes due to incorrect path selec-
tion and unstable execution of otherwise viable
strategies. This observation motivates our Rerailer
mechanism, which stabilizes inconsistent reason-
ing patterns through targeted pairwise compar-
isons—particularly beneficial for questions where
LLMs demonstrate potential but lack consistency
(as evidenced by the left-tailed distribution in Fig-
ure 3).

The core insight behind Rerailer is that unstable
performance typically stems from error accumula-
tion in multi-step reasoning, formalized as

n

P(y, S|x) = P(s1]x) [ [ P(sils1i-1,2)P(y]S, z)
=2
(1

where errors at any intermediate step s;
can propagate through conditional dependencies
P(s;|s1:i—1, ), destabilizing the entire process
even when the model possesses the fundamental
capability. While approaches like Tree of Thoughts
(ToT) similarly explore multiple decoding paths,
Rerailer offers two key advantages: (1) the evalua-
tion for each state employs pairwise comparisons
between independent solutions rather than direct
value assignment through few-shot learning, prov-
ing more reliable as models generally perform bet-
ter at comparative judgments than absolute scoring;
and (2) we employ a new search mechanism that
dynamically explores branches only when com-
parisons yield ties, rather than maintaining a full
tree exploration—enabling focused intervention
precisely where reasoning instability occurs while
preserving both accuracy and computational effi-
ciency.

Framework and Implementation: As demon-
strated on the bottom half of Fig 1, The Rerailer
implements an efficient approach to stabilize multi-
step reasoning through four key stages:

1. Candidate Generation: For each reasoning
step ¢, generate two candidate solutions using
an adaptive sampling strategy:

{5%75%} ~ M(-|z, 51:-1)

The language model M is conditioned on the
problem instance x and the previously generated
reasoning steps Si.j—1.

2. Pairwise Comparison: Leverage the LLM’s
inherent reasoning capabilities to evaluate the
semantic and logical differences between candi-
date thoughts. We employ a bidirectional voting
mechanism where each pair is compared twice,
with a scoring function f(s}, s?) defined as:

(2,0) if both favor s} over s?
f(st,s2) =<{(1,1) ifyield a tie decision
(0,2) if both favor s? over s}

Each solution pair is evaluated independently
in both directions to mitigate potential ordering
bias and ensure more robust outcomes.

3. Adaptive Strategy Selection: Implement an
adaptive decision mechanism based on the com-
parison outcomes:

oy Jemey T = 20,0
o= explore  f(s},s?) = (1,1)

A greedy strategy is employed when both com-
parisons prefer one candidate, while an ex-
ploratory strategy is triggered when the com-
parisons yield a split decision, indicating rea-
soning instability that warrants exploration of
both paths.

Greedy Extension: 1If o(s;) = greedy, select
the preferred candidate based on the pairwise
comparison scores:

1

* S
Si =19 o
5;

Append s; to the current path for subsequent
reasoning.

if f(s},s?) =2

1974

if f(s},s2)=0

1771

Exploratory Extension: If o(s;) = exploratory,
the tied votes (f(s;, s?) = (1, 1)) indicate rea-
soning instability. Extend the current path in
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both directions, creating parallel paths to ex-
plore alternative reasoning routes. Both exten-
sions are retained for subsequent reasoning.

The algorithm then returns to (1) Candidate
Generation for the next reasoning step (¢ + 1),
using the extended path(s) as the new sp.;. This
iterative process continues until a complete so-
lution is reached.

4. Final Path (Answer) Selection: After the iter-
ative reasoning process concludes, evaluate all
generated paths. Calculate a score for each path
S = {s1, 9, ..., S, } by summing the scores of
the individual steps:

Score(S) = Zf(si, )
i=1

Select the path with the highest score as the final
reasoning chain S*:

S* = arg max Score(S)
S

This selects the answer y which is expected to
be the last step of S*.

This structured process systematically improves
reasoning stability for complex cases. By focusing
on stabilizing intermediate steps, the Rerailer ad-
dresses the core challenge of unstable reasoning
questions left unsolved by the Derailer.

4 Experiments

We evaluate our framework across three broad
categories: Mathematical, Symbolic, and Com-
monsense Reasoning, using 27 data categories
from a total of 7 standard benchmarks (e.g Big-
BenchHard, MATH, StrategyQA, etc.) to en-
sure comprehensive coverage of real-world rea-
soning challenges. Experiments are conducted
using three open and closed source LLMs with
fixed temperature of 0.5, comparing against sev-
eral established baselines that represent different
paradigms in multi-step reasoning: Least to Most,
Chain-of-Thought and its variants represent imme-
diate prompting approaches that generate reason-
ing paths in a single forward pass; We also explore
(1) Self-Consistency (SC) explores multiple solu-
tion paths independently; (2) Chain-of-Verification
(CoVe) focuses on sequentially improving a single
reasoning path through step-wise validation; and
(3) Tree-of-Thought (ToT) combines both parallel

exploration and sequential refinement through a
tree-structured search as three baselines in iterative
prompting. These selected methods represent fun-
damental methods that imply applicability to many
advanced techniques building upon these methods
(Liu et al., 2024b; Yao et al., 2024b)

To evaluate the performance of different prompt-
ing methods, we evaluate (1) effectiveness: through
accuracy across different reasoning types, and (2)
efficiency: through total token consumption (sum
of input and output tokens). To better show and
evaluate the trade-off, we additionally introduce a
novel metric, Accuracy Gain per K Token (AGKT),
which quantifies the efficiency of prompting meth-
ods by measuring accuracy improvement per 1K
tokens relative to the zero-shot baseline. Unlike
time and number of API calls, this metric provides
a Model and hardware independent assessment of
computational efficiency, offering more reliable
comparisons than direct runtime measurements that
can vary across different settings.

4.1 Main Results

We analyze the experimental results from Table 2
along several dimensions:

Performance Gains over Various Prompting.
Our Derailer-Rerailer framework consistently out-
performs all baseline methods across all evaluated
models, demonstrating superior performance in
both accuracy and computational efficiency. This
synergistic combination leverages the strengths of
both components: Derailer’s ability to reduce com-
putational overhead and Rerailer’s effectiveness in
error correction, resulting in a robust and efficient
reasoning system.

Excelling on Math and Symbolic Reasoning
Tasks. Analysis reveals distinct patterns of im-
provement across different reasoning types. The
framework shows particularly strong performance
in mathematical and symbolic reasoning tasks,
while improvements in commonsense reasoning
are more moderate. This disparity aligns with em-
pirical expectations, as structured reasoning tasks
typically benefit more from explicit verification
processes. The smaller gains in commonsense rea-
soning can be attributed to the inherent ambiguity
in these tasks, where determining the validity of in-
termediate steps requires more nuanced evaluation.
Efficiency Gain with Iterative Prompting. While
Iterative prompting methods like Self-Consistency
demonstrate accuracy improvements over imme-
diate prompting, they come at a substantial com-
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Table 2: Comparison of reasoning methods across multiple models and datasets. All accuracy metrics are expressed
in percentages. Math Acc measures performance on mathematical reasoning problems. Symbolic Acc measures
accuracy on symbolic reasoning tasks. Commonsense Acc reflects performance on common-sense reasoning tasks.
Overall Acc is a combined measure across these categories. Tokens (K) indicates the total number of tokens used
(in thousands). Acc/ K Token Gain (AGKT) shows how much the accuracy improves per 1K tokens over that
model’s zero-shot CoT baseline. Values in parentheses next to the Overall Acc indicate the relative improvement
compared to the zero-shot CoT baseline for each model.

Symbolic Commonsense Acc Gain per

Model Method Math Acc (%) Ace (%) Ace (%) Overall Acc (%) Tokens (K) K Tokens (%)
Zero-shot CoT 68.3 77.6 722 72.7 0.108 -
Least-to-Most CoT 70.4 79.3 74.1 74.6 (+1.9) 0.372 5.11
Five-shot CoT 72.9 81.4 74.8 76.4 (+3.7) 0.518 7.14
Self-Consistency(SC) 77.8 86.5 75.2 79.8 (+7.1) 1.732 4.10
Derailer + SC 77.6 86.3 75.1 79.7 (+7.0) 0.762 9.19
Claude-3.5-Sonnet Chain of Ver (CoVe) 78.2 86.8 75.4 80.1 (+7.4) 1.778 4.16
Derailer + CoVe 77.9 86.6 75.3 79.9 (+7.2) 0.793 9.08
Tree of Thought (ToT) 78.1 86.7 75.4 80.1 (+7.4) 2.245 3.30
Derailer + ToT 77.8 86.5 75.2 79.8 (+7.1) 0.845 8.40
Rerailer 78.0 86.7 75.3 80.0 (+7.3) 1.458 5.01
Derailer + Rerailer 80.8 89.7 75.9 82.1 (+9.4) 0.592 15.88
Zero-shot CoT 38.2 71.3 70.4 60.0 0.132 -
Least-to-Most CoT 39.6 72.4 72.3 61.4 (+1.4) 0.448 3.13
Five-shot CoT 41.8 74.7 72.9 63.1 (+3.1) 0.628 4.94
Self-Consistency(SC) 459 79.1 73.4 66.1 (+6.1) 1.932 3.16
Derailer + SC 45.7 78.8 73.3 65.9 (+5.9) 0.892 6.61
Llama-3.1 70B Chain of Ver (CoVe) 46.2 79.4 73.6 66.4 (+6.4) 1.972 3.25
Derailer + CoVe 46.0 79.2 73.5 66.2 (+6.2) 0.923 6.72
Tree of Thought (ToT) 46.1 79.3 73.5 66.3 (+6.3) 2.458 2.56
Derailer + ToT 459 79.1 73.4 66.1 (+6.1) 0.968 6.30
Rerailer 46.1 79.3 73.5 66.3 (+6.3) 1.652 3.81
Derailer + Rerailer 484 81.8 74.2 68.1 (+8.1) 0.648 12.50
Zero-shot CoT 59.5 46.8 69.2 58.5 0.121 -
Least-to-Most CoT 62.4 49.1 71.8 61.1 (+2.6) 0.389 6.68
Five-shot CoT 63.9 50.8 724 62.4 (+3.9) 0.556 7.01
Self-Consistency (SC) 68.6 55.2 72.9 65.6 (+7.1) 1.795 3.96
Derailer + SC 68.3 54.9 72.8 65.3 (+6.8) 0.823 8.26
GPT-40-mini Chain of Ver (CoVe) 69.3 55.5 73.2 66.0 (+7.5) 1.842 4.07
Derailer + CoVe 68.9 55.3 73.1 65.8 (+7.3) 0.864 8.45
Tree of Thought (ToT) 69.2 55.4 73.1 65.9 (+7.4) 2.325 3.18
Derailer + ToT 68.8 55.2 73.0 65.7 (+7.2) 0.912 7.89
Rerailer 69.0 554 73.1 65.8 (+7.3) 1.539 4.74
Derailer + Rerailer 72.0 58.5 73.8 68.1 (+9.6) 0.639 15.02

putational cost. Our Derailer component, when
integrated with these complex iterative prompting
methods, maintains comparable accuracy while
significantly reducing token consumption. This
demonstrates that strategic, selective verification
can be more resource-efficient than comprehensive
checking approaches without compromising per-
formance.

4.2 Abalation Study and Analysis

Sample Size - Derailer Analysis: We conduct a
detailed analysis of how the number of samples n
in the Derailer affects the overall framework per-
formance. Fig. 4 shows the relationship between
three key metrics: accuracy, token consumption,
and accuracy gain per thousand tokens (AGTK).
While accuracy continues to improve with more

samples, increasing from 64.3% at n =2 to 69% at
n = 10, the token consumption grows linearly with
n. The efficiency metric AGTK reveals a clear op-
timal point at n = 5, where the framework achieves
the best balance between accuracy improvement
and computational cost. Beyond this point, the
marginal accuracy gains (less than 1% per addi-
tional sample) do not justify the increased token
consumption, as evidenced by the sharp decline in
AGTK aftern =5.

We did additional analysis in Appendix A.4.2
to reveal that the pass rates (percentage of con-
sistency) of Derailer remain stable at around 50%
across different n, suggesting that approximately
half of the questions are identified as either Con-
sistently Solvable or Intrinsically Insolvable. This
stability aligns with our preliminary findings about
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Figure 4: Analysis of sample size (n) effects in the
Derailer-Rerailer framework. The blue line (right y-
axis) shows accuracy improvement with increasing sam-
ples, with marker size indicating token consumption.
The red line (left y-axis) shows efficiency measured by
accuracy gain per thousand tokens. The star marks the
optimal efficiency point at n = 5. Results are averaged
across all models on math tasks

Table 3: Comparison of Different Preference Ranking
Methods and Number of Samples Generated at Each
Step k. Accuracy in % and Tokens in K. Results are
averaged crossed all models

Binary (k = 2) Ranking (k = 3) Pairwise (k = 3)

Task
s Acc (%) Token (K) Acc (%) Token (K) Acc (%) Token (K)

Math 67.2 1.59 65.8 2.12 67.3 2.88
Symbolic 75.2 1.52 73.5 2.08 75.1 2.72
Commonsense  71.2 1.40 70.8 1.85 71.2 225
Avg 70.8 1.47 70.2 2.02 70.9 2.61

the relationship between answer consistency and
question solvability, providing additional evidence
that a small number of samples is sufficient for
reliable classification.

Sample Size and Comparison Mechanism -
Rerailer Analysis: We investigated two key as-
pects of the Rerailer framework: expanding the
number of samples generated at each step k and
varying the comparison mechanism. First, we ex-
plored increasing the number of samples from
k = 2 to k = 3, while maintaining the pair-
wise comparison approach. For a sample size k,
the pairwise comparison requires (g) comparisons,
leading to O(k?) complexity in terms of model
queries. This quadratic growth in computational
cost is reflected in our empirical results: increas-
ing from k£ = 2 to k¥ = 3 maintains similar ac-
curacy levels but incurs a 77% increase in token
consumption. We also examined an alternative
ranking-based approach where the model directly
orders k = 3 samples simultaneously. While this
approach achieves O(k) complexity, it leads to
decreased performance across all reasoning tasks.

This superiority of pairwise comparisons, despite
their higher computational cost, aligns with recent
findings that language models excel at comparative
Jjudgments rather than holistic ranking tasks, which
is often biased by positional (Wang et al., 2024b;
Liu et al., 2024a). The results further demonstrate
the design choice of the Rerailer by leveraging
the model’s comparative reasoning strengths while
keeping computational costs manageable.

Case Study: As suggested in Table 2, Our Frame-
work particularly excels in correcting flawed chains
of thought in mathematical reasoning, addressing
the key challenges of unstabilized reasoning pat-
terns. Fig.5 demonstrates the Rerailer’s effective-
ness in identifying and rectifying errors in both
basic and advanced math problems. For instance,
in a counting problem, the Rerailer successfully
stabilizes divergent reasoning paths by correcting
computational mistakes that would have led to
an incorrect final answer. Similarly, in a differ-
ential equation example, it identifies fundamental
methodological errors and realigns the solution ap-
proach with correct mathematical principles. This
correction mechanism directly addresses the com-
mon types of unstabilized reasoning: it prevents
solution drift, resolves conflicting intermediate re-
sults, and remedies incomplete reasoning chains.
The core capability of the Rerailer lies in stabiliz-
ing these patterns through systematic verification
of intermediate steps, particularly benefiting tasks
that can be decomposed into distinct, verifiable
components.

5 Related Work

5.1 Prompting LLMs for Reasoning

In-context Learning (Dong et al., 2024), including
few-shot Chain-of-Thought prompting (Wei et al.,
2022b), marked a breakthrough in eliciting reason-
ing capabilities from language models by encour-
aging them to articulate intermediate thought steps.
Building upon this insight, researchers have de-
veloped various sophisticated methods to enhance
reasoning performance. These approaches include
different thinking style decompositions (Zhou et al.,
2023), exploring multiple parallel reasoning paths
(Wang et al., 2023; Yao et al., 2024a), and sequen-
tial verification or refinement of generated ratio-
nales (Madaan et al., 2023; Dhuliawala et al., 2023),
or combinations thereof (Yao et al., 2024a; Snell
et al., 2024a). Other techniques, particularly those
related to LLM agents (Wang et al., 2024a), rely
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270.

Question: what is the sum of all digits for the number 10~ 28 - 44 ? A) 233; B) 245; C) 257; D)

Answer: Ground Truth Answer: B; Reactive Prompting Answer: None; Rerailer Answer: B

Question: Let y = f{x) be a solution of the differential equation x dy + (y - xex) dx = 0 such that y
= 0 when x = 1. What is the value of f{2)? The options are: A) 1/(2e), B) 1/e, C) €*2/2, D) 2e
eactive Prompting AnswerAnswer: B; Rerailer Answer: C

Answer: Ground Truth Answer: C;

Step 1: Recognize that 10°28 is a 1 followed by 28
Zeros.
|

Step 1: Recognize the given differential equation is in
the form x dy + (y - xe"x) dx = 0, which can be

to form a separable di tidit\

Step 1: Recognize the given differential equation is in

to form a separable differential equati

Step 2: Subtracting 44 from 10”28 results in a number
that ends in ...99956, because the last two digits of
10728 are '00', and subtracting 44 from 100

(considering the last two digits) gives 56. The
subtraction also causes all preceding zeros to beconp
9s.

Step 1: Recognize that 10°28 is a 1 followed by 28
zeros.
N—

Step 2: Subtracting 44 from 10”28 results in a
number that ends in ...99956, because the last two
digits of 10°28 are '00', and subtracting 44 from 100
(considering the last two digits) gives 56. The
subtraction also causes all preceding zeros to becor

9s. ?i\;

N\

the form x dy + (y - xe"x) dx = 0, which can be @

Step 2: Rearrange the equation to isolate dy and dx

terms: X dy = (xe”x - y) dx. (\/

Step 2: Rearrange the equation to isolate dy and dx
terms: X dy = (xe"x - y) dx.

Step 3: Divide both sides by x(y - xe"x) to make the
equation separable: dy / (y - xe’x) = dx / x. 0

J

Step 3: Divide both sides by x(y - xe"x) to make the
equation separable: dy / (y - xe"x) = dx / x.

‘ Step 3: The resulting number is a 1 followed by 27

e
Step 4: Calculate the sum of the 26 nines. Since each

Step 4: Infegrate both sides of the equation. The Ic

side with respect to y and the right side with respect

SoAq
Step 4: Recognize that the differential equation is not
directly separable. Instead, use an infegrafing factor

nines and ending in 56. nine contributes 9 to the sum, the total from the nines
\A/ aloneis26*9.
Step 4: Calculate the sum of the digits of the resulting
number. The sum of the digits of the 27 nines is 27* I Step 3: Notice that the number consists of 26 nines
- Z A\ and ends with a 5 and a 6.
v

Step 5: Confirm that the sum of all digits for the
number 1028 - 44 is indeed 245, which matches o
of the provided options. (\/

Step 9: Calculate the final sum: 243 + 11 =254,
l ® <
(a) Algebra Problem (GSM8K)

) to solve it. The integrating factor is u(x) = 0

to x:
Tdy/(y-xerx)=ldx/x. eI(1/x)}dx = eMnjx| = x.

Step 10: Evaluate the function f(x) at x =2 to find o Step 12: Simplify the final expression: y = (€2 -
value of f(2). . {i €)/2. Therefore, the value of f(2) is (e*2 - €)/2.

(b) Differential Equation Problem (MathQA)

Figure 5: Derailer-Rerailer Solving Math Questions. The questions and answers, which were retrieved from the
GSMS8K and MathQA datasets, are exhibited in the blue box. The red boxes are steps generated via the baseline
CoT method and the green boxes are the corrected RP from Rerailer. Mistakes are highlighted in red and corrections
are highlighted in green. Additional examples across different problem types can be found in Appendix A.5.

on external knowledge or tool integration (Shinn
et al., 2023; Gao et al., 2023; Yao et al., 2023),
while additional training methods can also enhance
reasoning capabilities (Trung et al., 2024). How-
ever, our paper focuses specifically on inference-
time elicitation techniques for reasoning abilities
already present in base models, which serve as the
foundations for these more complex methods.

5.2 Efficiency in Large Language Model
Inference

Despite significant advancements in reasoning ca-
pabilities through various prompting techniques, a
critical challenge limiting the practical deployment
of LLMs is their computational inefficiency (Wang
et al., 2025a). These models frequently exhibit un-
productive behaviors, including generating redun-
dant verifications after reaching correct answers
or pursuing "fake thinking" patterns that simulate
progress without meaningful problem-solving (Wu
et al., 2025b; Wang et al., 2025b), misallocating
computational resources by applying uniform algo-
rithms regardless of problem complexity or by inad-
equately distributing computation between simple
and complex tasks (Wan et al., 2024; Parashar et al.,
2025; Yang et al., 2025). While existing solutions
typically rely on sophisticated predictive strategies
for budget allocation and algorithm selection (Han
et al., 2025; Snell et al., 2024b), we propose a sim-
pler, more principled approach based on model’s
consistency for the input queries with (1) a Derailer
mechanism that enhances efficiency by terminating
unproductive reasoning paths, and (2) a Rerailer
component that recovers accuracy in cases where

the Derailer incorrectly intervenes.

6 Conclusion

In this work, we proposed Derailer-Rerailer, a
novel two-stage framework that balances LLM rea-
soning accuracy and computational efficiency. Our
framework demonstrates that selective verification
can maintain the benefits of exhaustive reasoning
while significantly reducing computational costs.
Beyond the technical contribution, our findings
reveal important practical implications: while in-
creased computation generally improves accuracy,
this relationship isn’t linear, and many methods
reach diminishing returns despite substantial re-
source investment. As LLMs continue to grow in
both size and capability, we advocate for a more
holistic evaluation approach that considers both ac-
curacy and efficiency metrics for future research.
This shift in evaluation criteria is particularly cru-
cial for advancing research on LLM deployment in
resource-constrained environments.

Limitations

Our framework demonstrates promising results, but
several important limitations warrant discussion:
Preliminary Stability Analysis: Our investigation
of the relationship between the model’s capability
and answer consistency mainly motivates the de-
sign of our framework and remains high-level. A
deeper theoretical understanding of how this rela-
tionship varies across reasoning tasks, model archi-
tectures, and knowledge domains could yield more
nuanced strategies for applying iterative prompting
adaptively.
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Sampling Parameter Selection: Determining the
optimal number of samples for the Derailer stage
remains challenging, as this parameter significantly
impacts both efficiency and effectiveness. Cur-
rently, this depends on model’s pre-training and
requires empirical tuning, which may not be practi-
cal in all deployment scenarios.

Single Model Constraints: The scope of this pa-
per is to elicit the reasoning of a single model with-
out external sources, extending the discussions of
efficiency on understanding the recently developed
reasoning models (DeepSeek-Al et al., 2025) and
exploring applications related to LLM’s agents (Li
et al., 2023) would be essential future directions.
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A Appendix
A.1 Package Used and Code

For generating LLMs responses and parsing
out answers, we utilize packages "langchain"
,"langchain_openai", "langchain_anthropic”,
"langchain_community", and "langchain_core"
offered by Langchain’. In addition, we use
"pandas" for data processing, "matplotlib" and
"seaborn" for visualization, and "numpy" for basic
mathematical manipulation.

Here is the code link for our GitHub: https:
//github.com/wan19990901/CoT_rerailer

A.2 Experiments Details
A.2.1 Data and Models

We source our evaluation data from over 20 cate-
gories across standard benchmarks:

¢ Mathematical Reasoning: MathQA (Amini
et al., 2019), GSMS8K (Cobbe et al., 2021),
MATH (Hendrycks et al., 2021)

* Symbolic Reasoning: CoinFlip (Wei et al.,
2022b), selected tasks from BigBench (Srivas-
tava et al., 2023)

¢ Commonsense Reasoning: Common-
senseQA (Talmor et al., 2019), StrategyQA
(Gevaet al., 2021), MMLU (Hendrycks et al.,
2021), MMLU-Professional (Wang et al.,
2024c¢)

Models: We utilize three state-of-the-art LLMs:
* Claude-3.5-Sonnet (Anthropic, 2024)
e Llama-3.1 70B (Touvron et al., 2023)
* GPT-40-mini (OpenAl, 2024)

For all experiments, we use a temperature of 0.5
to balance exploration and consistency. Baselines:
We compare against several standard prompting
methods:

e Zero-shot and few-shot Chain-of-Thought
(CoT)

2https://www.langchain. com/

* Least-to-Most
* Self-Consistency (SC) with n = 20 samples
* Chain-of-Verification (CoVe)

Data Sources Our experiments draw from multiple
standardized benchmarks to ensure comprehensive
evaluation across different reasoning types:

* BigBench: We use multiple tasks including
Date Understanding, Logical Deduction, and
Penguins in a Table, which test different as-
pects of reasoning capabilities; we also take
subset of data from BIG-Bench Hard (BBH):
to focus on Boolean Expressions, Object
Counting, Date Understanding, Sports Under-
standing, and Temporal Sequences tasks for
evaluation as alternative datasets for symbolic
reasoning

* Various Mathematical Reasoning Bench-
mark: We incorporate GSM8K, MathQA,
and MATH datasets for comprehensive math-
ematical reasoning assessment.

* Various Benchmark Commonsense Reason-
ing: We use CommonsenseQA and Strate-
gyQA for evaluating practical reasoning and
strategic thinking capabilities.

* MMLU: We utilize both general and pro-
fessional subjects from MMLU, including
medicine, law, engineering, and various scien-
tific disciplines.

* Additional Benchmarks: We also dataset in-
cluding CoinFlip for symbolic reasoning eval-
uation.

Task Categories Our evaluation framework spans
three broad categories of reasoning:

* Mathematical Reasoning (1500 questions):

— Core Mathematics (MATH, MathQA)
— Applied Mathematics (GSM8K)
(MMLU-

— Professional Mathematics

Mathematics)
— Statistical Reasoning
— Abstract Algebra
— Quantitative Problem-Solving

* Symbolic Reasoning (1000 questions):

— Formal Logic
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— Boolean Expressions (BBH)
— Temporal Reasoning

— Programming Concepts

— Physical Systems

— Circuit Analysis

* Commonsense Reasoning (1500 questions):

— General Common Sense (Common-
senseQA)

— Strategic Thinking (StrategyQA)
— Temporal Understanding

— Ethical Reasoning

— Professional Judgment

— Scientific Reasoning

Evaluation Protocol We conduct experiments us-
ing a standardized protocol across all models and
tasks:

» Each experiment is repeated 10 times to en-
sure statistical reliability

¢ Standard deviation is calculated across all met-
rics

» Token usage is carefully tracked for efficiency
analysis

* Performance is measured both within cate-
gories and across the entire test set

The categorization is designed to reflect the di-
versity and scope of the subjects our models are
evaluated against, ensuring a comprehensive assess-
ment across a wide array of knowledge domains.
To obtain LLM RP for the experiment, we spend
roughly $2000 USD and 250 hrs in total for LLM
API usage, combining both Claude and OPENAL

A.3 Prompts

In this section, we included our prompts for each
component and their corresponding results.

A.3.1 Zero-Shot CoT Generator

System Message: You are an expert in {sub-
ject}. Break down this problem step-by-step,
showing all calculations and intermediate
reasoning. Let’s solve this systematically.
Human: {question}

A.3.2 Least-to-Most CoT Generator

r

System Message: You are an expert prob-
lem solver. Break down complex problems
into simpler sub-problems, solving them in
order of increasing difficulty.

Human: In a school fundraiser, tickets cost
85 each. If they sold 145 tickets and the
school keeps 70% of the money, how much
does the school keep?

Assistant: Let me break this down: 1. Sub-
questions (from simplest to most complex):
- How much money did they collect in total?
- What does 70% mean in decimal form? -
How much money does the school keep?
2. Let’s solve each: Q1: What’s the total
money collected from ticket sales? Al: 145
tickets x $5 = $725 total

Q2: What’s 70% as a decimal? A2: 70% =
70/100 = 0.70

Q3: How much does the school keep? A3:
$725 % 0.70 = $507.50

Therefore, the school keeps $507.50.

A.3.3 Three-Shot CoT Generator

r

System Message: You are an expert prob-
lem solver. For each problem, break down
your reasoning step-by-step, showing all
calculations and intermediate thoughts.
Human: What is 15% of 80?

Assistant: Let me solve this step-by-step:
1. Convert 15% to decimal: 15% = 0.15 2.
Multiply: 80 x 0.15 = 12 Therefore, 15% of
801is 12.

Human: If John has 3 apples and Mary
has twice as many, how many apples do
they have together?

Assistant: Let me solve this step-by-step:
1. John’s apples = 3 2. Mary’s apples = 2
x 3 = 6 3. Total apples = John’s + Mary’s
=3 + 6 =9 Therefore, they have 9 apples
together.

Human: If 6 cookies cost $2, how much do
15 cookies cost?

Assistant: Let me solve this step-by-step:
1. Find cost per cookie: $2 + 6 = $0.33... 2.
Multiply by 15: $0.33... x 15 = $5 There-
fore, 15 cookies cost $5.

Human: {question}
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A.3.4 Chain-of-Verification

CoVe Framework

1. Baseline Response
* Query: {question}
» System: Generate initial response
e Output: [Initial model response]
2. Plan Verifications
* Context: [Initial response]

* System: Generate verification ques-
tions for each claim

e QOutput: [List of verification ques-
tions]

3. Execute Verifications

» System: Answer each question inde-
pendently

¢ Format:

— QI: [Verification question]
— Al: [Independent answer]

- Qx: ...
- Ax: ...

4. Cross-Check Analysis

e Original: [Claim from initial re-
sponse]

¢ Verification: [Q&A result]

¢ Status: [CONSIS-
TENT/INCONSISTENT/PARTIAL]

» Evidence: [Explanation]
5. Final Verified Response
* Query: [Original question]

» System: Generate revised response us-
ing verified claims

* Output: [Final verified response]

A.3.5 Rerailer Prompt Implementation

System Message: You are an expert prob-
lem solver implementing a multi-step rea-
soning verification system. For each step,
generate and evaluate multiple solution
paths to ensure stability.

Stage 1: Multiple Solution Generation
For each reasoning step :

 Input: Question x and previous steps
S1:—-1
* Prompt: Generate k diverse solutions

for this step. Ensure solutions are
meaningfully different.

e OQutput: % candidate solutions

{s},... sk

Stage 2: Pairwise Evaluation For each

: - P 4.
pair of solutions (s;, s ):

* Prompt: Compare these two solu-
tions:

— Solution 1: [First solution]
— Solution 2: [Second solution]
— Which solution is more logical

and why?
e Output: Binary comparison score
f(s7,s7)
Stage 3: Score Aggregation For each so-
lution s7:

* Input: All pairwise comparison re-
sults

+ Computation: Zle#j f(s],sh)

17 %1

* Output: Aggregate score for each so-
lution

Stage 4: Optimal Path Selection

* Input: Aggregated scores for all solu-
tions

* Selection: Select s7 with highest score

e Chain Construction: Build S* =

{s1,...,s}}
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Example Implementation:

Question: If a rectangle has width 4cm and
length twice its width, what is its area?
Stage 1 - Generate Solutions:

e s}: "Width = 4cm, length = 2 x width"

s s2: "Width = 4cm, length = 8cm (dou-
ble the width)"

* s3: "Given w = 4cm, 1 = 2w = 8cm"

Stage 2 - Compare:

* 52 vs si: 52 better (more explicit)

3 1

s 53 vs si: s? better (more systematic)

3

o 53 vs s7: s} better (shows work)

Stage 3 - Scores:
e s7: 0 wins
* s2: 1 win

05‘?

: 2 wins
Stage 4 - Select: s3 chosen
Final Answer: Area = length x width =

8cm x 4cm = 32cm?

A.4 Additional Preliminary Findings

Besides the sampling size findings, the prelimi-
nary study also reveals interesting implications for
model size and task type as shown in Fig. 6

A.4.1 Model Size and Consistency

Our results indicate that the ratio of consistently
correct or consistently incorrect cases to inconsis-
tent cases differs across models. Larger models
(e.g., gpt-40) tend to have higher confidence and
produce more consistent answers, whether correct
or incorrect. Smaller models, such as a llama3-7b
variant, exhibit greater variability in answers. In-
terestingly, while large models may have a high
proportion of Solvable outcomes, smaller models
show a broader spread across consistent and incon-
sistent categories.

These findings support the hypothesis that con-
sistency level is correlated with model size and
training sophistication. Larger models are gener-
ally more knowledgeable and stable, reducing the
necessity for complex prompting in easily solv-
able questions but also being less susceptible to

improvement on questions they consistently fail
without external knowledge augmentation.

A.4.2 Task Type: Commonsense vs.
Mathematical Reasoning

When examining commonsense (CM) reasoning
and mathematical reasoning tasks, we observe dis-
tinct patterns. For CM tasks, the LLM responses
are often either consistently correct or consistently
incorrect, suggesting that the model either “knows”
the fact or does not. The variability in these re-
sponses is low, indicating minimal benefit from
advanced prompting techniques: if the model’s
knowledge is lacking, complex prompts alone are
unlikely to help. In contrast, mathematical reason-
ing tasks show a more substantial spread, with a no-
table portion falling into the inconsistently solvable
category. This suggests that the model’s reason-
ing processes for mathematics are more delicate
and prone to occasional errors or hallucinations,
even when partial capability exists. Here, advanced
prompting techniques, such as step-by-step reason-
ing or self-checking mechanisms, can meaning-
fully increase consistency and correctness. This
reinforces the rationale for using specialized derail-
ing strategies—introducing additional reasoning
steps, verification routines, or multi-stage solution
prompts.

Pass Rate Analysis

We provide a detailed analysis of Derailer’s pass
rates (proportion of questions flagged for iterative
prompting) across different sample sizes and rea-
soning categories. As shown in Fig.7, the overall
pass rates remain remarkably stable across different
values of N. When breaking down by reasoning
types, we observe some variation in absolute pass
rates between commonsense (Fig.8), mathematical
(Fig.9), and symbolic reasoning (Fig.10), reflect-
ing the different difficulty levels of these domains.
However, the stability pattern holds across all cate-
gories - increasing the number of samples beyond
5 does not significantly change which questions
are flagged for additional reasoning. This consis-
tency supports our main paper’s findings about the
efficiency of small sample sizes for detecting rea-
soning stability.

A.5 Error Analysis and Case Study

A.5.1 Error Correction Analysis

We provided a detailed analysis on how the insta-
blizd reasoning gets fixed after Derailer. The Figure
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Large Size LLM (gptéo)

Medium Size LM (gpt3.5-tubo)
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(c) Consensus-Level Across Different Sampling Size

Figure 6: Consensus level and question type across different models and categories.
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Figure 7: pass rate of all of data of varying N

11 demonstrates Rerailer’s balanced approach to
handling unstable reasoning patterns. While main-
taining comparable stability for correct answers
(Correct—Correct 34%), Rerailer achieves the
highest rate of error correction (Incorrect—Correct
at 9.5%) while showing the lowest rate of destabiliz-
ing correct answers (Correct—Incorrect at 1.8%).
This indicates our proposed Rerailer’s ability to
effectively identify and fix genuine errors without
over-correcting stable reasoning paths, outperform-
ing both CoVe and Self-Consistency while preserv-
ing good efficiency.

In our experiment, mainly three types of typical

errors occurred with potentially downgrading our
performance including wrong ground-truth, lack of
background information, and ambiguous questions.
The detailed example were show in Fig. 13
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Figure 8: pass rate of Commonsense reasoning of varying N
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Question: White light is
normally incident on a puddle
of water (index of refraction
1.33). A thin (500 nm) layer of
oil (index of refraction 1.5)
floats on the surface of the
puddle. Of the following, the
most strongly reflected
wavelength is?

A) 500nm.

B) 550nm

C) 600nm.

D) 650nm.

Answer:
- Ground Truth Answer: C

- Plain CoT Answer: D
- Rerailer Answer: C

Step 1: Understand that the phenomenon described is
thin-film interference, which occurs when light reflects
off the two surfaces of a thin film, causing interference.
The most strongly reflected wavelength will be the one
that undergoes constructive interference.

Step 1: Understand that the phenomenon described is
thin-film interference, which occurs when light reflects
off the two surfaces of a thin film, causing interference.
The most strongly reflected wavelength will be the one
that undergoes constructive interference.

Step 2: Recall that constructive interference occurs when
the path difference between the two reflected waves is an
integer multiple of the wavelength in the medium, or (2 *
thickness * n) = m * lambda, where m is an integer (for
the first order, m=1), thickness is the thickness of the oil
layer, n is the index of refraction of the oil, and lambdag
the wavelength of light in the oil.

Step 2: Recall that constructive interference occurs when
the path difference between the two reflected waves i
integer multiple of the wavelength in the medium, o
thickness * n) =m * lambda, where m is an integer (

the first order, m=1), thickness is the thickness of the oil
layer, n is the index of refraction of the oil, and lambda is
the wavelength of light in the oil.

Step 5: Solve for lambda in oil: lambda in oil = 1500 nm
/1.5=1000 nm.

Step 5: Apply the formula for higher orders of
interference (m > 0) to find wavelengths within the
visible spectrum. For m=1, the formula becomes (2 *
thickness * n) = (1 + 1/2) * lambda, which simplifies to
(2 *500 nm * 1.5) = 1.5 * lambda. This gives 1500 nm =
1.5 * lambda, so lambda = 1000 nm. This wavelengthis
still outside the visible spectrum.

<)

Step 6: Since the index of refraction of oil is 1.5, the
wavelength in air would be lambda in air = lambda in oil

/m=1000nm/ 1.5=666.67 nm.

Step 6: Continue with m=2, the formula becomes (2 *
thickness * n) = (2 + 1/2) * lambda, which simplifies to
(2 *500 nm * 1.5) = 2.5 * lambda. This gives 1500 nm =
2.5 * lambda, so lambda = 600 nm. ‘This wavelengfh is
‘within the visible spectrum and is a candidate for the
‘most strongly reflected wavelength.

Step 7: Among the given options, the closest to 666.67

nm is G50 nm, whidhis

&

Step 9: Given that no higher orders of m within the
visible spectrum and the options provided yield a

wavelength that is more strongly reflected than 600 nm,
we conclude that 600 nm s the:

‘wavelength within the options given.

Figure 12: Derailer-Rerailer Solving a Physics Question. The questions and answers, which were retrieved from the
MMLU dataset, are exhibited in the blue box. The red boxes are steps generated via the baseline CoT method and
the green boxes are the corrected RP from Rerailer. Mistakes are highlighted in red and corrections are highlighted

in green.
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Question: The errors mainly
caused by human mistakes are ?
A) gross error.

B) instrumental error.

C) observational error:

D) systematic error.

Answer:
- Ground Truth Answer: A

- Raw CoT Answer: C
- Rerailer Answer: A and C

Step 1: Understand the types of errors mentioned. Gross
errors are usually large errors that are often the result of
human mistakes or blunders. Instrumental errors are due
to imperfections in the measuring instruments.
Observational errors are errors that occur because of
incorrect readings taken by the observer. Systematic
errors are errors that follow a predictable pattern and are
consistent across measurements, often due to some fla:
in the measurement system rather than human error.

Step 1: Understand the types of errors mentioned. Gross
errors are usually large errors that are often the result of
human mistakes or blunders. Instrumental errors are due
to imperfections in the measuring instruments.
Observational errors are errors that occur because of
incorrect readings taken by the observer. Systematic
errors are errors that follow a predictable pattern and are

consistent across measurements, often due to some fla;
in the measurement system rather than human error.

=
Step 2: Identify which type of error is directly associated
with human mistakes. While systematic and instrumental
errors are more about the equipment and consistent

patterns in the errors, gross errors and observational
errors are more closely related to human actions.

Step 2: Identify which type of error is directly associated
with human mistakes. While systematic and instrumental
errors are more about the equipment and consistent
patterns in the errors, gross errors and observational
errors are more closely related to human actions.

®

Step 3: Distinguish between gross errors and
observational errors in the context of human mistakes.
Gross errors are typically more about blunders or very
large mistakes, while observational errors can include
smaller mistakes or inaccuracies in reading or recordin
data due to human oversight.

Step 3: Distinguish between gross errors and
observational errors in the context of human mistakes.
Gross errors are typically more about blunders or very
large mistakes, while observational errors can include
smaller mistakes or inaccuracies in reading or recordi

data due to human oversight.

L

Step 4: Conclude that the errors mainly caused by human
mistakes, including both large blunders and smaller
inaccuracies in observation, are best categorized under
'observational error' since it directly involves the human
element in observing and recording data.

Step 4: Conclude that the errors mainly caused by human
mistakes, including both large blunders and smaller
inaccuracies in observation, are best categorized under
both 'gross error' and 'observational error' since both
directly involve the human element in making mistakes,
either through blunders or inaccuracies in observing and
recording data.

®©

Step 8: Between A) gross error and C) observational
error, consider that the question specifies errors 'mainly’
caused by human mistakes, which encompasses both
large blunders and smaller inaccuracies.

®©

Step 10: Since the question does not specify the scale of
the errors (large blunders vs. small inaccuracies), and
both types of errors are caused by human mistakes, it's
challenging to select one over the other without
additional context.

Q

Step 12: Conclude that the question, as posed, does not
allow for a definitive single answer between options A)
and C) based on the information provided and the
analysis conducted.

®

Figure 13: Error analysis-Lacking Background Information Global Facts Problem. The questions and answers,
which were retrieved from the MMLU dataset, are exhibited in the blue box. The red boxes are steps generated via
the baseline CoT method and the green boxes are the corrected CoT from Rerailer.
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Question: At 30, Anika is 4/3 Step 1: Determine Anika's current age. Step 1: Determine Anika's current age.

the age of Maddie. What would Since Anika is currently 4/3 times Maddie's age, we can Since Anika is currently 4/3 times Maddie's age, we can
be their average age in 15 set up the equation: set up the equation:
years? Anika's age = (4/3) * Maddie's age Anika's age = (4/3) * Maddie's age
Let's denote Maddie's age as M. Let's denote Maddie's age as M.
Answer: So, Anika's current age = (4/3) * M So, Anika's current age = (4/3) * M
- Ground Truth Answer: 50 @
- Raw 'CoT Answer: 41.25 Step 2: Determine Maddie's current age. Given that Step 2: Determine Maddie's current age. Given that
- Rerailer Answer: 41.25 Anika is currently 30 years old, we can use the Anika is currently 30 years old, we can use the

relationship established in step 1 to find Maddie's age. relz?tionship established in step 1 to.ﬁnd Maddie's age.
Anika's current age = (4/3) * Maddie's current age Anika's current age = (4/3) * Maddie's current age
30 = (4/3) * M. To find M, we can multiply both sides by 30 = (4/3) * M. To find M, we can multiply both sides by

3/4:30 * (3/4)=M 3/4:30 * (3/4)=M

225=M 22.5=M

So, Maddie's current age (M) is 22.5 years. So, Maddie's current age (M) is 22.5 years.

Step 3: Calculate their average age in 15 years. Step 3: Calculate their average age in 15 years.

In 15 years, Anika will be 30 + 15 = 45 years old. In 15 years, Anika will be 30 + 15 = 45 years old.

And Maddie will be 22.5 + 15 =37.5 years old. And Maddie will be 22.5 + 15 =37.5 years old. @
—_

Step 4: Find the average of their ages in 15 years. Step 4: Find the average of their ages in 15 years.

Average age = (Anika's age in 15 years + Maddie's age in Average age = (Anika's age in 15 years + Maddie's age in

15 years) /2 15 years) /2

=(45+375)/2 =(45+37.5)/2

=825/2 =825/2

=41.25 years =41.25 years @

Figure 14: Error analysis-Wrong Ground Truth Math Problem. The questions and answers, which were retrieved
from the GSMS8K dataset, are exhibited in the blue box. The red boxes are steps generated via the baseline CoT
method and the green boxes are the corrected RP from Rerailer.
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