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Abstract

The conversational capabilities of Large Lan-
guage Models (LLMs) suggest that they may
be able to perform as automated talk therapists.
It is crucial to know if these systems would be
effective and adhere to known standards. We
present a counsellor chatbot that focuses on mo-
tivating tobacco smokers to quit smoking. It
uses a state-of-the-art LLM and a widely ap-
plied therapeutic approach called Motivational
Interviewing (MI), and was evolved in collabo-
ration with clinician-scientists with expertise in
MI. We also describe and validate an automated
assessment of both the chatbot’s adherence to
MI and client responses. The chatbot was tested
on 106 participants, and their confidence that
they could succeed in quitting smoking was
measured before the conversation and one week
later. Participants’ confidence increased by an
average of 1.7 on a 0-10 scale. The automated
assessment of the chatbot showed adherence to
MI standards in 98% of utterances, higher than
human counsellors. The chatbot scored well
on a participant-reported metric of perceived
empathy but lower than typical human counsel-
lors. The participants’ language also indicated
a good level of motivation to change, a key goal
in MI. These results suggest that automation of
talk therapy with a modern LLM has promise.

1 Introduction

The remarkable rise in the capability of large lan-
guage models (LLMs) gives hope that they could
be used to provide many kinds of mental health
talk therapy. Indeed, one can simply ask for such
help from an online LLM and possibly receive good
help (Siddals et al., 2024). Since this is a medical
intervention, it should be grounded in evidence that
shows its effectiveness.

Our goal is to automate a specific type of talk ther-
apy focusing on the problem of tobacco addiction
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with the specific goal of moving ambivalent smok-
ers towards the decision to quit. Ambivalent smok-
ers know that smoking is bad for them but continue
smoking because of its positive effects and because
they don’t spend much time contemplating their
smoking behaviour (Miller, 1983; Rollnick et al.,
1997; Miller and Rollnick, 2023). More than 50%
of all smokers are in this ambivalent state (Babb
et al., 2017), and so moving even a small fraction
of these towards the decision to quit could have a
major impact. The Motivational Interviewing (MI)
talk therapy approach (Miller and Rollnick, 2023)
is often employed by counsellors to guide smokers
away from their ambivalent state towards the deci-
sion to quit. This decision is a key precursor for any
successful attempt to quit (West and Sohal, 2006).

There has been significant activity in recent years
on automating talk therapy in many domains, in-
cluding the use of MI to help in smoking cessation
(Steenstra et al., 2024; Basar et al., 2024; Welivita
and Pu, 2023; Brown et al., 2023). Brown et al.
(2023), the predecessor of the present work, de-
veloped MIBot v5.2 which showed that a partially
scripted and partially generative chatbot could sig-
nificantly change smokers’ readiness to quit. How-
ever, scripting with limited generation restricts the
natural flow of conversation, thereby preventing full
utilization of MI elements. Steenstra et al. (2024)
show the effectiveness of a fully-generative chat-
bot focused on alcohol use. As well, more com-
plete MI administered by human counsellors has
shown a much greater impact (Boudreaux et al.,
2012). This, together with the potential availability
of always-accessible, lower-cost counselling, forms
the motivation for this work.

In this paper, we describe the design and measure-
ment of a single, large prompt of a state-of-the-art
LLM-based chatbot called MIBot 1. A key to our ap-

1This paper describes MIBot v6.3A and compares it with
our previous work, MIBot v5.2 (Brown et al., 2023). Our
group’s broader goal is to iteratively develop MI-based chat-

25008

mailto:jonathan.rose@utoronto.ca


proach is that expert MI clinicians and researchers
participated in designing the prompt and evaluating
the chatbot. We iteratively evolved the prompt with
the help of MI experts, LLM-simulated smokers,
and humans role-playing as smokers.

MIBot was then tested on smokers recruited on-
line (for pay) to measure both the effect on their
confidence to quit and the quality of the conversa-
tions in four ways:

1. The participants’ readiness to quit through a
widely used readiness ruler (Boudreaux et al.,
2012) before the conversation and one week
later. The difference between these two mea-
surements is our primary metric of effective-
ness.

2. A rating of the perceived empathy of the chat-
bot on the CARE scale (Mercer et al., 2004),
which is widely used to assess the quality of
the clinician-patient interaction and clinician
empathy.

3. A measurement of how well the counsellor’s
utterances adhere to the standards of MI based
on the Motivational Interviewing Skill Code
(MISC) (Houck et al., 2010).

4. The percentage of client utterances that reflect
their motivation to change their smoking be-
haviour as a portion of the total number of
utterances that reflect either change or the sus-
taining of their behaviour — also based on
MISC.

The key contributions of this paper are:
1. An expert-informed chatbot that performs fully

generative MI counselling.
2. Measurements of effectiveness on human

smokers.
3. A validated automated system to measure the

adherence of counsellor chatbot utterances to
the precepts of MI.

4. A validated automated measurement of the
effect of the chatbot on the client’s motivation
through analysis of their language.

5. A dataset of the transcripts of 106 chatbot-
human conversations together with measured
outcomes of effectiveness, perceived empathy,
and utterance-level MISC annotations 2.

This paper is organized as follows: the next sec-
tion describes prior work in the area of automated
bots for smoking cessation. See Appendix G for a comprehen-
sive list of all previous MI chatbot iterations. Unless otherwise
noted, MIBot refers to MIBot v6.3A.

2https://github.com/cimhasgithub/MIBOT_ACL2025

MI using therapeutic chatbots (and their evaluation).
Section 3 describes the clinician-informed iterative
design of MIBot. Section 4 discusses the methods
of measurement and recruitment of human smokers.
Section 5 presents the results and discussion, and
Section 6 concludes.

2 Related work

2.1 MI-Based Chatbots
Various approaches to building MI-based chatbots
have been explored in the past. Some have relied
on pre-scripted or structured responses directed by
rule-based logic (Park et al., 2019; Olafsson et al.,
2019; Samrose and Hoque, 2022). Structured re-
sponses ensure adherence to MI principles, but lack
the flexibility to adapt to user input. Others have in-
corporated natural language understanding (NLU)
units to help structure the conversation flow (Al-
musharraf et al., 2020; He et al., 2022; Saiyed et al.,
2022; Leeuwis and He, 2023; He et al., 2024), allow-
ing for some adaptability. Following their introduc-
tion, LLMs have been used in MI-based chatbots to
generate responses, mainly focusing on specific MI
skills, such as reflections (Brown et al., 2023; Min
et al., 2023; Brown et al., 2024; Min et al., 2024;
Basar et al., 2024; Kumar et al., 2024) and advice
(Welivita and Pu, 2023).

Recent works have explored the feasibility of
fully generative MI-based chatbots using LLMs.
Steenstra et al. (2024) developed an LLM-powered
virtual agent for alcohol use counselling, evaluating
its linguistic soundness, safety, and MI competency
against human counsellors. Xie et al. (2024) pro-
posed a few-shot dialogue strategy learning frame-
work that learns and applies MI strategies from
demonstration dialogues using inductive reasoning.
To date, no fully generative MI-based chatbot has
been developed specifically for smoking cessation.
Furthermore, existing MI-based chatbots are often
evaluated based on static metrics rather than effec-
tiveness in changing behaviour in humans. The
present work is the first to develop and test a fully
generative MI chatbot for smoking cessation and
evaluate its effectiveness through both MI adher-
ence and its potential effect on smokers’ readiness
to quit.

2.2 Automated Evaluation for MI
The manual evaluation of MI adherence is time-
consuming, requires expert annotators, and lacks
scalability, necessitating the use of automated as-
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It takes a lot of strength to fight those
urges, and it's understandable that it can

be exhausting to maintain ...

I fight the urge for sometime, but end up
not winning, I sometimes sleep to avoid

feeling the urge of smoking.

Client

MIBot

Transcript

Prompt

Counsellor

Observation Oversight

Observers

Off-Track
Classifier

Moderator

End ClassifierEnd ClassifierEnd Classifier
End
Classifier

Figure 1: Overview of the MIBot system and observer agents.

sessment during the development of MI-based chat-
bots. Prior work has described automated appr-
oaches for coding MI sessions, classifying utter-
ances from the counsellor and the client into be-
havioural codes using either the MISC (Houck et al.,
2010) or Motivational Interviewing Treatment In-
tegrity (MITI) (Moyers et al., 2016) coding stan-
dards. Early non-LLM approaches investigated us-
ing linguistic features (Pérez-Rosas et al., 2017,
2019) and deep learning models (Tanana et al.,
2015; Cao et al., 2019; Tavabi et al., 2021; Gib-
son et al., 2022; Nakano et al., 2022; Min et al.,
2022; Gabriel et al., 2024) on textual transcripts,
with some also incorporating other modalities such
as features from speech and video data (Tavabi et al.,
2020; Nakano et al., 2022). LLMs have recently
been used in automated MI evaluation, such as de-
tecting clients’ motivational language (Hoang et al.,
2024). Notably, Sun et al. (2024) demonstrated the
feasibility of automated MISC classification using
LLMs, although they did not explicitly connect it
to overall MI fidelity.

2.3 Datasets for MI
High-quality datasets are essential for training and
evaluating MI-style chatbots for their adherence to
established principles. Several recent contributions
have significantly advanced resources in this area.
An early example is AnnoMI (Wu et al., 2023),
which offers 133 transcribed and expert-annotated
MI demonstrations. Similarly, Pérez-Rosas et al.
(2019) curated a collection of MI transcripts la-

belled according to counselling quality, while Sun
et al. (2024) provided a bilingual corpus annotated
with detailed MISC codes by domain experts. Ex-
panding beyond textual interactions, Younsi et al.
(2024) explored multimodal aspects by examining
facial expression dynamics during MI sessions.

To mitigate the extensive manual effort required
for annotation, Cohen et al. (2024) leveraged LLMs
to automate the labelling of counsellor and client
utterances using both MITI (Moyers et al., 2016)
and Client Language Easy Rating (CLEAR) (Glynn
and Moyers, 2012) frameworks. Complementary
to these structured datasets, Welivita and Pu (2022)
assembled peer-support dialogues that naturally ex-
hibit MI-compatible language without trained coun-
sellors. Most recently, Meyer and Elsweiler (2024)
presented a dataset involving human interactions
with a GPT-4-based MI chatbot, with participants
role-playing as clients.

While these datasets offer valuable material for
chatbot training and assessment, they lack a targeted
focus on a specific behaviour such as smoking ces-
sation and do not involve real individuals genuinely
exhibiting such behaviour in interactions with a
chatbot. Our work uniquely addresses this gap —
rather than MI demonstrations or role-playing, we
provide a dataset of conversations between real hu-
man smokers talking to an expert-informed, fully
generative MI chatbot.
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3 Chatbot Design Process

Figure 1 illustrates an overview of the MIBot sys-
tem. We first describe the elements of the MI coun-
selling approach relevant to this paper.

3.1 Motivational Interviewing
Motivational Interviewing is a talk therapy ap-
proach for behaviour change, used by clinicians
to help patients (called clients in MI) move towards
and make healthy behaviour changes. Its central
strategy is to engage the client in contemplation
around the behaviour and link change to their un-
derlying values. The key to the MI approach is
that clients themselves discover their motivation to
change; the counsellors should neither be directive
nor portray themselves as experts — instead, they
should guide the client without generating discord
or increasing the ambivalence to change.

Typical conversational ‘skills’ in MI include ask-
ing open-ended questions around a behaviour, giv-
ing simple reflections of client responses (restating
these in different words) to encourage continued
contemplation, linking the reflections to other rele-
vant history or facts (complex reflections) and offer-
ing affirmations for positive accomplishments.

One key outcome of an MI conversation that the
counsellor looks for is the kind of ‘talk’ that the
contemplation elicits from the client. Change Talk
refers to client utterances that indicate the client is
contemplating or actively planning to change the
behaviour. Sustain Talk refers to utterances with
reasons why it would be difficult for the client to
change, or direct statements of the continuance of
the habit. Ambivalent clients tend to oscillate be-
tween these two states, and thus appear stuck in
their addiction. A core goal of MI is to help clients
resolve this ambivalence. Successful MI results in
a greater amount of Change Talk than Sustain Talk
(Apodaca and Longabaugh, 2009).

3.2 Iterative Development of the Chatbot
Our approach to building an automated counsel-
lor chatbot is to begin with a single prompt of a
state-of-the-art LLM, Open AI’s GPT-4o model
(OpenAI, 2024b). For consistency, all results pre-
sented in this paper are from a specific GPT-4o
model, gpt-4o-2024-08-06.

Our research group is a collaboration of engi-
neers and expert clinicians, the latter highly expe-
rienced in delivering MI counselling for smoking
cessation.

The group used the following informal process
to evolve the prompt for the counsellor chatbot: we
began with a short, simple prompt (shown in Ap-
pendix B), which asks the model to use its own
knowledge of MI. Then, sample conversations were
generated between the chatbot and two different
kinds of test clients: the first test client (a vir-
tual client) was a separate instance of the LLM
instructed to play the role of a smoker. The prompt
for the virtual client, including its “backstory” (a
demographic specification and personal history), is
given in Appendix D. The second test client was one
of the human researchers role-playing as a smoker.

The resulting transcripts were then reviewed by
the team of engineers and expert MI clinicians
and researchers, who identified issues in bi-weekly
meetings. The discussions would lead to an im-
proved prompt to address the issues. Each revised
prompt was tested with several more counsellor-
test-client conversations to see if the improvement
was successful.

The list below gives the set of the most important
improvements made to the prompt, linked to spe-
cific lines of the final prompt (given in Appendix B)
that were changed to make that improvement.

1. Appropriate utterance length: It was ob-
served that the chatbot had a tendency to be
quite verbose, which would make it sound un-
natural and overwhelming to the client. The
prompt was modified (in lines 2-3 of Ap-
pendix B) to address this.

2. Accessible Language: To make MIBot acces-
sible to users from diverse educational and
socioeconomic backgrounds, it was instructed
to use simple language, avoid complex termi-
nology, and adapt to the client’s language. The
prompt was modified (in line 2 of Appendix B)
to address this.

3. Avoiding assumptions about nicotine use: It
was observed that the chatbot sometimes made
a premature assumption about the nature and
extent of the client’s smoking. The MI clini-
cians suggested that a counsellor should enter
the conversation with an open mind and let the
client describe the amount of smoking. The
prompt was modified (in line 6 of Appendix B)
to address this.

4. Improved conversation pace: The chatbot
had the tendency to move into the conversa-
tional topic of smoking quickly and put insuf-
ficient effort into building rapport with the

25011



client. Clinicians emphasized the need to
start conversations with icebreakers to create
a comfortable environment for the client. The
prompt was modified to reflect this in lines 1
and 7.

5. Appropriate timing of the planning phase:
Planning is a crucial step in MI, in which
clients begin to think through concrete ideas
on how they would bring change to their
behaviour. However, guiding clients to be-
gin planning prematurely can be counter-
productive and drive them away from change.
The prompt was modified in lines 9-13 to give
instructions on how and when to move towards
the planning phase. A key understanding here
is to wait until the client demonstrates a re-
duced amount of sustain talk.

These iterative discussions continued until the
team was (informally) satisfied with the quality and
MI adherence of virtual/role-played conversations.

3.3 Observer Agents
In addition to the primary counsellor agent, to en-
sure the chatbot could be deployed safely for end
users, we developed observer agents to monitor the
conversations between the chatbot and the client.
Each observer is built using a prompted GPT-4o
instance, tasked with reviewing specific aspects of
the ongoing conversation and can intervene when
necessary, as described below.

3.3.1 The Moderator
The moderator reviews the counsellor’s most recent
utterance and determines whether it could poten-
tially harm the client. While OpenAI’s internal
guardrails (OpenAI, 2024) are highly effective at
preventing some forms of harmful content, they do
not safeguard against counterproductive counsel-
lor utterances. We designed this observer to have
high sensitivity (and, consequently, a high false
positive rate). If the moderator deems that the coun-
sellor’s utterance is potentially encouraging self-
harm (which might include a suggestion to actually
smoke), the system re-generates the counsellor’s
utterance, which is again checked. This process
is repeated up to a maximum of five attempts or
until the moderator deems the latest utterance “ac-
ceptable”. In all experiments described below, the
re-generated counsellor utterance succeeded within
four generation attempts and never failed to produce
an acceptable utterance.

3.3.2 Off-Track Conversation Classifier
We were concerned that some of our participants
might intentionally steer the conversation far off
from the topic of smoking. We built a classifier to
monitor conversations in real-time to detect if the
client is deliberately steering the conversation off-
track. Unlike the moderator observer, this classifier
was prompt-engineered for a low false positive rate
to give the benefit of the doubt to the client. The
purpose of this classifier was to identify participants
who were not engaging in a serious conversation for
removal from the dataset. In an actual deployment,
this observer could be used to trigger the end of the
conversation.

3.3.3 End Classifier and Conversation
Termination

The intent to end a conversation can arise from
either the client or the counsellor. To ensure the
conversation transitions smoothly to an ending and
the post-conversation survey, we designed an end
classifier that monitors the dialogue in real-time
and determines if the counsellor or client wishes to
finish. If so, the counsellor is instructed to summa-
rize the conversation (a typical MI practice) and ask
if the client wishes to continue. If the client does
wish to continue, then the conversation is resumed.

4 Feasibility Study with Human Smokers
4.1 Participant Recruitment
A total of 106 English-speaking participants were
recruited to evaluate the capability of MIBot
through the Prolific (www.prolific.com) online be-
havioural research platform (Peer et al., 2017). The
criteria for inclusion in the study were that partici-
pants must be fluent in English, had a high approval
rate on prior tasks performed on the Prolific plat-
form, and must be current smokers of at least five
cigarettes per day. This group was also filtered from
a larger group of 159 participants to select those
who exhibited low confidence that they will succeed
in quitting3. Finally, the recruitment was set to enrol
equal numbers of male and female participants. The
exact balance was affected by the above filter, and
so the final sex proportion was 54% females and

3As the goal of MI is to resolve ambivalence, those who are
very confident in succeeding in quitting are already in the state
MI is meant for. So, we only include participants who exhibit
low confidence (≤ 5 ). We also include ‘discordant’ partici-
pants who have high confidence relative to their importance
(confidence > 5 and confidence − importance < 5) as they
don’t think it is important to quit and, therefore, need MI-style
counselling.
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46% males. Participant ages ranged from 22–77
years old, with a median of 38 years (mean=40,
SD=13). The median and mean time taken to com-
plete the conversational part of the study was 19
minutes (SD=9). Appendix L provides more details
on participant demographics.

4.2 Study Design

The study design followed a pattern commonly em-
ployed in MI research (e.g., Valanis et al., 2001;
Kaysen et al., 2009; Gaume et al., 2016; Browne,
2022; James et al., 2021) and therapeutic chatbot
evaluations (e.g., Brown et al., 2023; He et al.,
2022). Participants in our study were taken through
the following four steps (a diagram view is available
in Appendix E):

1. In a pre-conversation survey, participants
rated themselves on the readiness ruler sur-
vey, which is often used in behaviour change
(Rollnick et al., 1992). These are three numer-
ical questions (scored from 0 to 10) measuring
how important it is for the participant to quit,
how confident they are that they will succeed,
and how ready they are to quit right now. The
specific survey is given in Appendix E.

2. Participants then engaged in a conversation
with the counsellor chatbot described in Sec-
tion 3, through a text-based interface.

3. Post conversation, participants completed the
readiness rulers again, provided feedback on
the conversation itself, and responded to the
CARE survey (Mercer et al., 2004; Bikker
et al., 2015), which measures their perceived
empathy of the counsellor and is used to eval-
uate human clinical practitioners. It has 10
questions rated on a scale from 0 to 5 each
(Appendix H).

4. One week after the conversation, participants
again completed the readiness ruler and indi-
cated if they made any quit attempts or changes
in smoking habits.

It has been shown that readiness to quit pre-
dicts quitting (Boudreaux et al., 2012; Gaume et al.,
2016), and the most predictive part of the ruler is the
self-reported confidence to succeed, which we used
as our primary metric for therapeutic effectiveness
(Gwaltney et al., 2009; Abar et al., 2013).

4.3 AutoMISC: Assessment of Counsellor and
Client Language

In addition to the participant-reported effectiveness
metrics described above, it is important to evalu-
ate whether the counsellor’s generated text adheres
to the MI methodology to establish clinical valid-
ity. Assessment of client text can also offer direct
evidence of success or failure in the counselling ses-
sion, as discussed in Section 3.1. Since we wanted
to assess both counsellor and client utterances, we
chose to use the original MI assessment rubric, the
Motivational Interviewing Skills Code (MISC) ver-
sion 2.5 (Houck et al., 2010).

MISC classifies each utterance into pre-defined
categories based on the counsellor and client be-
haviours. Counsellor codes include the skills de-
scribed in Section 3.1, among others. MISC also
provides transcript-level summary scores computed
by aggregating the utterance-level annotations. Met-
rics to assess counsellor adherence to MI include
Percentage MI-Consistent Responses (%MIC),
where higher values indicate greater adherence, and
Reflection-to-Question Ratio (R:Q), where values
between 1 and 2 are considered indicative of profi-
ciency (Moyers et al., 2016). For client language,
the Percentage Change Talk (%CT) is used, with
higher values associated with improved behavioural
outcomes (Apodaca and Longabaugh, 2009).

As described in Section 2.2, it is difficult to label
transcripts manually, so we developed AutoMISC
to automate this process. AutoMISC processes a
counselling session transcript by first parsing each
speaker’s turn into utterances (individual units of
thought). This is done by a separate prompted in-
stance of GPT-4o, as is the next step: each counsel-
lor utterance is classified into one of MI-Consistent
(MICO), MI-Inconsistent (MIIN), Reflection (R),
Question (Q), or Other (O). We found that includ-
ing five previous conversation turns to classify the
current utterance gave enough context to ensure
high accuracy. Each client utterance is classified
into one of Change Talk (C), Sustain Talk (S) or
Neutral (N). These can then be computed into the
transcript-level summary scores described above.
The prompts for each instance of GPT-4o are listed
in Appendix K.3.

To validate the reliability of AutoMISC, its an-
notations were compared against four human an-
notators: two expert MI clinicians and two non-
expert team members. Each annotator manually
labelled ten of the 106 transcripts, a total of 821
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utterances (580 from the automated counsellor, 241
from clients). The inter-rater agreement was mea-
sured pairwise using Cohen’s κ and for the group
using Fleiss’ κ. The overall Fleiss’ κ was 0.68 for
counsellor codes and 0.67 for client codes, which
indicates substantial agreement (Landis and Koch,
1977). Appendix K.1 provides more detail on the
inter-rater agreement.

5 Results

5.1 Effect of Conversation on Participants’
Readiness to Quit Smoking

Average Average Average Average ∆
Before After 1-Week (1-Week
Conv Conv After − Before)

Importance
5.7 (2.6) 6.3 (2.9) 6.1 (2.7) 0.5 (1.7)∗

Confidence
2.8 (2.0) 4.6 (2.6) 4.5 (2.7) 1.7 (2.4)∗∗

Readiness
5.2 (2.8) 5.9 (2.8) 5.5 (3.0) 0.3 (2.4)†

Table 1: Average (SD) of Readiness Ruler Survey on
Importance, Confidence, and Readiness to quit smoking.
Statistical significance using Wilcoxon signed-rank test.
∗: p < 0.005, ∗∗: p < 0.001, †: p = 0.22.

Recall from Section 4.2 that the 106 human par-
ticipants in the study completed the readiness ruler
survey on three occasions: just before the conver-
sation with the chatbot, just after it, and one week
later. The primary measure of effectiveness is the
difference in confidence from before the conversa-
tion to one week later, as this is the most predictive
of downstream quitting success (Gwaltney et al.,
2009). Table 1 presents data at those points in time
for the three readiness rulers: importance, confi-
dence, and readiness. It shows a significant increase
in confidence of +1.7 on the ten-point scale.

As a point of reference, our previous work, MI-
Bot v5.2 (Brown et al., 2023), which used a hybrid
of scripted questions and LLM-generated reflec-
tions, reported an average change in confidence of
+1.3. While that result is not directly comparable
to the present one, both works recruited a similar
number of low-confidence participants but at a dif-
ferent time and with a different starting average
confidence.

We can also compare the week-later change in

confidence to that achieved by human counsellors.
Schoor (2020) found that participants’ confidence
increased by +2.5 points after five MI sessions over
a ten-week period.

Figure 2 presents the distribution of week-later
changes in confidence scores. Notably, 28% of par-
ticipants did not change their confidence level, but a
substantial number (around 60%) showed a positive
change in confidence. Roughly 12% decreased their
confidence by 1-2 points, and a larger decrease was
observed in 2% of the participants.

Table 1 also shows that there was a significant
change in the participants’ view of the importance
of quitting, with an average increase of +0.5, ex-
hibiting the chatbot’s effectiveness. The change in
readiness was not statistically significant.

Finally, Table M.1 in Appendix M shows that
baseline confidence levels and one-week changes
varied by demographic group. Younger partici-
pants, for instance, started with a higher average
confidence of 3.7 and saw a larger increase of +1.9
over the week.

Figure 2: Distribution of Change in Confidence (1-Week
Later − Before Conversation).

5.2 CARE Metric for Empathy
Each participant rated the perceived empathy of the
chatbot on the CARE scale (Mercer et al., 2004).
Table 2 presents the mean CARE scores for this
work (MIBot v6.3A) and our previous work, MIBot
v5.2 (Brown et al., 2023). The fully generative
MIBot v6.3A is significantly more empathetic than
a partially scripted and partially generative MIBot
v5.2. Notably, 11% of the participants gave MIBot
v6.3A a perfect score of 50, substantially higher
than the 3% achieved by MIBot v5.2. Compared to
trained human counsellors, however, this number is
quite low, as Bikker et al. (2015) found that nurses
scored an average of 46 on the CARE metric, with
48% achieving a perfect score of 50.
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(a) Percentage MI-Consistent Responses
(%MIC)

(b) Reflection to Question Ratio
(R:Q)

(c) Percentage Client Change Talk
(%CT)

Figure 3: Comparison of MISC summary score distributions across datasets.

CARE % Perfect
Score Score

MIBot v5.2 36 3
MIBot v6.3A 42 11
Humans∗ 46 48

Table 2: Average CARE scores and (%) perfect scores
for MIBot v5.2, MIBot v6.3A (present work) and ∗typical
human healthcare professionals (Bikker et al., 2015).

Appendix I provides the distribution of CARE
scores among participants and question-wise mean
CARE scores. The chatbot performed poorly on
questions, such as “How well did the chatbot show
interest in you as a whole person?” and “How well
did it assist in making a plan of action with you?”.
The poor performance on some questions may be
due to the chatbot’s lack of emotional intelligence
(Sabour et al., 2024) or collaboration skills (Yang
et al., 2024).

The general post-conversation survey showed
that 92% of participants enjoyed the experience,
while 66% found the interactions helpful.

5.3 Adherence to MI
The AutoMISC assessment tool, described in Sec-
tion 4.3, was applied to the 106 transcripts from
the study. To provide a point of comparison for
the MISC summary metrics, we also ran it on
the HighLowQualityCounselling (HLQC) dataset
(Pérez-Rosas et al., 2019), a publicly available4

corpus of transcribed MI counselling demonstra-
tions. It was designed to support the development
of “data-driven methods for the automatic evalu-
ation of counselling quality.” The HLQC dataset

4https://lit.eecs.umich.edu/downloads.html

comprises 155 high-quality (HLQC_HI) and 104
low-quality (HLQC_LO) transcripts sourced from
public websites. We computed summary scores sep-
arately for these subsets and then compared MIBot’s
summary metrics against those of both HLQC_HI
and HLQC_LO. Table 3 summarizes the computed
MISC metrics across datasets. It shows that a very
high fraction of the chatbot counsellor utterances
are MI-compliant (%MIC in the table), exceed-
ing those in the high-quality dataset with less vari-
ance. The chatbot’s Reflection to Question Ratio
(R:Q) falls between that of the high- and low-quality
datasets and aligns with the 1-2 range recommended
in the MISC rubric. Finally, the fraction of partici-
pant utterances classified as change talk is higher
than in the high-quality dataset.

Metric Dataset Mean (SD)

%MIC
HLQC_LO 48 (27.9)
HLQC_HI 92 (9.8)
MIBot 98 (3.6)

R:Q
HLQC_LO 0.7 (1.3)
HLQC_HI 2.3 (5.7)
MIBot 1.3 (0.3)

%CT
HLQC_LO 23 (29.5)
HLQC_HI 53 (28.4)
MIBot 59 (25.6)

Table 3: Comparison of MISC summary metrics in
present study and the HLQC Datasets.

Figures 3a and 3b show the distribution, in violin
plots, of counsellor’s Percentage MI-Consistency
(%MIC) and Reflection-to-Question Ratio (R:Q)
for the three datasets (HLQC_LO, HLQC_HI, MI-
Bot). MIBot’s distribution of %MIC scores closely
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matches those of HLQC_HI, another indication that
the conversation adhered to the principles of MI.
The R:Q distribution has a similar behaviour.

Figure 3c shows the violin plot distribution of
the % Client Change Talk (%CT). The distributions
for MIBot and HLQC_HI are very similar, as were
the averages. This is perhaps the most important in-
dication of the MIBot’s effectiveness — cultivating
change talk is the key goal in MI.

5.4 Dataset Release
We are releasing most of the data collected in this
study, including the transcripts of the conversation
between the chatbot and participants, the Auto-
MISC annotations for both counsellor and client
utterances, and summary metrics. For each par-
ticipant, the dataset also includes their readiness
ruler survey responses, CARE survey, Heaviness of
Smoking survey (Heatherton et al., 1989), and the
feedback they provided on the conversation. This
is described in more detail in Appendix N.

Several studies have published MI counselling
datasets (Pérez-Rosas et al., 2019; Welivita and Pu,
2022; Cohen et al., 2024; Sun et al., 2024; Younsi
et al., 2024), but none have employed self-reported
metrics or well-established surveys to measure the
effectiveness of counselling. Our dataset is the first
attempt in this direction, as it provides a holistic
view of automated MI and its effectiveness on hu-
mans.

6 Conclusion

Our study suggests that a fully generative MI-based
chatbot could assist smokers in moving toward a
decision to quit smoking. The MIBot chatbot was
shown to increase most participants’ confidence in
their ability to quit smoking — a strong predictor of
successful cessation (Gwaltney et al., 2009; Abar
et al., 2013). A validated automated assessment
indicated that participants’ language reflected mo-
tivation towards change, another key goal of MI
therapy. Furthermore, the automated counsellor
is exceptionally MI-compliant. We also showed
that the chatbot achieves a good level of perceived
empathy as reported by users.

We plan to extend this work by continuing to it-
erate on the chatbot prompt and employing more
sophisticated MI strategies. We anticipate a need to
exert more control over the chatbot’s text generation.
Furthermore, we will create extended conversations
over multiple sessions and explore their effective-

ness. We plan to conduct a randomized controlled
trial to compare the effectiveness of a single session
with our chatbot against a simpler digital interven-
tion. Finally, we plan to integrate the chatbot within
an end-to-end smoking cessation mobile applica-
tion to aid smokers throughout their entire quitting
journey.

7 Limitations

The results presented are based on the human par-
ticipants recruited through Prolific. Since these
participants are paid to engage with the chatbot, it
is possible that their responses may reflect a desire
to provide responses that would result in successful
payment, rather than their genuine thoughts and/or
experiences.

Section 4.1 describes the inclusion criteria for
participants in the research and some participant de-
mographic information, while Appendix L provides
more detailed demographics. The results presented
are valid for these participants, but generalization
beyond these demographics may not hold.

The automated counselling in this work is con-
ducted strictly through a textual interface, whereas
standard MI is delivered in person, through speech
and visual interaction. Our automated assessment
system is based on the MISC coding system (Houck
et al., 2010), that was developed for spoken inter-
actions, in which audio intonation cues may influ-
ence the valence of the classifications (Klonek et al.,
2015). The absence of these cues in this text-only
setting makes it more difficult to distinguish cer-
tain utterances, such as reflections, from questions.
Consequently, our MI adherence metrics, though
encouraging, do not capture all aspects of adherent
MI as the aggregation of behavioural codes into
ratios overlooks the temporal dynamics of the inter-
action.

We used the HLQC dataset (Pérez-Rosas et al.,
2019) to validate our automated MISC summary
metrics. While this dataset is reasonably large, it
primarily includes transcripts of MI demonstrations
scraped from the internet and covers a wider range
of behaviour change goals beyond smoking ces-
sation, including alcohol reduction and substance
use. Thus, our comparison against the High-Quality
dataset is on transcripts with different goals and may
not be as strong a validation as a unified goal.

In the calculation of the %MIC summary metric,
we used Q (all questions) instead of OQ (open ques-
tions) as part of the supercategory of MI-Consistent
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(MICO) counsellor behaviours. While this deviates
from the standard formula presented in the MISC,
the impact on our results is likely minimal, as both
high-quality counsellors from the HLQC dataset
and the MIBot counsellor bot seldom asked closed
questions, given MI’s strong emphasis on open-
ended questioning (Miller and Rollnick, 2023).

The results presented are based on one specific
LLM (GPT-4o), and different LLMs may yield dif-
ferent conversational outputs, changing the results.

Finally, demographic disparities may shape both
the baseline confidence and post-intervention out-
comes, as described in Section 5.1. Future research
should explore whether certain groups (e.g., young
female smokers) benefit more—or less—than oth-
ers from text-based MI interventions. We encour-
age subsequent studies to leverage the published
data from our feasibility study to identify and ad-
dress systematic biases and ensure equitable access
to AI-driven therapy solutions.

8 Ethics Statement
This study was approved by the University of
Toronto Research Ethics Board on August 3rd,
2024, under protocol number 49997 (Rose et al.,
2025). Development of MIBot and annotation work
for AutoMISC involved MI experts who are our
co-authors. Participants were recruited through the
Prolific online recruitment system; each received
5.5 GBP for a 20-minute session and 1 GBP for
a short follow-up survey one week later (which
took 5 minutes to complete on average). These
payment rates (which average more than 14 GBP
per hour) conform to the guidelines by Prolific (Pro-
lific, 2025) (which recommends a minimum hourly
rate of 9 GBP). All participants were adults (18+),
provided informed consent (shown in Appendix P),
and had their data de-identified for research and
release. Study data are released on GitHub5 under
a Creative Commons Attribution-ShareAlike 4.0
International license.

In the development of the MIBot system and
the writing of this paper, the authors utilized AI-
assisted tools, including Microsoft Copilot (Mi-
crosoft Corporation, 2024) and OpenAI ChatGPT
(OpenAI, 2024a). The authors affirm that all ideas
presented in this work are original. AI assistance
was strictly limited to tasks classified as “assistance
purely with the language of the paper” or “short-
form input assistance,” as defined in the ACL Call

5https://github.com/cimhasgithub/MIBOT_ACL2025

for Papers guidelines (Association for Computa-
tional Linguistics, 2025).

The recent popularity of LLMs has led to a rapid
development of for-profit, therapy-based products
(Chan et al., 2022; Prochaska et al., 2021; Chang
et al., 2024; Mehta et al., 2021). We encourage
developers to carefully consider the ethical impli-
cations of these products, collaborate with mental
health experts, and extensively test their long-term
impact before public release. While we foresee a
future where machines may provide adequate men-
tal health support to humans, we make no claims
about MIBot’s (or, more broadly, any current LLM-
based therapeutic chatbot’s) ability to deliver fully
effective therapy.
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A Responsible Data Use Checklist
Following recommendations by Rogers et al. (2021),
we detail our use of both the HighLowQuality-
Counselling dataset (Pérez-Rosas et al., 2019) and
the creation of our own dataset.

Using HighLowQualityCounselling (HLQC)
dataset (Pérez-Rosas et al., 2019):

✓□ The authors explain their choice of data,
given the available resources and their known
limitations (e.g. representativeness issues, bi-
ases, annotation artifacts) and any data protec-
tion issues (e.g. inclusion of sensitive health
data). See Section 5.3

✓□ The authors discuss whether their use of a
previously-published resource is compatible
with its original purpose and license, and any
known limitations (e.g. if the target user group
is represented in the sample). See Section 7

Contributing the new dataset (Our study data
as described in Section 5.4):

✓□ The authors have the legal basis for process-
ing the data, and if it is made public, for
distributing it. (Check one)

□ The data are in the public domain, and
licensed for research purposes.

✓□ The data are used with consent of its cre-
ators or copyright holders.

□ If the data are used without consent, the
paper makes the case to justify its legal
basis (e.g. research performed in the pub-
lic interest under GDPR). See Sections
—

✓□ The paper describes in detail the full data
collection protocol, including collection, an-
notation, pre-processing, and filtering proce-
dures. In the case that the dataset involves
work by human subjects (e.g. data creation or
annotation), the paper describes efforts to en-
sure fair compensation. See Sections 4.2, 5.4
and 8, and Appendix N

✓□ Safe use of data is ensured. (Check all that
apply)

✓□ The data do not include any protected in-
formation (e.g. sexual orientation or po-
litical views under GDPR), or a specified

exception applies. See Section 5.4 and
Appendix N

✓□ The paper is accompanied by a data state-
ment describing the basic demographic
and geographic characteristics of the pop-
ulation that is the source of the language
data, and the population that it is intended
to represent. See Section 5.4 and Ap-
pendix L

✓□ If applicable: the paper describes
whether any characteristics of the human
subjects were self-reported (preferably)
or inferred (in what way), justifying the
methodology and choice of description
categories. See Appendix N

✓□ The paper discusses the harms that may
ensue from the limitations of the data col-
lection methodology, especially concern-
ing marginalized/vulnerable populations,
and specifies the scope within which the
data can be used safely. See Sections 7
and 8

✓□ If any personal data are used: the paper
specifies the standards applied for its stor-
age and processing, and any anonymiza-
tion efforts. See Appendix N

□ If the individual speakers remain iden-
tifiable via search: the paper discusses
possible harms from misuse of this data,
and their mitigation. See Section —-

✓□ If any data or models are made public: safe
reuse is ensured. (Check all that apply)

✓□ The data and/or pretrained models are
released under a specified license that
is compatible with the conditions under
which access to data was granted (in par-
ticular, derivatives of data accessed for
research purposes should not be deployed
in the real world as anything other than
a research prototype, especially commer-
cially). See Appendix N

✓□ The paper specifies the efforts to limit the
potential use to circumstances in which
the data/models could be used safely (e.g.
an accompanying data/model statement).
See Section 8

✓□ The data collection protocol was approved
by the ethics review board at the authors’
institution, or such review is not applicable for
specified reasons. See Section 8
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B MIBot Prompt Evolution

B.1 Initial MIBot Prompt

1 You are a skilled motivational interviewing counsellor.

2 Your job is to help smokers resolve their ambivalence towards smoking using motivational interviewing skills
at your disposal.

3 Your next client is {client_name}. Start the conversation by greeting {client_name}.

B.2 Final MIBot Prompt

1 You are a skilled motivational interviewing counsellor. Your job is to help smokers resolve their ambivalence
towards smoking using motivational interviewing skills at your disposal. Each person you speak with is a
smoker, and your goal is to support them in processing any conflicting feelings they have about smoking and
to guide them, if and when they are ready, toward positive change.

2 Here are a few things to keep in mind:

1. Try to provide complex reflections to your client.
2. Do not try to provide advice without permission.
3. Keep your responses short. Do not talk more than your client.
4. Demonstrate empathy. When a client shares a significant recent event, express genuine interest and

support. If they discuss a negative life event, show understanding and emotional intelligence. Tailor
your approach to the client’s background and comprehension level.

5. Avoid using complex terminology that might be difficult for them to understand, and maintain simplicity
in the conversation.

3 Remember that this conversation is meant for your client, so give them a chance to talk more.
4 This is your first conversation with the client. Your assistant role is the counsellor, and the user’s role is the

client.
5 You have already introduced yourself and the client has consented to the therapy session.
6 You don’t know anything about the client’s nicotine use yet.
7 Open the conversation with a general greeting and friendly interaction, and gradually lead the conversation

towards helping the client explore ambivalence around smoking, using your skills in Motivational Interviewing.
8 You should never use prepositional phrases like “It sounds like,” “It feels like,” “It seems like,” etc.
9 Make sure the client has plenty of time to express their thoughts about change before moving to planning.

Keep the pace slow and natural. Don’t rush into planning too early.

10 When you think the client might be ready for planning:

1. First, ask the client if there is anything else they want to talk about.
2. Then, summarize what has been discussed so far, focusing on the important things the client has shared.
3. Finally, ask the client’s permission before starting to talk about planning.

11 Follow the guidance from Miller and Rollnick’s *Motivational Interviewing: Helping People Change and
Grow,* which emphasizes that pushing into the planning stage too early can disrupt progress made during the
engagement, focusing, and evoking stages.

12 If you notice signs of defensiveness or hesitation, return to evoking, or even re-engage the client to ensure
comfort and readiness.

13 Look for signs that the client might be ready for planning, like:

1. An increase in change talk.
2. Discussions about taking concrete steps toward change.
3. A reduction in sustain talk (arguments for maintaining the status quo).
4. Envisioning statements where the client considers what making a change would look like.
5. Questions from the client about the change process or next steps.
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C Prompts for Observers

C.1 Prompt for the Moderator Agent

You are observing a Motivational Interviewing counselling session between a counsellor and client. Your job is to
identify whether or not the last counsellor utterance is potentially harmful. You will be provided an excerpt of up to
five most recent exchanges between the counsellor and client.The context of the conversation is smoking cessation.
The classification labels with descriptions are as follows:

1. “Normal”: The message is benign.

2. “Flagged: Evokes Sustain Talk”: The message explicitly reinforces or validates the client’s status quo, directly
encouraging them to continue their current behaviour. Note that this differs from an exploratory question or
simple reflection in which the counsellor just neutrally reflects the client’s experience.

3. “Flagged: Self Harm”: The message encourages the client to commit physical self-harm.

Only flag the message if it is clearly in the category. Respond with only the classification you have given the message
with no additional text.

Here is the conversation excerpt, classify the last counsellor utterance according to the rules above:

C.2 Prompt for the Off-Track Conversation Classifier Agent

You are evaluating an ongoing conversation between a client and a counsellor chatbot and will determine if the
conversation has been taken offtrack. Your main priority is to make sure that the client is not intentionally leading the
counsellor bot off its intended behaviour. Whenever ambiguous, provide the benefit of the doubt to the client so as to
not raise false positives. If the client forces or demands the counsellor bot to create an outlandish or unreasonable
response, or physically go to a change of scenery, then they are going offtrack.

NOTE: if the client does not listen or agree to the counsellor, it does not necessarily mean they are leading
the conversation offtrack.
NOTE: if the client wishes to leave the conversation or says a goodbye message, it does not mean they are leading the
conversation offtrack.

Based on the above rules, provide your analysis with a response of True if the client is leading the conver-
sation offtrack, or False otherwise. Provide a one-word response of either True or False. Do not provide anything else
in your response.

C.3 Prompt for the End Classifier Agent

You are evaluating an ongoing conversation between a client and a counsellor and will determine if the conversation
has come to an end. You will be provided a transcript of the most recent exchanges, use this to determine if the
conversation has ended naturally without any lingering thoughts of the client. Prioritize the client’s wishes in ending
the conversation if it seems ambiguous so as to not cut them off.
Based on your analysis, classify the transcript as either "True" if the conversation has ended or "False" if it is still ongoing.

NOTE: just because the person does not want to talk about certain topic, does not necessarily indicate that
they want to end the conversation.
NOTE: do not consider the conversation to be finished if the client has any unanswered questions
NOTE: language that appears ambiguously dismissive or conclusive may not be referring to the end of a conversation,
but rather the topic

First, provide a brief explanation as to why the conversation is or is not ending. Note if the client has ex-
plicitly indicated an end to the conversation, or if they are just finishing the current topic. The end of a topic is not the
end of a conversation. Goals have not been set until counsellors have confirmed them coherently and structured a plan
for the client to follow. Finally, in a new line, provide a one-word response of either True or False. Do not provide
anything else in this part of your response. Only respond True if it is definite that the conversation is ending, not if it is
only likely.
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D Prompt for Virtual Smoker Client

As described in Section 3, we developed virtual
smoker clients by prompting GPT-4o with a back-
story to automate the testing of MIBot. The follow-

ing is an example of a system prompt for a virtual
smoker client.

D.1 Prompt for Virtual Smoker Client

Ignore all previous instructions.
You are a human smoker engaged in a private thirty-minute session with a counsellor. This is your first time talking to
a therapist about your smoking habits. You have the option to leave the session whenever you choose. Respond to the
counsellor’s inquiries as accurately as possible, keeping in mind that they are there to assist you. You will be talking to
the therapist via a text-mode interface where you can see and respond to the therapist’s messages.
About you:
You rely on smoking with severe stresses in your life. Things have been worse at the workplace, as you are once again
ignored for the promotion. You think this is because you could not finish college. Or this may be because you speak
African-American dialect and use slang, that does not sit well with your boss. Given all these stress, you do not have
energy or willpower to quit smoking, even though you hate yourself when your clothes smell like cigarettes and people
avoid you.
Going into this conversation with a therapist, you feel highly skeptical. Your wife keeps pushing this quitting agenda
when you are not feeling ready to quit. Even your doctor is not happy with your health and wants you to quit ASAP.
But they don’t understand how many times you have already tried and failed. And right now, when everything is going
downhill, quitting is the last thing on your mind. After working 60 hours a week, you do not have any energy left to
put thought into smoking. In fact, smoking is the only thing you look forward to these days. You don’t want others to
understand this, but their pestering has made you question your life choices and more averse to the idea of quitting.
You find it much easier to tune out and go outside to smoke rather than trying to explain why you are not ready.
Given all these things going on in your life, you are highly resistant to changing your smoking habit. You believe now
is not the right time to quit smoking. You do not want to commit to a change, however small, that you may not be able
to fulfill. It’s been too much lately, and even the thought of trying something new sounds exhausting. The counsellor
might urge you to explore things to break this habit, but you are very skeptical about these.
Here are some quick tips for chatting with your therapist:

1. Try to express your main points clearly and concisely to help the counselor understand your perspective better.
2. Please focus on one main issue in each response, which will allow for a deeper and more focused discussion.
3. Consider what key information the counselor needs to know to help you effectively, and try to focus on these

details in your responses.
4. In your response, speak with more clarity rather than exhaustive detail.
5. Imagine you’re texting a friend. Keep it casual, just like you would on iMessage, WhatsApp, or Facebook

Messenger.
6. Don’t hesitate to use emojis to express how you feel. You’ll find them in the bottom corner of your keyboard.

Here are some rules you MUST follow:
1. DO NOT add meta-statements like "In my imaginative role play"
2. Stay in character throughout.
3. Directly address the counsellor in your responses.
4. Please focus on one main issue in each response, which will allow for a deeper and more focused discussion.
5. Number of sentences in your response must be between 1 and 6 sentences. Sometimes, it is okay to overshare if

you feel like it.
6. Follow the chatting guidelines mentioned above and keep the replies brief.
7. If the counsellor requests something beyond AI capabilities, pretend it’s within your ability as a human and agree

to do it, except trying out new things or quitting smoking right now. It’s too overwhelming.
8. Never mention limitations like "As an AI, I cannot do this".
9. Do not let the counsellor know your an AI; it will break their heart!

10. Answer close questions with one sentence only.
11. Do not over rephrase counsellor’s response.
12. Do not be afraid to go against the counsellor.

Some general guidelines to follow:
1. Should the counsellor suggest a follow-up appointment at the end of the conversation, agree to it only if you have

nothing more to talk about.
2. Imagine you’re texting a friend. Keep it casual, just like you would on iMessage, WhatsApp, or Facebook

Messenger. Don’t hesitate to use emojis to express how you feel.
3. You can be creative about some of the things that happened to you. Not everything has to come from the

description provided.

25025



E Overview of the Feasibility Study

As described in Section 4.2, participants fill out
the readiness rulers on three occasions: before the
conversation, immediately after the conversation,
and one week after the conversation. Also, as part
of the post-conversation survey, they fill out the
CARE survey. The transcripts of the conversations
are used as input to AutoMISC (Section 4.3) to

automatically parse into utterances, annotate with
behavioural codes, and aggregate codes to compute
MISC summary metric scores, viz., %MIC, R:Q
and %CT, as indicators of adherence to MI princi-
ples. Figure E.1 illustrates different stages of the
feasibility study.

Conversation Analysis
By AutoMISC

Pre-conversation
Readiness Rulers

Conversation with
MIBot

Post-conversation
Readiness Rulers CARE Survey

Week-later
Readiness Rulers

% MIC

R:Q

% CT

1

2

3

4

5

6

Figure E.1: Different Stages of our Feasibility Study.

F Readiness Ruler Questions

On a scale of 0 (very low) to 10 (very high),

1. How important is it to you right now to stop smoking?
2. How confident are you that you would succeed at stopping smoking if you start now?
3. How ready are you to start making a change at stopping smoking right now?
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G History of the MIBot Project

The MIBot project represents a multi-year effort by
our interdisciplinary team to develop a chatbot that
delivers MI–style counselling for smoking cessa-
tion. The project began with simple scripted sys-
tems determined by natural language classifiers and
evolved through partially generative responses into
the present fully generative GPT-4o-based chatbot
— MIBot v6.3A. From its inception, some of the
project’s core values have been close collaboration
with clinician-scientists trained in MI, empirical
evaluation (often with real human smokers), mea-
surement of impact using validated clinical instru-
ments (readiness rulers, CARE) and adoption of ad-

vancements in natural language processing (NLP).
Each major version of MIBot reflects a step in this
journey and has led to improvements in MIBot’s
conversational design, its MI skills (particularly,
reflections), and overall adherence to MI princi-
ples. Earlier iterations were primarily classifier-
based and scripted. The more recent systems have
employed transformer-based neural networks and
LLMs to generate reflections. Most recently, our
focus has been towards providing fully generative
MI counselling using modern LLMs.

The table below outlines the documented mile-
stones of MIBot’s iterative evolution.

Version Distinguishing Features Period of Experiment Publication

Smokefreed Fully scripted MI dialogue. Used hand-crafted open ques-
tions and reflective responses. Responses were selected
using NLP classifiers from fixed scripts.

2018 to 2020 Almusharraf
(2018); Almushar-
raf et al. (2020)

MIBot v4.7 Baseline version with no reflections. Delivered five
scripted questions followed by simple acknowledgments
(‘Thank you”). Used to assess the added value of reflective
content in MIBot.

July 26–Aug 2, 2022 Brown et al. (2023)

MIBot v5.0 First version with transformer-based reflection generation.
Combined scripted, open-ended questions with model-
generated MI reflections tailored to clients’ responses.

Aug 12–19, 2022 Brown et al. (2023)

MIBot v5.1 Improved on v5.0 with a higher-quality reflection gener-
ation model. Same conversation structure, but responses
were more accurate and MI-consistent.

Aug 16–23, 2022 Brown et al. (2023)

MIBot v5.2 Introduced adaptive follow-up prompts and branching
logic. Expanded conversational flow based on clients’
responses to open-ended questions. Most sophisticated
hybrid scripted-generative version.

Nov 22–29, 2022 Brown et al. (2023)

GPT-4
BLCR

Prototype reflection generator only version using GPT-
4 to generate Backward-Looking Complex Reflections
(BLCRs). These links new clients’ utterances to their prior
statements. Tested offline for coherence and fidelity.

Oct 2023 Kumar et al. (2024)

MIBot
v6.3A (fully
generative)

Fully generative MI chatbot using a GPT-4o prompt and
guided by observer agents (Section 3).

Nov 14-28, 2024 Present work

MIBot
v6.3B

Added chain-of-thought mechanisms to first reason about
which MI behavioural code the counsellor should exhibit
before generating a response.

Nov 29-Dec 7, 2024 Ongoing

Table G.1: Summary of major MIBot versions.
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H CARE Questionnaire

How was MIBot at ...

1. Making you feel at ease...
(being friendly and warm towards you, treating you with respect; not cold or abrupt)

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

2. Letting you tell your "story"...
(giving you time to fully describe your illness in your own words; not interrupting or diverting you)

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

3. Really listening...
(paying close attention to what you were saying)

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

4. Being interested in you as a whole person...
(asking/knowing relevant details about your life, your situation, not treating you as "just a number")

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

5. Fully understanding your concerns...
(communicating that your concerns were accurately understood; not overlooking or dismissing anything)

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

6. Showing care and compassion...
(seeming genuinely concerned, connecting with you on a human level; not being indifferent or "detached")

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

7. Being Positive...
(having a positive approach and a positive attitude; being honest but not negative about your problems)

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

8. Explaining things clearly...
(fully answering your questions, explaining clearly, giving you adequate information, not being vague)

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

9. Helping you take control...
(exploring with you what you can to to improve your health yourself; encouraging rather than "lecturing" you)

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply

10. Making a plan of action with you...
(discussing the options, involving you in decisions as much as you want to be involved; not ignoring your views)

⃝ ⃝ ⃝ ⃝ ⃝ ⃝
Poor Fair Good Very Good Excellent Does Not Apply
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I Results from the CARE survey

Figure I.1 illustrates our feasibility study’s dis-
tribution of CARE scores and compares it with the
older MIBot v5.2 (Brown et al., 2023). The dis-
tribution for fully-generative MIBot v6.3A is right-
skewed, with the majority of participants assigning
scores in the upper ranges (36–50). These results
indicated that MIBot was more effective in fostering
an empathetic interaction. However, the compari-
son in Section 5.2 contextualized its performance
relative to human counsellors as falling short of
fully matching human-level empathy.

Figure I.2 illustrates the mean scores of each

question from the CARE survey across the 106
participants who interacted with MIBot v6.3A, and
compares it with that of MIBot v5.2. The fully gen-
erative MIBot v6.3A scores higher on each question.
Most notably, the biggest improvement seems to be
for the question “How was MIBot at showing care
and compassion?” Interestingly, the lowest-scoring
question was “How was MIBot at making a plan of
action with you?” despite the counsellor prompt
directly instructing it to do so.

Figure I.1: Distribution of CARE scores for MIBot v5.2 (hybrid) and MIBot v6.3A (fully generative).

Figure I.2: Question-wise mean CARE scores for MIBot v5.2 (hybrid) and MIBot v6.3A (fully generative).
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J MIBot Feedback from Study
Participants

As part of the post-conversation survey described in
Section 5, participants responded to the following
three feedback questions:

J.1 Feedback Survey Questions

1. What are three words that you would use to
describe the chatbot?

2. What would you change about the conversa-
tion?

3. Did the conversation help you realize anything
about your smoking behaviour? Why or why
not?

Participant feedback on MIBot was generally pos-
itive. We processed the feedback by dividing the
words participants used to describe the chatbot into
broad positive and negative categories. Figure J.1
represents the WordCloud (Oesper et al., 2011) of
such words. The top 10 most frequently mentioned
positive and negative words are shown in Tables
J.1 and J.2.

Word Frequency
understanding 24
helpful 22
friendly 19
supportive 12
caring 9
knowledgeable 8
intelligent 8
thoughtful 7
interesting 7
informative 7

Table J.1: Top 10 most frequently mentioned positive
words in participant feedback.

Word Frequency
repetitive 6
boring 3
unresponsive 1
disappointing 1
annoying 1
dull 1
pointless 1
useless 1
uncreative 1
overbearing 1

Table J.2: Top 10 most frequently mentioned negative
words in participant feedback.

Figure J.1: Word cloud representation of participant feedback.
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K AutoMISC

Figure K.1 shows a system flow diagram of Au-
toMISC. First, each volley (turn of speech) is parsed
into one or more utterances (units of thought) by
the Parser module. Then, utterance-level annota-
tions, i.e. behavioural codes, are assigned by the
Annotator module to each utterance. Up to k = 5
prior volleys are included to the Annotator module
when coding utterances.

K.1 AutoMISC Validation
We present the pairwise Cohen’s κ values, for both
counsellor and client codes, in Figure K.2. All κ
values fall between 0.55-0.81, indicating moderate
to substantial agreement between each pair of raters
beyond chance (Landis and Koch, 1977). The Co-
hen’s κ values between AutoMISC and the expert
annotators (Annotators 1 and 2) were 0.63 and 0.58
for counsellor codes, and 0.63 and 0.69 for client

codes, respectively.

K.2 Statistical Validation of Inter-Rater
Reliability

To estimate how these reliability findings general-
ize to more transcripts, we computed the asymp-
totic variance of Fleiss’ κ to calculate two-tailed
p-values. For both counsellor and client codes, the
asymptotic variance was on the order of 10−6, re-
sulting in p-values of p < .001. These extremely
low p-values indicate that the inter-rater agreement
is highly statistically significant beyond chance. A
post-hoc power analysis confirmed that our study
was highly powered (estimated power: 1.00) to de-
tect nonzero agreement, i.e. there is a near-certain
probability to detect significant inter-rater reliabil-
ity.

K.3 AutoMISC System Prompts

K.3.1 Parser Prompt

You are a highly accurate Motivational Interviewing (MI) counselling session annotator. Your task is to segment the
given volley into utterances.

Definitions:

• Volley: An uninterrupted utterance or sequence of utterances spoken by one party before the other party responds.
• Utterance: A complete thought or thought unit expressed by a speaker. This could be a single sentence, phrase,

or even a word if it conveys a standalone idea. Multiple utterances often run together without interruption in a
volley.

Output Format:

• Return the segmented utterances as a Python list of strings.

Examples: Below are examples of how to segment a volley into utterances. Follow this structure when processing new
inputs.

Input: "Why haven ’t you quit smoking - are you ever gonna quit?"
Output: ["Why haven ’t you quit smoking - are you ever gonna quit ?"]

Input: "How long since your last drink? Do you feel ok?"
Output: ["How long since your last drink?", "Do you feel ok?"]

Input: "I can ’t quit. I just can ’t do it. I don ’t have what it takes. I just
cannot stop."

Output: ["I can ’t quit.", "I just can ’t do it.", "I don ’t have what it takes
.", "I just cannot stop ."]

Input: "I don ’t want to go to the bars every day. I don ’t want my kids to
see that. I want my kids to have a better life than that."

Output: ["I don ’t want to go to the bars every day.", "I don ’t want my kids
to see that.", "I want my kids to have a better life than that ."]
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Speaker Utterance Code

C same old routine N

T It sounds like smoking R

T How do you feel about Q

T Are there moments Q

C i feel great, S

C it works for me S

T It's important that it MICO

T I imagine there could be R

T What are some of the Q

Speaker Utterance

C same old routine

T It sounds like smoking

T How do you feel about

T Are there moments

C i feel great,

C it works for me

T It's important that it

T I imagine there could be

T What are some of the

C: same old routine

T: It sounds like smoking is a regular part
of your routine. How do you feel about
that routine? Are there moments when
you feel differently about it?

C: i feel great, it works for me

T: It's important that it feels like it works
for you. I imagine there could be aspects
of smoking that make it appealing. What
are some of the things that you enjoy
about it the most?

Parser

Therapy transcript Parsed utterances

Annotator

Coded utterances

Figure K.1: AutoMISC system diagram.

(a) Counsellor codes (b) Client codes

Figure K.2: Cohen’s κ between rater pairs on behaviour code annotations.

K.3.2 Counsellor Utterance Classification Prompt

You are a highly accurate Motivational Interviewing (MI) counselling session annotator. Your task is to analyze an
excerpt from a counselling session of up to five volleys and categorize the counsellor’s final utterance.

Definitions:

• Volley: An uninterrupted utterance or sequence of utterances spoken by one party before the other party responds.
• Utterance: A complete thought or thought unit expressed by a speaker. This could be a single sentence, phrase,

or even a word if it conveys a standalone idea. Multiple utterances often run together without interruption in a
volley.

Task:

1. Determine whether the counsellor’s final utterance in the excerpt belongs to one of the following categories:
• MI-Consistent (MICO): Directly prescribed in Motivational Interviewing (excluding Reflections and

Questions).
• MI-Inconsistent (MIIN): Directly proscribed in Motivational Interviewing principles.
• Reflection or Question (RQ): Includes Reflections or Questions.
• Other (Other): Does not fit the above categories.

2. Return your analysis as:
• explanation: Briefly justify your choice in 1–2 sentences.
• label: Provide only MICO, MIIN, RQ, or Other.

Behavioural Code Guide:

MI-Consistent (MICO):
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• Affirm (AF): Communicates something positive or complimentary about the client’s strengths or efforts.
• Advise with permission (ADP): After receiving permission, gives advice, makes a suggestion, or offers a solution

or possible action.
• Emphasize control (EC): Acknowledges, honors, or emphasizes the client’s autonomy and freedom of choice.
• Raise concern with permission (RCP): After getting permission, points out a possible problem with a client’s

goal, plan, or intention. Always phrased as the counsellor’s concern.
• Support (SU): Sympathetic, compassionate, or understanding comments, which agree or side with the client.

MI-Inconsistent (MIIN):

• Advise without permission (ADWP): Offers suggestions or guidance without asking or receiving permission.
• Confront (CON): Directly disagrees, argues, corrects, shames, blames, seeks to persuade, criticizes, judges,

labels, moralizes, ridicules, or questions the client’s honesty.
• Direct (DIR): Gives an order, command, or direction. The language is imperative.
• Raise concern without permission (RCWP): Without getting permission, points out a possible problem with a

client’s goal, plan, or intention.
• Warn (WA): Provides a warning or threat, implying negative consequences unless the client takes a certain action.

Reflection or Question (RQ):

• Question (Q): Asks a question to gather information, understand, or elicit the client’s story.
• Reflection (R): Makes a statement that reflects back content or meaning previously offered by the client, usually

(but not always) in the client’s immediately preceding utterance.

Other (Other):

• Facilitate (FA): Simple utterance that functions as a "keep-going" acknowledgment, e.g., "Mm-hmm", "I see",
"Go on".

• Filler (FI): Pleasantries such as "Good morning", "Nice weather we’re having", etc.
• Giving Information (GI): Provides information to the client, explains something, educates or provides feedback,

or discloses personal information.
• Structure (ST): Gives information about what will happen directly to the client throughout the course of treatment

or within a study format, in this or subsequent sessions.

Based on the following excerpt, determine which category the counsellor’s last utterance falls into and respond
accordingly. After you’re done, go back over the RQ category and assign a subcategory of "R" for reflection or "Q" for
question.

K.3.3 Client Utterance Classification Prompt

You are a highly accurate Motivational Interviewing (MI) counselling session annotator. Your task is to analyze an
excerpt from a counselling session of up to five volleys and categorize the client’s final utterance. The target behaviour
change of this conversation is smoking cessation.
Definitions:

• Volley: An uninterrupted utterance or sequence of utterances spoken by one party before the other party responds.
• Utterance: A complete thought or thought unit expressed by a speaker. This could be a single sentence, phrase,

or even a word if it conveys a standalone idea. Multiple utterances often run together without interruption in a
volley.

Task:

1. Determine whether the client’s final utterance in the excerpt belongs to one of the following categories:
(a) Change Talk (C):

• Expressing a desire to change (e.g., "I really want to quit smoking").
• Recognizing the downsides of the current behavior (e.g., "My health is suffering because I smoke").
• Identifying potential benefits of making a change (e.g., "I would feel better if I exercised more").
• Demonstrating commitment to change (e.g., "I’m ready to make a plan to lose weight").

(b) Sustain Talk (S):
• Minimizing the problem (e.g., "It’s not that bad, I can handle it").
• Highlighting difficulties or challenges of change (e.g., "I don’t know if I can give up smoking").
• Expressing doubts about the ability to change (e.g., "I’ve tried to quit before and failed").
• Focusing on the positive aspects of the current behavior (e.g., "Smoking helps me relax").

(c) Neutral Talk (N):
• Describing current situations or circumstances without expressing a strong pro- or anti-change stance

(e.g., "I’ve been thinking about making changes").
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• Asking questions related to the situation or change process (e.g., "What are the pros and cons of
changing?").

• Making general or factual statements about the issue (e.g., "It’s important to take care of my health").

2. Return your analysis as:
• explanation: Briefly justify your choice in 1-2 sentences.
• label: Provide only "C", "S", or "N".

K.4 Demographics of the Annotators

As described in Section 4.3, we enlisted four
annotators — two experts and two novices — to an-
notate 10 of the 106 transcripts (comprising 821 ut-
terances) from our study. High alignment between
the annotators’ labels and the AutoMISC annota-

tions serves as an indicator of AutoMISC’s validity.
Below, we present their demographic information,
following the guidelines proposed by Bender and
Friedman (2018).

Annotator #11 Annotator #22 Annotator #33 Annotator #43

Sex Female Female Male Male
Age Group (years) 60–69 40-49 20-29 20-29
Race/Ethnicity White White Mixed Asian
Native Language English English English Mandarin
Student Status No No Yes Yes
Employment Status Full-Time Full-Time N/A N/A
Highest Education Graduate Graduate Undergraduate Undergraduate
Country of Residence Canada Canada Canada Canada
Country of Birth Canada Canada Canada China
Training in Linguistics No No No No
Training in MI Yes Yes No No

1 Motivational Interviewing Network of Trainers (MINT) member since 2009; Motivational Interviewing Treatment
Integrity (MITI) coding trained; extensive training and coaching experience.

2 Introductory-Intermediate-Advance MI training; MINT member since 2014; MI supervision; MITI training.
3,4 Engineering graduate student with no formal training in MI.

Table K.1: Demographic Information of Annotators
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L Demographics of the Participants in the Human Study

Demographic Factors Count, n (%)
Sex
Female 57 (53.8)
Male 49 (46.2)

Age
Below 20 0 (0.0)
20 to 29 26 (24.5)
30 to 39 32 (30.2)
40 to 49 20 (18.9)
50 to 59 19 (17.9)
60 to 69 6 (5.7)
70 to 79 3 (2.8)
Above 79 0 (0.0)

Ethnicity
White 80 (75.5)
Black 9 (8.5)
Asian 7 (6.6)
Mixed 5 (4.7)
Other 5 (4.7)

Student Status
No 80 (75.5)
Yes 21 (19.8)
Data Expired 5 (4.7)

Demographic Factors Count, n (%)
Employment Status
Full-Time 49 (46.2)
Part-Time 18 (17.0)
Not in Paid Work 16 (15.1)
Unemployed 13 (12.3)
Other 10 (9.4)

Country of Residence
United Kingdom 47 (44.3)
United States 42 (39.6)
Canada 9 (8.5)
South Africa 4 (3.8)
Other 4 (3.8)

Country of Birth
United Kingdom 44 (41.5)
United States 39 (36.8)
Canada 6 (5.7)
Kenya 3 (2.8)
South Africa 3 (2.8)
Germany 2 (1.9)
Other 9 (8.5)

Table L.1: Participant demographics in the MIBot Human Study
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M Change in Confidence Segmented by Demographic Factors

To examine how baseline confidence to quit
smoking varies across different demographic
groups, we present confidence rulers at various time
points during the study (before, after, and one week
after the conversation), segmented by demographic
factors. Table M.1 shows that baseline confidence
among female participants (2.5) is notably lower
than that of male participants (3.2). However, both

groups exhibit a similar increase in confidence one
week after the conversation (∆=1.7).

Furthermore, younger participants (< 30 years)
initially report a higher confidence level (3.7) than
those aged 30 and above (2.5). The week-later
change in confidence is also slightly greater for
younger participants (∆=1.9) than older partici-
pants (∆=1.6).

Count, Before After One ∆

Demographic Factor n (%) Conv Conv Week (Week After
After − Before)

Sex Female 57 (53.8) 2.5 (2.1) 4.4 (2.8) 4.1 (2.9) 1.7 (2.5)∗∗∗

Male 49 (46.2) 3.2 (1.7) 4.7 (2.2) 4.9 (2.5) 1.7 (2.3)∗∗∗

Age < 30 yrs. 26 (24.5) 3.7 (2.1) 5.5 (2.5) 5.7 (2.7) 1.9 (3.1)∗

≥ 30 yrs. 80 (75.5) 2.5 (1.8) 4.3 (2.5) 4.1 (2.6) 1.6 (2.1)∗∗∗

Ethnicity White 80 (75.5) 2.7 (1.9) 4.3 (2.6) 4.0 (2.6) 1.4 (2.2)∗∗∗

Other 26 (24.5) 3.3 (2.0) 5.3 (2.4) 5.8 (2.8) 2.5 (2.7)∗∗∗

Employment Full-Time 49 (46.2) 3.2 (1.9) 4.8 (2.3) 5.1 (2.6) 1.9 (2.3)∗∗∗

Other 57 (53.8) 2.5 (2.0) 4.3 (2.8) 3.9 (2.8) 1.4 (2.4)∗∗∗

Table M.1: Average (SD) confidence to quit smoking at different times during the study (before, after and 1-week
after the conversation), segmented by demographic factors. Statistical significance was calculated using the one-sided
Wilcoxon signed-rank test.
∗: p < 0.05, ∗∗: p < 0.01, ∗∗∗: p < 0.001.
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N Overview of the Dataset

We are releasing the complete data from our
feasibility study. Our dataset consists of a CSV
file (data.csv), where each row corresponds to
a unique participant. A total of 106 participants
took part in the study. We also provide conver-
sation transcripts between MIBot and participants
in another CSV file (conversations.csv). All

data provided by participants has been de-identified
using the spaCy6 (version 3.8.4) and scrubadub7

(version 2.0.0) Python libraries. Further, the partic-
ipants self-reported all the columns in the dataset
(except for AutoMISC annotations). This dataset is
licensed under CC BY-SA 4.08.

Table N.1: Description of the Columns in data.csv

Column Name Description

Basic
ParticipantId Unique Participant ids assigned in study.

Pre-conversation Survey on Heaviness of Smoking
DailyNum How many cigarettes do you typically smoke per day?
FirstCig How soon after you wake up do you smoke your first cigarette?
HeavinessOfSmokingIndex Heaviness of Smoking Index (Heatherton et al., 1989)

Pre-conversation Survey on Quit Attempts a Week Prior
PreConvoQuitAttempt Have you made any quit attempts (meaning consciously not smok-

ing for a specific period of time greater than 24 hours) during the
previous week?

PreConvoNumQuitAttempts How many attempts to quit did you make?

Pre-conversation Readiness Rulers
PreRulerImportance On a scale from 0 to 10, how important is it to you right now to

stop smoking?
PreRulerConfidence On a scale from 0 to 10, how confident are you that you would

succeed at stopping smoking if you start now?
PreRulerReadiness On a scale from 0 to 10, how ready are you to start making a change

at stopping smoking right now?

Post-conversation Readiness Rulers
PostRulerImportance On a scale from 0 to 10, how important is it to you right now to

stop smoking?
PostRulerConfidence On a scale from 0 to 10, how confident are you that you would

succeed at stopping smoking if you start now?
PostRulerReadiness On a scale from 0 to 10, how ready are you to start making a change

at stopping smoking right now?

Post-conversation Feedback
FeedbackQ1 What are three words that you would use to describe the chatbot?
FeedbackQ2 What would you change about the conversation?
FeedbackQ3 Did the conversation help you realize anything about your smoking

behavior? Why or why not?

6https://spacy.io/universe/project/scrubadub_spacy
7https://github.com/LeapBeyond/scrubadub
8To view a copy of this license, visit https://creativecommons.org/licenses/by-sa/4.0/

25037

https://spacy.io/universe/project/scrubadub_spacy
https://github.com/LeapBeyond/scrubadub
https://creativecommons.org/licenses/by-sa/4.0/


Column Name (contd.) Description (contd.)

LikedBot Whether the participant liked MIBot, based on responses to
FeedbackQ1-3.

FoundBotHelpful Whether the participant found MIBot helpful, based on responses
to FeedbackQ1-3.

CARE Survey
CAREQ1

See Section H for CARE questions....
CAREQ10

Week Later Readiness Rulers
WeekLaterRulerImportance On a scale from 0 to 10, how important is it to you right now to

stop smoking?
WeekLaterRulerConfidence On a scale from 0 to 10, how confident are you that you would

succeed at stopping smoking if you start now?
WeekLaterRulerReadiness On a scale from 0 to 10, how ready are you to start making a change

at stopping smoking right now?

Week Later Quit Attempts
WeekLaterQuitAttempt Have you made any quit attempts (meaning consciously not smok-

ing for a specific period of time greater than 24 hours) during the
previous week?

WeekLaterNumQuitAttempts How many attempts to quit did you make?

AutoMISC Labels
AutoMISC_MICO

See Section 4.3 for AutoMISC labels.

AutoMISC_MIIN

AutoMISC_R

AutoMISC_Q

AutoMISC_Other

AutoMISC_C

AutoMISC_S

AutoMISC_N

AutoMISC_%MIC

AutoMISC_R:Q

AutoMISC_C:S
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Column Name Description

ParticipantID Unique Participant ids we assign.
Speaker Indicates whether the speaker is the counsellor (i.e., MIBot) or

the client.
Volley# Serial number of the volley in the transcript. “A volley is an unin-

terrupted utterance or sequence of utterances by one party, before
another party speaks.” (Houck et al., 2010)

Utterance# Serial number of the utterance in the transcript.
CumulativeVolley Represents the volley up to utterance # Utterance#. The

CumulativeVolley corresponding to the last utterance of the vol-
ley is the complete volley, which can be used to generate the tran-
script.

Utterance “An utterance is a complete thought, or a thought unit.” (Houck
et al., 2010)

AutoMISCLabel Utterance label according to AutoMISC. It can be one of the fol-
lowing: R, Q, Other, C, N, ... (See Section 4.3.)

AutoMISCExplanation Explanation provided by the AutoMISC LLM as part of its chain-
of-thought.

Table N.2: Description of the Columns in conversations.csv
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O Example Conversation from the
Feasibility Study

The following is an example conversation between
MIBot (referred to here as “Counsellor”) and a par-
ticipant (referred to as a “Client”) in our feasibility
study.

Counsellor: Hello there! It’s great to have you
here today. How are you doing? I’d love to get to
know a bit about you and hear anything you feel
like sharing. We can take our time, and there’s no
rush.

Client: im doing okay how are you

Counsellor: I’m doing well, thank you for asking!
I’m really glad to hear you’re doing okay. Is there
anything particular on your mind or anything you’d
like to talk about today?

Client: stopping smoking

Counsellor: Stopping smoking is a significant
topic, and I appreciate you bringing it up. What are
some thoughts or feelings that come to mind when
you think about stopping smoking?

Client: its stressfull

Counsellor: It sounds like there’s a lot of stress
attached to the idea of stopping smoking. It might
feel overwhelming to consider that change. What
do you think might be contributing to that stress?

Client: ive smoked for a long long time

Counsellor: Having smoked for so long, it’s deeply
woven into your life, almost like a routine or habit
that’s hard to imagine changing. It might feel like
it’s been a part of you for a while. I’m curious, have
you thought about what life would be like without
smoking?

Client: ive never thought about what my life would
be like if i stopped smoking

Counsellor: It’s interesting to consider how life
might change without smoking, especially if it’s
something that hasn’t crossed your mind before.
There might be a sense of uncertainty about what
that change would look like. When you think about
the possibility of not smoking, what feelings or
images come to mind?

Client: stress whta

Counsellor: It seems like the thought of quitting
brings up feelings of stress and maybe even uncer-
tainty. It’s understandable since smoking has been
a constant part of your life. What do you think it is
about smoking that helps you manage stress?

Client: what will i do with my hand

Counsellor: Your hands have gotten used to hav-
ing something to do, like holding a cigarette, and
that can be comforting. It seems like there’s a con-
nection between smoking and having that physical
activity. What do you think might help satisfy that
need for keeping your hands busy if you were to
stop smoking?

Client: i really dont know

Counsellor: That’s completely okay; it’s a journey
to figure these things out. Sometimes, thinking
about change can bring up more questions. What’s
one thing you’re curious about when it comes to
considering stopping smoking?

Client: how much money i would save

Counsellor: Thinking about how much money you
could save by stopping smoking is an interesting
angle. It opens up possibilities for what you might
do with those savings. Have you ever considered
what you might spend that money on if smoking
wasn’t part of your life?

Client: home decor

Counsellor: Imagining an opportunity to invest
in something you love, like home decor, could be
really rewarding. It might feel exciting to picture
how your living space could change and reflect more
of what makes you happy. Are there any specific
changes or items you’ve been dreaming about for
your home?

Client: not really just home decor in general

Counsellor: That makes sense. There’s something
fulfilling about creating a space that feels comfort-
able and inviting. It sounds like redirecting those
smoking expenses into enhancing your environment
could be a motivating thought. How does thinking
about home decor and making your space uniquely
yours fit into your thoughts about stopping smok-
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ing?

Client: great

Counsellor: It’s great to hear that thinking about
home decor in this way resonates with you. It can
be inspiring to have a goal like creating a space you
love as you consider changes to smoking. Is there
anything else on your mind about stopping smoking
or any other aspect of your life you’d like to explore
today?

Client: but i would be bored

Counsellor: Boredom can be a significant concern
when thinking about stopping smoking, as smoking
has likely filled up certain moments in your day. It’s
understandable to worry about how you’ll fill that
time. What do you think might be some activities
or interests that could replace smoking and keep
you engaged?

Client: walking

Counsellor: Walking can be a wonderful activity to
fill your time. It offers a chance to clear your mind
while being active, and it might serve as a healthy
alternative. How do you feel about incorporating
more walking into your day as part of this change?

Client: that would be good

Counsellor: Incorporating walking seems like it
could be a positive addition to your routine. It not
only gives you something to do but also benefits
your overall well-being. With all we’ve discussed,
is there anything else you’d like to explore or talk
about before we possibly think about any next steps?

Client: no

Counsellor: Thank you for sharing with me today.
I’d like to take a moment to summarize what
we’ve talked about. You’ve been thinking about
stopping smoking, though the idea brings up stress,
as smoking has been a long-time part of your
life. Giving up the familiar habit has made you
wonder about what you’ll do with your hands and
how you’ll pass the time. We explored the idea of
saving money by quitting and how you could use
those savings toward your interest in home decor,
bringing a new sense of excitement to your living
space. Finally, we talked about incorporating

walking into your day, which could be a positive
activity to replace smoking. If there’s anything else
in the future you’d like to explore or if you want to
keep this conversation going, feel free to reach out.

Would you like to continue the conversation?

Client: Selected: Yes

Counsellor: Great! I’m glad you’re interested in
continuing. With the idea of walking and home
decor as possibilities to focus on, how do you feel
about taking steps toward reducing or stopping
smoking? What’s coming up for you as you think
about that?

Client: whats the best products to hekp quit smok-
ing

Counsellor: It’s a great step that you’re consid-
ering options to support you in quitting smoking.
There are several products and methods many
people find helpful, like nicotine replacement
therapies, including patches, gum, lozenges,
inhalers, and nasal sprays. Some people also
explore medications prescribed by healthcare
providers.

Before offering any advice, though, I’d like to
understand what you might be comfortable with
and if there’s a method you’ve been curious about
or previously considered. Would it be alright if we
discussed those options, or is there any other aspect
you’d like to focus on first?

Client: okay

Counsellor: Alright, thank you! Since you’re open
to discussing this, nicotine replacement therapies
(NRT) are often a starting point for many who want
to quit smoking. They’re designed to help reduce
withdrawal symptoms and cravings. Each form of
NRT has its unique approach—patches provide a
steady release of nicotine, while gums and lozenges
can offer more control over immediate cravings.

Some people choose to try more than one option
to see what works best for them. If you feel com-
fortable, we could look into what might suit your
lifestyle and needs better. What are your thoughts
on possibly incorporating one of these into your
journey to quit smoking?
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Client: nrt sounds good

Counsellor: Nicotine replacement therapy sounds
like it could be a helpful tool for you. It offers
the flexibility to manage cravings while working
towards quitting smoking. It might be worth
considering which form you feel most comfortable
with, whether it’s patches, gum, lozenges, or
another option.

Would you like more information on any of these,
or is there anything else you want to explore regard-
ing your journey to quit smoking?

Client: no thats all thanks

Counsellor: Thank you for today’s conversation.
Let’s go over what we’ve discussed. You’ve shared
your thoughts about stopping smoking, including
feelings of stress due to its role in your life for so
long. We explored the idea of saving money and
investing it in home decor, which brings excitement
about transforming your living space. You also
considered walking as a meaningful activity to fill
the time you’d otherwise spend smoking. Finally,
we discussed nicotine replacement therapies as
potential aids in your journey, with NRT sounding
like a good fit for you. If you ever have more
questions or want to talk further, feel free to reach
out. Take care!

Would you like to continue the conversation?

Client: Selected: No

Counsellor: Thank you and have a great day. Good-
bye!
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P Consent from Participants

Before participants joined the study, detailed in-
structions were provided and their consent was ob-
tained to use their data, including survey responses.

They were also informed about potential risks. Be-
low are relevant excerpts from the Consent Form
that participants were required to read and accept.

WHAT ARE THE RISKS OR HARM OF PARTICIPATING IN THIS STUDY?

This study requires you to think about your smoking habits, which may be stressful for you.
Thinking about your smoking habits may temporarily increase your urge to smoke.
There is a small but very unlikely possibility that the chatbot may generate responses that may
instigate the above feelings. Should this happen, it is encouraged that you document it in your
qualitative feedback opportunity.
There are no other risks or harm to you in participating in this study.

WHAT COMPENSATION AM I ENTITLED TO?

You will be compensated 5.5 British Pounds, or the equivalent in your local currency, for completing
the conversation task and 1 pound for the 1-week later survey.

HOW WILL MY PRIVACY BE RESPECTED?

All conversational data and readiness/feedback data recorded during the study will be stored on an
encrypted server. The study does not ask you to provide any information that can identify you
personally. The original chatbot data collected will only be accessible to the University of Toronto
researchers involved with the study.
Once any personally identifying information has been removed, the conversation may appear
in publications or in a public dataset. The data will be used by researchers at the University of
Toronto and CAMH to develop chatbots that can have conversations with individuals about their
smoking habits. The data will be held by the University of Toronto indefinitely.
The results of this research study may be presented at meetings or in publications, and this may
include direct quotes from your responses and your feedback (after removing any text that personally
identifies you), as well as summary statistics from the numerical ratings that all participants provide.
In all cases, your identity will not be disclosed.
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