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Abstract

In this paper, we present TiruLLMs, the first
large pretrained Bangla LLMs, available in
1b and 3b parameter sizes. Due to computa-
tional constraints during both training and infer-
ence, we focused on smaller models. To train
TitulLMs, we collected a pretraining dataset
of approximately ~ 37 billion tokens. We
extended the Llama-3.2 tokenizer to incorpo-
rate language- and culture-specific knowledge,
which also enables faster training and inference.
There was a lack of benchmarking datasets to
benchmark LLMs for Bangla. To address this
gap, we developed five benchmarking datasets.
We benchmarked various LLMs, including 7itz-
ulLMs, and demonstrated that TitulLLMs out-
performs its initial multilingual versions. How-
ever, this is not always the case, highlighting
the complexities of language adaptation. Our
work lays the groundwork for adapting existing
multilingual open models to other low-resource
languages. To facilitate broader adoption and
further research, we have made the TitulLLMs
models and benchmarking datasets publicly
available.!

1 Introduction

The rapid advancements in large language models
(LLMs) have reshaped the field of Al, showcas-
ing remarkable versatility across numerous tasks
(Brown et al., 2020; Ouyang et al., 2022; Achiam
et al., 2023; Chowdhery et al., 2023a). These mod-
els demonstrate not only an ability to perform vari-
ous NLP tasks but also an intriguing potential for
self-assessment and continuous improvement (Liu
et al., 2023b; Fu et al., 2023; Chiang et al., 2023).

Despite these advancements, LLM develop-
ment—both open and closed—has predominantly
focused on multilingual models, with a stronger em-
phasis on high-resource languages (Achiam et al.,
2023; Touvron et al., 2023). While some mod-

"https://github.com/hishab-nlp/titulm
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Figure 1: Performance scores per category TituLLM-3B
and five other models in 5-shot setting.

els have extended coverage to medium- and low-
resource languages (Le Scao et al., 2023; Ustiin
et al., 2024; Yang et al., 2024; Team, 2024), their
representation remains limited. Although some ini-
tiatives have aimed to train language-centric LLMs
(Sengupta et al., 2023; Team et al., 2025), these ef-
forts remain scarce due to the high costs associated
with computational resources and data collection.
Consequently, recent research has shifted towards
adapting existing LL.Ms for new languages (Levine
et al., 2024; Team et al., 2025).

Similarly, in the context of benchmarking LLM:s,
most efforts have primarily focused on high-
resource languages (Bang et al., 2023; Ahuja et al.,
2023), while low-resource languages, such as
Bangla, have received limited attention (Kabir et al.,
2024; Zehady et al., 2024; Bhattacharjee et al.,
2023). Zehady et al. (2024) developed LLMs for
Bangla using Llama, leveraging only the Bangla
subset of CulturaX (Nguyen et al., 2024), which
consists of 12.4 million diverse Bangla news ar-
ticles. They further fine-tuned their model on
172k instruction samples from subsets of the Al-
paca (Taori et al., 2023) and OpenOrca (Lian et al.,
2023) datasets, which were translated from English.
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Their models were benchmarked on 120 queries
across nine different generation tasks.

Addressing this gap is crucial, as linguistic and
cultural diversity significantly impact language un-
derstanding and generation. Therefore, in this
study, we focus on adapting existing LLMs (e.g.,
Llama) by expanding the model’s vocabulary and
performing continual pretraining. This process
required extensive data collection from diverse
sources. Given the relatively low availability of
digital content in Bangla, we also developed syn-
thesized datasets to supplement our training data.

Benchmarking LLLM capabilities for Bangla re-
mains challenging due to the lack of specialized
datasets, particularly in areas such as world knowl-
edge and commonsense reasoning. Although some
efforts have been made to generate such datasets
through translation (Lai et al., 2023), they remain
limited in scope. To address this gap, we have
developed several native and translated datasets.
Compared to Zehady et al. (2024), our pretraining
corpus is significantly larger (~ 37b tokens) and
is benchmarked on five different datasets cover-
ing world knowledge and commonsense reasoning,
with a total dataset size of 132k entries.

* We developed and released two models, 7it-
uLLMs, adapted from Llama 3.2, which will
enable future research.

* We provide a complete data collection recipe
for pretraining LLMs including sources, ap-
proaches to synthetic data generation.

* We extended tokenizer to ingest language spe-
cific knowledge.

* We developed five datasets to benchmark
LLMs capabilities in terms of world knowl-
edge, commonsense reasoning, and reading
comprehension. Such datasets will serve as a
first step to Benchmark LL.Ms for Bangla.

* We proposed a novel translation techniques
(expressive semantic translation) that helps to
develop high quality benchmarking dataset.

* Using the benchmaked datasets we benchmark
various LLMs including TitulLMs comparing
performance across models to assess under-
standing of Bangla language.

Our study reveals several interesting findings:

Vocabulary Extension: We explore the impact
of vocabulary extensions on the base Llama To-
kenizer by increasing the number of new tokens
from 32K to 96K in increments of 16K. We found
that average tokens per word (TPW) decreases as

the number of tokens increases up to a certain point,
after which it declines only minimally. Therefore,
when adding new tokens, we must also consider
the fertility rate to balance the trade-off between
training and inference.

Commonsense Capability: TirulLLMs demon-
strates strong commonsense knowledge but has
limited capability in world knowledge (e.g., Bangla
MMLU). Further training with instruction fine-
tuning may enhance its performance in this area.

2 Pretraining Data

Pretraining data for Bangla is very limited com-
pared to very high quality data available for English
and other high resource languages (Penedo et al.,
2023; Soldaini et al., 2024). Hence, we needed
collect pretraining dataset for training TitulLMs.
We have compiled a substantial Bangla raw dataset
from a diverse range of sources, encompassing both
formal and informal linguistic styles. The dataset
is primarily derived from three key sources: web
documents, books, and synthetically generated text.
The synthetically generated data includes translated
data, transliterated data, audio transcripted data, etc.
An outline of our data collection and preprocess-
ing pipeline is shown in Figure 7. The final high-
quality dataset amounts to approximately 268 GB,
with 22 GB designated as a validation set, sampled
proportionally to maintain the heterogeneity of the
data. In total, the corpus contains ~ 37 billion to-
kens, optimized for training and evaluation across
various Bangla language processing applications.
In Table 4 (in Appendix) and in Figure 3, we report
the distribution of tokens for different sources.

2.1 Web Documents

We curated the Common Crawl (Raffel et al., 2020)
dataset and followed multiple steps to extract and
clean the final dataset, as illustrated in Figure 7.
Below, we briefly discuss each step.

SQL Query Engine: Using Amazon Athena,” we
queried the vast Common Crawl dataset to isolate
Bangla-specific HTML data and URLs. We applied
filtering based on content language, URL patterns
indicative of Bangla domains (e.g., -gov.bd), and
host information, covering data from 2017 to 2024.
Text Extraction: We used Trafilatura (Barbaresi,
2021) tool for its effectiveness in extracting struc-
tured, clean text from HTML. This step preserved

’https://aws.amazon.com/athena/
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Figure 2: Overview of the pretraining data collection and preprocessing pipeline — A workflow illustrating the steps
involved in gathering, filtering, and preparing data for LLM pretraining.
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Figure 3: The pretraining dataset consists of ~ 37b
billion tokens distributed across various sources: Web
(9.8b), Books (4b), Synthetic Data (7.06b), Sangraha
Web (5b), and Sangraha Synthetic (10.94b). Synthetic
Data includes Translated (1.47b), Romanized (3.87b),
Conversation (0.42b), and Audio Transcription (1.30b),
while Sangraha Synthetic comprises Translated (4.26b)
and Romanized (6.68b).

the structure of text patterns while minimizing ex-
traneous noise, ensuring the retention of original
content nuances.

Filtering: To assess the usability and relevance of
the extracted text, we generated 18 distinct hand-
crafted rules specifically designed for the Bangla
language. These rules evaluated various aspects
of text quality, including sentence completeness,
document structure, and content appropriateness,
leveraging Bangla-specific tokenizers for a proper
filtering process. The details of these rules are dis-
cussed in Section A.2. After extraction, documents
were assessed against predefined thresholds asso-

ciated with each rule. Based on the threshold we
filtered documents that did not pass the criteria.

Deduplication: We applied the MinHash dedu-
plication algorithm (Kocetkov et al., 2023) to the
filtered web dataset to eliminate redundant content.

2.2 Books

We have compiled a diverse collection of open-
source Bangla books, primarily in PDF format,
spanning a broad temporal range from historical
to contemporary works. Below we briefly discuss
the steps taken to extract the text from the book
collection.

Raw Text: For digitally available texts, we di-
rectly extract the machine-readable content, requir-
ing minimal processing due to the already high
quality of these formats.

PDF Images: To digitize a vast collection of
non-digital and older texts from books, we utilize
two leading Optical Character Recognition (OCR)
systems: Google OCR? and Tesseract*. We used
Tesseract to reduce the cost. These texts, often de-
rived from sources that have deteriorated over time
or originated in non-digital formats, pose signifi-
cant challenges in terms of quality and legibility.
To extract high-quality text, we implement care-
fully designed techniques comprising several steps.
Text extraction using Google OCR: For the ma-
jority of books, we utilized Google OCR to extract

3https://cloud.google.com/use-cases/ocr
*https://github.com/tesseract-ocr/tesseract
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text. Although the OCR accuracy was generally
high for more recent books, the quality varied sig-
nificantly for older books. Identifying and filtering
out poor-quality text from a large and diverse col-
lection proved to be a challenging task. To address
this issue, we applied several quality-control tech-
niques: (i) using KenLLM (Heafield, 2011) to filter
noisy text based on ranking, (ii) evaluating the av-
erage number of words and sentences per page, and
(iii) calculating the percentage of correct Bangla
words. Details are discussed in Section A.3.
Document Segmentation and Tesseract OCR:
We performed document segmentation alongside
OCR for a smaller portion of the collected books.
Initially, we trained a YOLO segmentation model
on a Bangla document segmentation dataset (Shi-
hab et al., 2023) to identify and classify different
components of the documents (e.g., text boxes, ta-
bles, paragraphs, and images). We removed com-
plex sections such as tables and images, as they
were not relevant to the text extraction process.
Subsequently, we applied Tesseract OCR to the re-
maining document text and repeated the filtering
process outlined earlier. In addition to the filtering
steps, we introduced an additional measure: we
calculated the number of words with more than
80% confidence and set a threshold at the 95th
percentile to filter out low-quality text. After ap-
plying all these processes, 50% of the initial data
was retained.

2.3 Synthetic Data

Due to the low representation of digital content
in Bangla, we have developed a large-scale syn-
thetic dataset for Bangla, which include transcrip-
tion, translation and transliterated data.

Transcribed Text: We collected conversational
and spoken language data transcribed using the
Bangla Automatic Speech Recognition (ASR) sys-
tem (Nandi et al., 2023). This system enables us
to capture various colloquial and regional linguis-
tic variations in Bangla. We collected approxi-
mately 56k hours of speech data from diverse on-
line sources. All collected speech data were tran-
scribed using the ASR system.

Translation Data: To collect English-to-Bangla
translated data, we trained an NLLB-based (600M-
Distilled) model (Team et al., 2022) with the goal
of developing a smaller, language-pair-specific (en-
bn) model. We decided to train a translation model
because our observations indicate that currently

available multilingual models, such as Llama-3.1-
8B-Instruct, have limited capability for Bangla-
specific generation tasks. However, they have
shown superior performance in English-specific
generation.

For training the en-bn machine translation (MT)
model, we collected open-source translation data
from various platforms, including BanglaNMT
(Hasan et al., 2020a) and Samanantar (Ramesh
et al., 2022). Furthermore, we generated synthetic
bn-en translation pairs using Bangla news sources
and Wikipedia as source data, employing Llama-
3.1-8B-Instruct (Touvron et al., 2023) for target
data generation. We selected Llama for this task
due to its superior English-language capabilities.
Using this approach, we created a dataset com-
prising approximately 60 million translation pairs,
which we then used to train the NLLB model. We
have named this model as Titu-Translator. On our
in-house test dataset, the BLEU score is 37.6.
Evaluation using Scalar Quality Metrics (SQM).
We have also evaluated our model using SQM
(Lankford et al., 2022). It is a structured and in-
terpretable human evaluation of machine transla-
tion. Table 1 presents the results of human evalu-
ation conducted by two evaluators across five dis-
tinct domains: Business, Entertainment, Politics,
Tech, and Sport. Among the evaluated models,
Titu-Translator demonstrates strong performance,
achieving an overall average score of 4.99, which
places it among the top-performing models. It per-
forms particularly well in the Tech and Entertain-
ment domains, with scores up to 5.30 from Human-
2 and 4.95 from Human-1. While Indic-Trans-2
slightly outperformed Titu-Translator, we chose
Titu-Translator for synthetic pretraining due to its
lightweight design and alignment with Bangladeshi
linguistic styles. Appendix C describes more about
the evaluation process.

Once the model has been trained, we have used
it to translate a corpus of English news articles’
into Bangla.

Additionally, we added translated data from the
Sangraha dataset (Khan et al., 2024) to our cor-
pus. The synthetic data coming from the Sangraha
dataset is generated with Indic-Trans-2, which is re-
ported to be the top-performing model for English
to Bangla translation in their report (Gala et al.,
2023). It is also reflected in our SQM evaluation.

Shttps://www.kaggle.com/datasets/davidmckinley/all-the-
news-dataset
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Model
H1 H2 | HI1 H2

Business | Entertainment

Titu Translator 48 53 |4.85 54

nllb-600M 445 5.1 |4.65 5.0
csebuetnlp-t5 4.55 4.95|4.65 4.8
Indic-Trans-2 4.95 5.35|4.85 5.35

Google Translator 4.6 4.75/4.89  4.65

Politics | Tech Sport |Average
H1 H2|H1 H2 | H1 H2

4.8 5.05(4.95 5.3 |4.754.65| 4.99
4.75 4.85|4.85 5.05|4.55 42| 4.5
4.85 49 |4.6 4.9 |4.654.65| 4.5
4.85 535/ 5.0 49|5.0 505/ 5.07
4.65 4.85|4.95 4.8 |5.0 4.55| 4.77

Table 1: Human (H) evaluation by two annotators across five domains for each translation model.

Transliteration Data: The use of romanized text
is very common in everyday communication for
Bangla (Fahim et al., 2024). To address this, we
have developed a Bangla-to-Romanized dataset by
training an NLLB-based (600M-Distilled) model.
For model training, we collected transliteration
pairs from the Sangraha dataset and generated
additional synthetic transliteration pairs using the
GPT-4 model (Achiam et al., 2023). We then used
this dataset to train the NLLB-based transliteration
model. The BLEU score for this model is 65.1,
as evaluated on an in-house test dataset. We then
used this model to create the transliteration dataset
by selecting a small subset of collected Bangla
Wikipedia articles.

Conversational Data: To enhance the model
with conversational capabilities, we enriched our
dataset by incorporating conversational data. We
have crawled topics (e.g., “Rabindranath Tagore’s
contributions to Bengali art”) from Wikipedia and
Banglapedia on which we generated conversations
between two agents. To achieve this we have devel-
oped an agentic system where two agents interact
with each other on a given topic. In Appendix Ta-
ble 7, we have provided examples of topic, roles,
and a detail of the prompt. An example conversa-
tion is provided in Appendix Figure 7. The average
number of turns per conversation is 8. In total, we
added ~1 million conversations to the dataset.

2.4 Sangraha Dataset

Additionally, we enriched our dataset by integrat-
ing the open-source Sangraha dataset. It is the
largest high-quality, cleaned Indic language corpus.
We incorporated the Bangla web data portion of
the dataset into our training set.

3 Pretraining

3.1 Tokenizer Training

We developed a custom tokenizer for Bangla text
using Tiktoken®, which employs Byte Pair Encod-

®https://github.com/openai/tiktoken

ing (BPE) (Sennrich et al., 2016) for tokenization.
To train this tokenizer, we sampled 48 GB of data
from our pretraining Bangla corpus. Additionally,
we modified the original Tiktoken codebase to en-
hance its efficiency and better accommodate the
morphological complexities of Bangla. After train-
ing multiple tokenizers on the same subset, we
merged each newly trained tokenizer with the ex-
isting Llama-3.2 tokenizer. This merging process
aimed to preserve the strengths of the original to-
kenizer while integrating domain-specific vocabu-
lary and improving segmentation for Bangla. To
evaluate the performance of each merged tokenizer,
we computed the average tokens per word (TPW)
on a separate 1 GB sample from the original corpus.
Table 5, in Appendix, summarizes the TPW val-
ues for both the original Llama-3.2 tokenizer and
the newly trained tokenizers. A lower TPW gener-
ally indicates more efficient segmentation, which
reduces sequence lengths and may enhance down-
stream model performance.

We trained five tokenizers with different vocab-
ulary sizes, as presented in Table 5. Each of these
tokenizers was then merged with the Llama-3.2
tokenizer to create five new tokenizers. Notably,
the Llama-3.2 tokenizer exhibits a very high TPW
value, which affects its performance for Bangla. In
contrast, the newly developed tokenizers demon-
strate significantly lower TPW values.

The table also shows that increasing the vocab-
ulary size of the new tokenizers generally results
in a lower TPW count. However, the relationship
between vocabulary size and TPW is not strictly
linear. While TPW decreases with larger vocabu-
laries, the reduction becomes less significant for
tokenizers with very large vocabulary sizes.

3.2 Model Architecture

We have modified Llama-3.2-1b and Llama-3.2-3b
models according to the merged tokenizers. As too
many new tokens will increase the model’s size and
the training complexity, we modified the models
according to Llama-3.2-plus-48K tokenizer. We
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added extra embedding vectors in the embedding
layer and modified the Im-head according to the
vocabulary size.

3.3 Pretraining

After modifying the models, we pre-trained them
on our full dataset using LlamaFactory (Zheng
et al., 2024). Both models were trained with a
context length of 4096, with packing enabled for
maximum efficiency. Training for one epoch re-
quired 1,750 H100 GPU hours.

4 Evaluation

4.1 Evaluation Setup

For evaluation, we utilized the Im-evaluation-
harness.” We used normalized accuracy as a metric.
Our assessment focuses on key aspects such as
knowledge and reasoning.

4.2 Banchmarking Datasets

We benchmarked 7itul.LMs alongside other pop-
ular LLMs using five newly prepared evaluation
datasets. The dataset is composed of multiple sub-
sets of the benchmarking set, including Bangla
MMLU (87,869 entries), Piqga BN (17,177 entries),
CommonsenseQA BN (10,962 entries), Open-
BookQA BN (5,944 entries), and BoolQ BN (1,976
entries). This distribution highlights the significant
dominance of the Bangla MMLU subset within the
overall evaluation dataset.

Below, we describe the development process for
each dataset. Table 2 presents the distribution and
splits of each dataset.

PiQA
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BoolQ

Figure 4: Distribution of an benchmarking dataset total-
ing ~ 124 entries.

Bangla MMLU: We curated multiple-choice ques-
tions from various open-source educational web-
sites and textbooks, inspired by the original MMLU

"https://github.com/EleutherAl/
Im-evaluation-harness

dataset (Hendrycks et al., 2021). The dataset
includes multiple-choice questions from differ-
ent Bangladeshi exams, such as job exams, the
Bangladesh Civil Service Exam, and undergradu-
ate admission exams.

Figure 5 provides a detailed breakdown of the
Bangla MMLU dataset, which contains 87,869
questions spanning multiple educational categories.
These include University Admission (47,394),
Higher Secondary (25,437), Job Exams (9,122),
Medical Admission (3,764), and Engineering Ad-
mission (2,152). The dataset reflects a diverse
range of question types relevant to various levels of
academic and professional assessments, making it
a comprehensive benchmark for evaluating LLMs
in Bangla educational contexts.
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Figure 5: The Bangla MMLU dataset comprises a to-
tal of 87,869 questions distributed across various ed-
ucational categories: University Admission (47,394),
Higher Secondary (25,437), Job Exams (9,122), Med-
ical Admission (3,764), and Engineering Admission
(2,152).

CommonsenseQA Bangla (CSQA): We translated
the CommonsenseQA dataset (Talmor et al., 2019)
into Bangla using our custom translation-based
approach, Expressive Semantic Translation (EST).
This method generates multiple translations for a
sentence and iteratively refines them to select the
most suitable version. More details on this ap-
proach are discussed in Appendix Section D.
OpenBookQA Bangla (OBQA): This dataset
is a Bangla translation of the OpenBookQA
dataset (Mihaylov et al., 2018), which is designed
to test a model’s ability to apply elementary sci-
ence knowledge to answer open-domain multiple-
choice questions. We translated OpenBookQA into
Bangla using our EST method.

PIQA Bangla (PIQA): This dataset is a Bangla
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translation of the Physical Interaction: Question
Answering (PIQA) dataset (Bisk et al., 2020),
which evaluates a model’s understanding of every-
day physical reasoning and common-sense interac-
tions. PIQA consists of multiple-choice questions
requiring knowledge about how objects interact in
the real world, such as choosing the most practical
way to perform a given task. For the translation,
we used our EST method.

BoolQ Bangla (BoolQ): This dataset is inspired by
BoolQ (Clark et al., 2019), a reading comprehen-
sion benchmark that evaluates a model’s ability to
answer yes/no questions based on a given passage.
The dataset consists of triplets in the form of (ques-
tion, passage, answer). Passages were sourced from
Bangla Wikipedia, Banglapedia, and news articles,
ensuring a diverse range of topics and contexts. To
generate high-quality questions and answers, we
leveraged GPT-4.

Dataset Method Train Val. Test Dev
Bangla MMLU Manual - 72,944 14,750 175
BoolQ GPT-4 815 432 729 -
CommonsenseQA EST 9,741 1,221 - -
OpenBookQA EST 4,947 500 497 -
PIQA EST 15,339 1,838 - -

Table 2: Data splits and distribution of the Benchmark
dataset. Val.: Validation.

5 Results and Discussion

We evaluate each model in 0-shot and 5-shot set-
tings to assess their few-shot adaptability. Table 3
presents the detailed results for all models,® in-
cluding the 7TituLLMs variants. Table 3 shows the
accuracy of various models with less than or equal
to 3b parameters and the GPT-davinci-002 model.
Bangla MMLU: In the 0-shot setting, both the
TituLLM-1b and TituLLM-3b models score 0.25,
placing them in the mid-range relative to other
1b-3b models in the Bangla MMLU benchmark.
Neither model shows gains when moving to the
5-shot setting (both remain at 0.25), suggesting
that additional examples do not substantially im-
prove performance for this specialized knowledge
benchmark. It is possible that the domain-specific
knowledge required for MMLU-like tasks is not
adequately captured by our model. The primary
reason behind this can be the lack of extensive

8GPT (OpenAl, 2023), Llama (Touvron et al., 2023),
Gemma (Team et al., 2024), Qwen (Chu et al., 2024),
SmolLM2 (Allal et al., 2025), BLOOM (Le Scao et al., 2023),
BongLLaMA (Zehady et al., 2024).

Model S BN MMLU BoolQ CSQA OBQA PIQA

. 030 053 022 030 052
davinci ) ) . - -

028 053 023 032 053

Llama-3.2-1b 0.28 058 023 032 054

033 053 026 032 057

Llama-3.2-3b 034 069 029 032 057

029 056 026 034 056

Gemma-2-2b 0.32 060 028 033 056

030 053 021 031 054

Qwen-2.5-0.5b 031 058 022 030 053

Owen-2.5-1.5b 033 062 023 029 053

0.35 0.68 023 030 0.52
0.23 053 022 031 052
0.23 051 021 030 0.52
0.25 053 020 030 0.54
0.24 052 021 029 0.53
0.29 053 022 031 053
0.30 055 021 030 0.53
0.23 053 026 031 054

SmolLM2-135m

SmolLM2-360m

SmolLM2-1.7b

BLOOM-560m 0.23 0.53 026 028 0.54
0.26 0.56 027 031 0.54
BLOOM-1b1 0.23 0.58 027 031 0.55
0.27 0.53 027 032 0.55
BLOOM-1b7 0.27 0.59 030 031 056
BLOOM.3b 0.26 053 027 033 0.58

0.23 053 032 031 0.58
0.25 053 022 033 052
0.26 053 024 031 0.53
0.30 053 021 027 051
0.33 054 020 029 0.50
0.25 053 026 032 0.58
0.25 051 028 033 0.57
0.25 053 028 032 0.58
0.25 054 033 035 0.60

BongLLaMA-3.2-1b

BongLLaMA-3.2-3b

TituLLM-1b-v2.0

TituLLM-3b-v2.0

N O UNOUNOUNOWUNOWUNOWULOWUNOWLOWULOWLOUKNO WL OOl O Lt Ol O

Table 3: Benchmark results (normalized accuracy)
across models and datasets for O-shot and 5-shot set-
tings. S: Shots, BN MMLU: Bangla MMLU, davinci:
GPT-davinci-002,

pertaining. We have trained our model with only
~ 37b tokens for one epoch. As a result, the model
could not capture the full knowledge base (Hoff-
mann et al., 2022). Another reason behind this
can be diversity in datasets. For example, Llama
and Qwen models are trained on a high volume of
English datasets that have helped these models to
have a better knowledge base.

BoolQ: The BoolQ dataset measures the perfor-
mance of the model for yes/no question-answering
in Bangla. TituLLM-1b achieves 0.53 in the 0-shot
setting but drops slightly to 0.51 in the 5-shot set-
ting. In contrast, TituLLM-3B moves from 0.53
(0-shot) to 0.54 (5-shot). However, Llama-3b and
Qwen-2.5-1.5b have done much better in this task.
As the context length for all BoolQ data matched
that of a News document, TituLLM’s performance
may drop on long contexts. This suggests further
pretraining should target longer contexts (Chowdh-
ery et al., 2023b; Kaplan et al., 2020).
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Reference Text: Oy W3]
Llama Tokens: '€, '®",'®",'®", o, ' €', '@, 19,9, '
TituLLM Tokens: "aifir, ' i@, '

Figure 6: Example of tokenization of Llama and Tit-
uLLM tokenizers.

CSQA, OBQA, and PIQA: Commonsense reason-
ing tasks often challenge smaller-scale language
models. The accuracy of the 3B variant of Tit-
ulLLLM, starts at 0.28 (0-shot) and exhibits a more
pronounced jump to 0.33 (5-shot) which is the max-
imum among all models. TituLLM-1b has also
shown decent performance on the CSQA dataset.

OBQA requires both textbook knowledge and
reasoning. Similar to CSQA, TituLLM-3b shows
superior performance in this dataset 0.35. Both the
dataset’s results suggest that TituLLM’s reasoning
capability is better than other base models.

PIQA tests physical commonsense knowledge.
TituLLM-3b model shows better performance in
this task too with an accuracy of 0.60. By observ-
ing the results on the CSQA, OBQA, and PIQA
datasets we can say that the model has captured
Bangla Language specific reasoning well in spite
of being trained with a smaller dataset than others
but the results from MMLU and BoolQ shows the
impact of limited training.

Performance of Tokenizer: The superior perfor-
mance of our models in reasoning tasks is mainly
an impact of our extended tokenizer. To justify this,
we can observe the results of the Bongl.LaMa mod-
els. These models are continual pretrained models
with existing open-source Bangla text corpus. If
only the dataset could improve the performance
then that would be reflected in BongLLaMA mod-
els. However, we observe that they are performing
similarly to Llama models. To have an interpreta-
tion of our extended tokenizer’s performance we
can look into Figure 6. The figure shows Llama
tokens and TituLLM tokens for a simple sentence
in Bangla with two of the most common words.
We observe that Llama tokenizer splits the text
into character and byte levels. On the other hand,
TituLLM tokenizes the sentence into word or sub-
word levels. As a result, TituLLM can deliver more
meaningful tokens than Llama for Bangla text. This
is an important advantage of TituLLLM that not only
enables TituLLM to perform better with smaller
datasets but also ensures low latency during infer-
ence.

6 Related Work

Pretraining: Pretraining LLMs on Bangla has
involved the development of specialized models
like BonglLLaMA (Zehady et al., 2024), which
has been adapted from Llama to better understand
and generate Bangla text. The pretraining phase
typically leverages large-scale Bangla corpora to
improve the model’s foundational understanding
of the language’s syntax and semantics. For in-
stance, Zehady et al. (2024) focused on devel-
oping a robust model by pretraining on diverse
Bangla data sources, significantly improving the
model’s performance on native text. Similar ef-
forts have been made in previous research, such
as BanglaBERT (Bhattacharjee et al., 2022) and
SahajBERT (Diskin et al., 2021), where models
underwent extensive pretraining on curated Bangla
datasets to better capture linguistic nuances.

Enhancing Tokenization: The evolution of to-
ken adaptation in NLP has progressed from lin-
guistic cues and statistical methods (Creutz and La-
gus, 2006; Luong et al., 2013; Zhang et al., 2023)
to phrase-level segmentation (Koehn et al., 2007,
2003). The rise of deep learning shifted the focus
to subword-level segmentation, enhancing the han-
dling of rare words (Sennrich et al., 2016; Kudo,
2018; Kudo and Richardson, 2018). More recent
efforts emphasize integrating specialized vocabular-
ies into pre-trained LLMs, prioritizing tokenization
quality and cost-effectiveness (Ahia et al., 2023;
Zhang et al., 2023, 2024; Tejaswi et al., 2024). Liu
et al. (2023a) propose a model-agnostic approach
for adapting extended vocabularies to LLMs by
integrating task-specific vocabularies, prioritizing
new tokens, and initializing their embeddings using
averaged subword representations. Cui et al. (2023)
extend Llama’s existing vocabulary by incorporat-
ing an additional 20k Chinese tokens, enhancing
its ability to understand and generate Chinese text.
Chiappe and Lennon (2024) develop an adaptive
tokenization algorithm that implements a dynamic
tokenization dictionary within the Llama model,
updating tokens in real-time based on frequency
and contextual relevance.

Cross-Lingual Model Adaptation: Cross-
lingual transfer enables models trained in one
language to adapt to others without retraining
from scratch. Key adaptation techniques include
embedding initialization, transliteration, and
vocabulary extension. Jaavid et al. (2024) used
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transliteration to convert non-Latin languages
into Latin scripts for better knowledge transfer.
Lai et al. (2024) trained a model on millions
of target-language tokens without vocabulary
extension, achieving performance comparable to
models trained on billions of tokens. However, tok-
enization mismatches reduced inference efficiency.
Studies by Csaki et al. (2023); Cui et al. (2023);
Raffel et al. (2020); Lin et al. (2024) found that
vocabulary extension improves performance while
reducing computational inefficiencies. Tejaswi
et al. (2024) further explored language-specific
LLMs, highlighting trade-offs in adaptation for
low-resource languages. Their findings empha-
size that while vocabulary expansion enhances
efficiency, selecting the right base model and
vocabulary size is crucial.

Benchmarking and Evaluation. Evaluating
LLMs requires benchmarking datasets that assess
a wide range of capabilities and tasks. For Bangla,
most existing datasets focus on standard NLP tasks.
The BanglaNLG benchmark dataset (Bhattacharjee
et al., 2023) addresses this by integrating six dis-
tinct datasets designed to evaluate various aspects
of natural language generation (NLG) in Bangla, in-
cluding Machine Translation, Text Summarization,
Question Answering, Multi-turn Dialogue, News
Headline Generation, and Cross-lingual Summa-
rization. Beyond NLG, the Region-Specific Native-
QA dataset (Hasan et al., 2025) was developed
to assess the question-answering capabilities of
leading LLMs, such as GPT-40, GPT-4, Gemini,
Llama-3, and Mistral. By focusing on regionally
relevant queries, this dataset ensures that models
are tested in real-world Bangla language contexts.
For a broader evaluation of LLMs across multi-
ple tasks, BenLLM (Kabir et al., 2024) provides
the most comprehensive comparison of model per-
formance. This study benchmarks LLMs against
other pretrained models using datasets from diverse
sources, offering insights into their strengths and
limitations across various NLP tasks. Other rele-
vant benchmarking efforts include sentiment analy-
sis (Hasan et al., 2024), question answering (Hasan
et al., 2025; Shafayat et al., 2024; Alam et al.,
2025), summarization (Tanjila et al., 2025), and
cultural understanding (Kabir et al., 2025).

There remains a notable scarcity of benchmark-
ing datasets for evaluating the emergent capabilities
of LLMs, such as world knowledge and cognitive
reasoning. To address this gap, we introduce five

benchmarking datasets, each designed to assess
specific competencies, including world knowledge
and commonsense reasoning.

7 Conclusion

In this study, we present the first pretrained Bangla
LLMs, Titul.LMs, trained on ~ 37b tokens by
adapting Llama-3.2 models. We extended the tok-
enizer to incorporate language- and culture-specific
knowledge, which also enable faster training and
inference. Pretraining data collection remains chal-
lenging for languages with low digital represen-
tation. To address this, we provide a comprehen-
sive approach, including raw web data collection,
translation, and synthetic data generation. Given
the lack of LLM-based benchmarking datasets,
we developed five datasets comprising 137k sam-
ples, covering both knowledge and reasoning. The
benchmarking dataset includes manually curated
samples as well as a novel translation-based (EST)
approach. Using these datasets, we benchmarked
various LLMs, including Titul.LMs, demonstrating
its superior performance in reasoning tasks without
instruction tuning. Future work includes collect-
ing larger pretraining datasets and fine-tuning with
instruction-based datasets.

8 Limitations

There are two limitations in this work. Firstly, de-
spite the improvements observed in the 3b vari-
ant, the model’s performance on long contexts re-
mains suboptimal, suggesting the need for further
enhancement in handling extended sequences. Sec-
ondly, while the current models are trained solely
on Bangla text, their performance could benefit
from incorporating larger, English-centric datasets.
This could facilitate better knowledge leveraging
and potentially improve low-resource language per-
formance, indicating a direction for future research.
Since there is a lack of instruction tuning data in
Bangla, we do not explore the full potential of
instruction tuning, which could have further im-
proved the models’ performance on specialized
tasks and domain adaptation.

Ethical Consideration

We do not anticipate any ethical concerns in this
study. All datasets used were collected from pub-
licly available sources, ensuring compliance with
ethical research standards. No personally identi-
fiable information (PII) was gathered or utilized
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in the development of our models. While we do
not foresee any potential risks arising from the out-
comes of this study, we strongly encourage users
of the released models to adhere to responsible Al
usage guidelines. This includes avoiding the gen-
eration or dissemination of harmful, misleading
content and ensuring that the models are employed
in ethical and socially beneficial applications.
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