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Abstract

Advances in Large Language Models (LLMs)
paved the way for their emerging applica-
tions in various domains, such as human be-
havior simulations, where LLMs could aug-
ment human-generated data in social science
research and machine learning model training.
However, pretrained LLMs often fail to cap-
ture the behavioral diversity of target popu-
lations due to the inherent variability across
individuals and groups. To address this, we
propose Mixture of Personas (MoP), a prob-
abilistic prompting method that aligns LLM
responses with the target population. MoP is
a contextual mixture model, where each com-
ponent is an LM agent characterized by a per-
sona and an exemplar that represents the be-
haviors of subpopulation. The persona and the
exemplar are randomly chosen according to the
learned mixing weights to elicit diverse LLM
responses during simulation. MoP is flexible,
does not require model fine-tuning, and is trans-
ferable between base models. Experiments for
synthetic data generation show that MoP out-
performs competing methods in alignment and
diversity metrics.

1 Introduction

The impressive capability of Large Language Mod-
els (LLMs) to generate human-like output has en-
abled their application across various domains,
where their responses can complement or substi-
tute human-generated data, providing a scalable
approach to address data limitations (Argyle et al.,
2023). Prominent examples include simulating hu-
man behaviors in social science (Aher et al., 2023;
Argyle et al., 2023), modeling economic agents
and decision-making in economics (Horton, 2023),
analyzing political trends and electoral dynamics in
political science (Bisbee et al., 2023), or generating
synthetic training data (Li et al., 2023b; Törnberg,
2023). Natural human responses in those applica-
tions often reflect diverse behaviors or preferences

As a seasoned critic, I approached "Interstellar" with high expectations, but was left
underwhelmed... the story is marred by a convoluted narrative that prioritizes

scientific jargon over emotional resonance. The score is haunting and
atmospheric, but often feels like an afterthought. Rating: 1.5/5 stars.

2.5/5 stars ... I left the theater feeling a bit underwhelmed... I felt like I needed a
PhD in physics to fully understand what was going on... I didn't really connect

with any of them on an emotional level, which made it hard to care about their
journeys. It was just an okay movie.

+Persona: movie critic

+Persona: casual viewer

"Interstellar" had all the makings of a thought-provoking sci-fi epic, but ultimately
fell flat for me...  The pacing was also sluggish, with long stretches of exposition

that failed to engage. Overall, I left the theater feeling disappointed. 

Rating: 2/5 stars
LLM Agent

No persona

Figure 1: Sampling from foundational LLM agents fre-
quently yields repetitive and generic responses. Mean-
while, prompting with personas can create more tailored,
specific responses. The highlighted words in the figure
correspond to the prompted personas.

of different personas shaped by demographic, cul-
tural, and societal variations of the target popula-
tion (Zhao et al., 2023). Modeling the distribution
of these behaviors is crucial for generating realistic
and contextually relevant output (Sorensen et al.,
2024). A common approach to achieving tailored
responses is to prompt LLMs with a persona that
simulates a specific group’s behavior, language,
and preferences; see Figure 1. However, recent
studies show that LLM’s responses often lack diver-
sity and exhibit significant biases (Yu et al., 2024b),
and this downside persists even when LLMs are
prompted with a persona (Santurkar et al., 2023).

Some efforts have been made toward improving
the steerability LLMs, enabling them to produce
outputs aligned with specific user intentions or per-
sonas. Approaches to steerability generally fall into
two main categories: prompt engineering (Hwang
et al., 2023; Chen et al., 2024) and fine-tuning us-
ing personalized datasets (Li et al., 2023a; Sun
et al., 2024; Zhao et al., 2023; Choi and Li, 2024).
Although these methods aim to capture the behav-
iors, preferences, and communication styles of par-
ticular user groups, both techniques face distinct
challenges. Personalized prompt engineering for
each user is difficult to tune and resource-intensive.
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Meanwhile, learning-based methods require access
to personal data, which is often scarce or expensive.
The reliance on personal data also raises privacy
concerns, restricting the practical applicability of
these approaches.

Furthermore, diversity sampling remains a no-
table challenge in LLMs, especially when simu-
lating responses representative of diverse popula-
tions. Current methods (Choi and Li, 2024) typi-
cally rely on a fixed, optimal selection of few-shot
examples reused across multiple downstream tasks,
complemented primarily by temperature scaling
to enhance response diversity. However, relying
solely on temperature scaling can be inadequate for
generating semantically diverse outputs, frequently
resulting in a trade-off between quality and diver-
sity or causing outputs to collapse into semantically
similar responses (Chang et al., 2023).
Proposed work. We address the steerability prob-
lem in LLMs, focusing on aligning model re-
sponses with the characteristics of a target pop-
ulation. To achieve this, we propose the Mixture of
Persona (MoP), a probabilistic prompting frame-
work that leverages persona descriptions and in-
context exemplars to steer responses. MoP func-
tions as a contextual mixture model comprising
multiple LLM agents, each characterized by a per-
sona prompt that is either user-defined or synthe-
sized from observed target population responses.
During response generation, personas are proba-
bilistically selected on the basis of mixing weights,
enabling the model to produce customized and con-
textually relevant outputs.

Since the naive MoP approach described above
may still be susceptible to biases and limited re-
sponse diversity, we improve it by incorporating
in-context examples to better align LLM responses
with population characteristics. These in-context
exemplars are drawn anonymously from a repre-
sentative pool of the target population, guided by
learnable weights. Importantly, our method does
not require direct associations between individual
personas and specific examples, thus minimizing
reliance on personal data. Instead, each exemplar’s
influence on a persona is controlled through a sec-
ondary set of mixing weights, forming a two-level
hierarchical mixture model. The first level man-
ages persona selection, while the second level de-
termines exemplar weighting. This hierarchical
structure enables MoP to effectively represent the
diversity and complexity inherent in population-
level behaviors, simultaneously mitigating biases

in LLM-generated responses.
We conduct extensive experiments to evaluate

the effectiveness of MoP against existing prompt-
ing methods. Specifically, our experiments span
two main scenarios: (1) simulating human-like
opinions in tasks such as generating movie and
restaurant reviews as well as news articles, and
(2) creating synthetic data for downstream classi-
fication tasks. The results demonstrate that MoP
significantly enhances alignment with target popu-
lation responses, achieving a 58% improvement in
FID scores and a 28% increase in MAUVE scores
compared to the strongest baseline. Additionally,
MoP generates more diverse responses, effectively
capturing nuanced variations in population-level
behavior without compromising response quality.
We further demonstrate the transferability of MoP:
a model trained on Llama3-8B-Instruct can directly
generalize to other base models such as Gemma-
9B-Instruct and Mistral-7B-Instruct in a plug-and-
play fashion, eliminating the need for retraining.

2 Problem Setting

We consider the problem of simulating human be-
haviors or preferences at the population level using
prior knowledge from pre-trained LLMs (Sorensen
et al., 2024). Let P be a population composed of K
groups of interest. Each group k ∈ {1, . . . ,K} can
be characterized by a persona gk that reflects the
traits and motivations driving the behaviors of in-
dividuals within that group. Let D = {(xi, yi)}N
be a recorded data set from the population of in-
terest P . For synthetic data generation tasks such
as movie review generation, xi could be an input
context (e.g., movie title), and yi could be a human
response (e.g., a movie review). Note that a given
input x could be associated with multiple and di-
verse responses y produced by different individuals
in the population P with different preferences.

In real-world applications, the persona descrip-
tion {gk}K can be pre-defined by the users accord-
ing to the task at hand or automatically synthesized
from the record set D. We will consider both vari-
ants in the experiments. It is worth noting further
that, different from Zhao et al. (2023) and Choi
and Li (2024), we do not require access to prefer-
ence or personal data generated by persona gk (e.g.,
gk − (xi, yi) pairs); therefore, our setting could
be considered as an ‘unsupervised’ setting of the
steerability problem of LLMs.
Notations. In what follows, we use pLM (y|x) to
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Figure 2: The generation pipeline for the Exemplar-based Mixture of Personas (MoP) operates as follows: Given
a movie review x, MoP first samples a persona based on the learnable mixing weight π. Next, MoP selects an
exemplar randomly from the observation pool according to the mixing weight Ω. The selected persona and exemplar
are then concatenated with the input context to create a personalized prompt used to sample from a base LLM agent.
The dashed block indicates the process of persona synthesis.

denote the probability density of the pre-trained
LLM for an output y given the input x as a prompt
and pLM (y|gk, x) to denote the probability given
the concatenated input [gk, x], in that order.

3 Methodology

In this section, we propose the Mixture of Personas
(MoP), a contextual mixture model of LM agents
designed to simulate the diverse preferences of in-
dividuals within a target population P . In MoP,
each agent is characterized by a persona prompt
that encapsulates a specific subgroup’s aggregated
behaviors or preferences. Furthermore, the agent’s
responses are guided by an exemplar, randomly
selected from the anonymous data set D based on a
learnable mixing weight, making MoP a two-level
hierarchical mixture of LLM agents. The overall
pipeline is depicted in Figure 2. For clarity, we
assume that the persona descriptions {gk}K are
pre-defined, postponing the discussion of persona
synthesis to the end of this section.

3.1 Mixture of Personas
We propose modeling the population’s responses as
a mixture of responses generated by K constituent
personas. Specifically, given an input context x,
the probability of receiving a response y from the
population P can be decomposed into group-based
probabilities as

p(y|x) =
K∑

k=1

πkpLM (y|gk, x) with
∑

k

πk = 1,

(1)
where gk is a persona prompt representative for
group characteristics k and πk ∈ [0, 1] is the mix-
ing weight specifying the group’s propensity. Since

population members may contribute differently to
different input contexts1, we parametrize these mix-
ing weights using a simple gating network that is
conditionally dependent on the input context x, fol-
lowing Jordan and Jacobs (1994).

Specifically, we leverage a pre-trained sentence
encoder to capture the semantics of the input con-
text x and persona prompt gk

x = Wxh(x), gk = Wgh(gk). (2)

Here, h( · ) ∈ Rd′ is a pre-trained sentence encoder
and Wx,Wg ∈ Rd′×d are learnable parameters of
the gating network. We now define the persona
gate π based on the similarities between the input
context and the persona prompts

π = softmax(x⊤g1, . . . ,x⊤gK) ∈ [0, 1]K , (3)

where the softmax normalizes the vector of K log-
its into probability mixing weights that determines
the probability of selecting persona gk given the
input context x.

This persona prompt allows us to leverage abun-
dant prior knowledge of LLMs to steer its responses
towards the behaviors of the group gk (Wang et al.,
2023; Chen et al., 2024; Tseng et al., 2024). How-
ever, this direct prompting technique alone is often
insufficient, as LLMs are generally pre-trained on
massive global datasets, which might not be aligned
with our targeted group (Zhao et al., 2023). Addi-
tionally, it is known that relying solely on tempera-
ture scaling for LLM decoding may not effectively

1For instance, in a movie review scenario, an art house or
indie film may receive more reviews from critics than casual
viewers, whereas an action movie might attract more reviews
from casual viewers than critics.
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generate semantically diverse responses (Chang
et al., 2023). As a result, simulated responses tend
to collapse into similar outputs. In the next section,
we propose a method to address the above prob-
lems to elicit diverse responses from the pre-trained
LLMs and align them to the group’s preference us-
ing exemplars in the record set D.

3.2 Exemplar-based Mixture of Personas
To address the aforementioned problem, we pro-
pose to combine the persona prompt with an
exemplar, acting as historical data to guide the
LLM agent and eliciting more diverse responses.
Specifically, given an anonymous dataset D =
{(xi, yi)}N , we model the distribution pLM ( · |gk)
using another layer of the mixture model that aggre-
gates the responses of the LLM agent k, augmented
with varying exemplars

p(y|x,D) =
K∑

k=1

πk

N∑

j=1

Ωkjp
τk
LM (y|gk, xj , yj , x),

(4)

where
∑

k

π = 1 and
∑

j

Ωkj = 1 ∀k.

Above, Ωkj denotes the importance weight of
the exemplar (xj , yj) to the subpopulation k and
p(y|gk, xj , yj , x) represents the probability that an
individual in group k will respond to the context
x with y, given that they previously responded to
context xj with yj .

Similar to the persona gate, we parameterize
exemplar selection with a simple exemplar gate
Ω, which selects an exemplar based on the input
context x and the chosen persona gk. Specifically,
we define the exemplar gate Ωk: corresponding to
persona k as follows:

Ωk: = softmax(x⊤e1 + g⊤
k e1, ...,x

⊤eN + g⊤
k eN ),

where ei = Weh(ei) is the embedding of the ex-
emplar i. The input context x and persona prompt
gk are computed as defined in Eq. equation (2).
Here, the utility of an exemplar explicitly depends
on both input context x and the persona prompt
gk. The softmax function is applied along each
column of Ω to ensure that the mixing weights are
summed to one, i.e.,

∑
j Ωkj = 1 for all j. Addi-

tionally, we add a learnable temperature parameter
τk for each persona to normalize LLM output log-
its, thereby controlling the diversity of responses
for each persona. This parameter will be the tem-
perature hyperparameter for the LLM’s sampling

algorithm during simulation. In summary, MoP is
an instance of the two-level hierarchical mixture-
of-experts model (Jordan and Jacobs, 1994), where
each expert is an LLM agent prompted with a per-
sona and an exemplar.

This prompting pipeline can be viewed as an
in-context learning method for augmenting LLM
instructions, a strategy widely applied across var-
ious LLM tasks (Brown, 2020). However, our
method introduces two key differences from ex-
isting approaches. First, we operate in an unsu-
pervised setting, where no explicit personal data
pairs {gk, (xi, yi)} are required. Instead, the rel-
evance of exemplars to the persona gk is learned
and controlled by the mixing weight Ω. Second,
while existing methods typically select a fixed, op-
timal set of few-shot examples to be reused across
different instances in downstream tasks (Choi and
Li, 2024), our approach randomly selects exem-
plars based on the weight Ω, which enhances the
diversity of simulated responses.

3.3 Optimizing The Gating Networks

We optimize the gating network to fit the popula-
tion observation D by treating MoP learning as a
maximum log-likelihood of the population obser-
vations D. Let us denote θ as the gating network’s
learnable parameters. The log-likelihood of the
observation D will be computed by

log(θ;D) = (5)

N∑

i

log




K∑

k

N∑

j

πkΩkjp
τk
LM (yi|gk, xj , yj , xi)


 .

The above computation requires K ×N LLM for-
ward passes to compute the log-likelihood estimate,
which is prohibitively expensive, especially when
N and K are large. To address this problem, we
adopt a sparse gating mechanism widely used in
the mixture-of-experts (MoEs) literature (Shazeer
et al., 2017). For any context x, we only estimate
the log-probability of the pre-trained LLM for top-
M pairs of persona and exemplars with the highest
probability πkΩkj . This allows our training to scale
up to thousands of exemplars and personas. Further,
notice that we use the same observation set D as the
exemplars for steering LLM output towards obser-
vations in D. This can lead to over-optimization of
the mixture model since, when estimating the log-
likelihood p(yi|xi,D), the observation (xi, yi) is
already seen in the dataset D (Mallapragada et al.,
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2010). To address this problem, we randomly mask
the target example during training to avoid using
the same exemplar to predict itself.

It is worth noting further that we exclusively
train the gating network while keeping the pre-
trained LLM entirely fixed, requiring access only
to the LLM’s output logits. As a result, our gating
mechanism is transferable and can be applied to
other pre-trained LLMs in a plug-and-play fashion
without the need for retraining.

3.4 Population Simulation

Similar to other mixture models, our model admits
an equivalent representation using the following
generative process

c|x ∼ Cat(π) ∀c ∈ [1,K],

h|c, x ∼ Cat(Ωk:) ∀h ∈ [1, N ],

y|h, c, x ∼ pτkLM (y|gc, yh, x),

where c and h are latent variables indicating the
selected group and exemplar for the simulated
records. To simulate responses from the popula-
tion, we first sample c and h sequentially from two
categorical distributions and then sample responses
from the LLM agent using the corresponding per-
sona and exemplar. This sampling process is mem-
ory and computationally efficient because it does
not incur an overhead by switching between differ-
ent personalized models like existing fine-tuning
approaches (Yu et al., 2024a).

3.5 Persona Synthesis

Although persona descriptions {gk}K can be prede-
fined by users depending on the task at hand, there
are scenarios where it is preferable to synthesize
personas directly from the given dataset D. Given
the assumption that no personal records are avail-
able, we utilize a pre-trained sentence encoder and
LLM to cluster and generate the persona descrip-
tions. Specifically, we first encode all records into a
shared embedding space using the ‘all-mpnet-base-
v2‘ sentence encoder and then apply the K-means
algorithm to split the records set into K clusters.
For each cluster, we prompt a pre-trained LLM to
summarize the records within the cluster, produc-
ing a persona description for the group. Details of
the prompt used to generate persona descriptions
can be found in Appendix D.

4 Experiments

In this section, we conduct extensive experiments
to investigate the effectiveness of the proposed
methods, with the aim of answering the following
three research questions:

RQ1: Can MoP steer the output of LLMs towards
the population of interest?

RQ2: Can we utilize the MoP prompting tech-
nique to generate high-quality data for
training ML models on task-specific appli-
cations?

RQ3: Can MoP be transferable to different pre-
trained LLMs in a plug-and-play manner?

To answer the above research questions, we con-
duct two main experiments: Steerability: We gen-
erate news articles and movie/restaurant reviews
to demonstrate that a pre-trained LLM with MoP
prompting can simulate the distribution of human-
generated content while maintaining its diversity.
Synthetic Data for Training ML Models: We show
that adapting MoP prompting can create high-
quality training samples for classification tasks,
such as topic or sentiment classification.

4.1 Setup

We describe the datasets, baselines, and metrics
used throughout the experiment section.
Datasets. We employ four datasets that are com-
monly used in dataset generation literature (Yu
et al., 2024b), including AGNews (Zhang et al.,
2015), Yelp Reviews (Zhang et al., 2015), SST-2
(Stanford Sentiment Treebank) (Socher et al., 2013),
and IMDB Reviews (Maas et al., 2011). AGNews
includes news articles from AG News; each arti-
cle belongs to one of four topics: ‘world’, ‘sports’,
‘business’, and ‘technology’. Yelp is a restaurant
review dataset while SST-2 and IMDB are movie
review datasets; each review has a binary label in-
dicating positive or negative review. Note that we
use labels for testing purposes only. Each dataset
includes two splits for training and testing. We
train MoP on the training dataset and evaluate the
synthetic data with the test set. Similar to (Yu et al.,
2024b), we call the test set for testing a golden
dataset. More details and statistics of the datasets
are provided in Appendix B.

Baselines. We compare our method to prompt-
ing baselines in dataset generation literature: Ze-
roGen (Ye et al., 2022b), AttrPrompt (Yu et al.,
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Table 1: Alignment and diversity of the generated datasets using our MoP with respect to the golden test set. The ∗
symbol indicates datasets obtained directly from the authors’ released datasets (Yu et al., 2024b).

Method
AgNews Yelp SST-2 IMDB

FID↓ MAUVE↑ KL Cosine ↓ FID↓ MAUVE↑ KL Cosine ↓ FID↓ MAUVE↑ KL Cosine ↓ FID↓ MAUVE↑ KL Cosine ↓
ZeroGen (GPT4)* 3.248 0.553 0.506 3.427 0.517 1.828 3.525 0.559 0.911 3.737 0.518 0.200

AttrPrompt (GPT4)* 2.992 0.585 0.399 2.599 0.570 0.428 4.133 0.550 1.834 2.477 0.566 0.789
ZeroGen 3.535 0.587 0.241 1.888 0.682 0.173 3.965 0.550 0.800 3.529 0.537 0.195
PICLe 2.200 0.740 0.490 1.769 0.702 0.265 3.531 0.562 3.180 2.870 0.609 1.459
ProGen 1.980 0.767 0.103 2.975 0.586 1.332 4.736 0.615 2.023 3.305 0.612 1.045

AttrPrompt 2.193 0.648 0.150 1.816 0.651 0.143 3.878 0.555 1.393 2.505 0.549 0.492
MoP 0.951 0.871 0.069 0.948 0.826 0.067 1.131 0.855 0.319 0.771 0.865 0.039

Improvement (%) 51.970 13.559 33.010 46.410 17.664 53.147 67.969 39.024 60.125 68.874 41.340 80.000

Table 2: Performance on downstream classification task
using generated datasets to train a sentiment classifier
(Yelp, SST-2, and IMDB) or news topic classifier (Ag-
News). F1 scores are calculated on the golden test set.

AgNews Yelp SST-2 IMDB

Golden data 0.903 0.896 0.919 0.877
Zerogen 0.624 0.860 0.766 0.821
ProGen 0.722 0.843 0.785 0.810
PICLe 0.759 0.738 0.833 0.815

AttrPrompt 0.836 0.864 0.838 0.793
MoP 0.871 0.867 0.845 0.865

Improvement (%) 4.190 0.347 0.835 5.359

2024b), ProGen (Ye et al., 2022a) and steerabil-
ity literature: PICLe (Choi and Li, 2024). Here,
ZeroGen is a simple zero-shot, context-dependent
prompting method, and AttrPrompt is an attribute-
randomized prompting method to increase the di-
versity of synthesized samples. ProGen uses the
influence function to weigh and choose synthesized
samples as in-context examples. PCILe is an in-
context prompting method to address the steerabil-
ity problem of LLMs, where in-context examples
are chosen according to the weight given by the
logit difference between the persona-finetuned and
the pretrained models. Appendix B provides more
details of the baselines. In the following, we refer
to MoP as our Exemplar-based Mixture of Personas
described in Section 3.2.

Metrics. We follow Pillutla et al. (2021) and Yu
et al. (2024b) to evaluate the alignment and diver-
sity of the simulated data in the embedding space.
Throughout, we use a pre-trained sentence encoder
‘all-mpnet-base-v2’2 from Song et al. (2020) as
a text encoder to map generated sentences into
a common vector space. We then compute FID
(Fréchet Inception Distance) (Heusel et al., 2017)
and MAUVE (Pillutla et al., 2021, 2023) to evaluate
the alignment between the simulated responses and
the golden dataset. To evaluate the diversity of gen-
erated responses compared to the golden dataset,

2https://huggingface.co/sentence-transformers/all-mpnet-
base-v2

we report the KL-divergence of two histograms
constructed by pairwise cosine similarity values
of the generated responses and the golden dataset.
We call this diversity metric KL Cosine. Note that
MAUVE can also capture the diversity alignment
to some extent (Pillutla et al., 2021). More details
for the metrics are provided in Appendix B.

Implementation Details3. For all experiments,
we use the same Llama3-8B-Instruct (Dubey et al.,
2024) as the base model for our method and other
baselines. For MoP implementation, we choose the
number of personas to be 100 and randomly select
1,000 observations in the training dataset D as the
set of exemplars. We then run K-Means and the
persona synthesizer to extract 100 persona descrip-
tions. After that, the personas and exemplars will
be fixed during training and inference. Through-
out, we use ‘all-mpnet-base-v2’ as the sentence en-
coder h( · ) and set the hidden dimension for linear
layers in the gating network as 128. During train-
ing, we choose the top M = 4 persona-examples
pairs for each input context x for LLM forwards.
We initially set the temperature τ = 0.6 and let
it be learnable during the training along with our
gating networks. We use the default temperature
τ = 1 for other baselines as discussed in Yu et al.
(2024b) and Ye et al. (2022b). Other generation
hyperparameters of the base LLM model are set by
default. For each method, we generate 5,000 syn-
thetic responses and measure the evaluated metrics
compared to the golden test set.

4.2 Steerability (RQ1)

Table 1 shows that MoP can significantly outper-
form other baseline prompting methods. Specifi-
cally, our method can outperform the best baseline
by 58.8% in terms of FID and by 27.9% in terms
of MAUVE, averaged over all datasets. This result
demonstrates that MoP can effectively steer LLM’s

3The source code for our implementation is released
at https://github.com/ngocbh/MoP
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outputs to the target responses of the target popula-
tion. Besides the improvement in alignment scores,
KL Cosine metrics also indicate that our responses
are more diverse than other baselines.

4.3 Synthetic Data Generation (RQ2)
We explore the two methods for leveraging the
trained MoP in Section 4.2 to generate synthetic
data tailored to task-specific classification tasks.
One is applied to topic classification (Agnews) and
the other is applied to sentiment classification tasks
(Yelp, SST2, and IMDB).

For Agnews, we label the personas mined by
the persona synthesizer and use them as the label
for the sample generated by the chosen persona.
We classify the persona description into four cat-
egories: world reporter, sports reporter, business
reporter, and technology reporter. For complete-
ness of the pipeline, we prompt pretrained LLM
to do this simple task. The prompt is provided in
Appendix D.

For the second method, we augment the input
prompt with the following context for generating
2,500 positive reviews (similarly for negative):

“You watched the movie {title} and had positive im-
pression. Please write a review for the movie:”

We train a DistilBERT model (Sanh, 2019) using
5,000 synthesized samples and evaluate its perfor-
mance on the golden dataset, reporting the F1-score
in Table 2. Results show that the synthetic dataset
generated by Llama3 with MoP prompting achieves
up to a 2.68% improvement over the AttrPrompt
baseline. The smaller performance gap observed
with the Yelp dataset likely occurs because Llama3-
8B-Instruct already aligns closely with the Yelp test
distribution. This can be seen in the performance
difference between ZeroGen and the golden train-
ing data, which is comparatively smaller than in
other datasets, leaving less room for further im-
provement.

To further illustrate the advantage of MoP
prompting, we plot the embedding space provided
in Figure 3. The result indicates that our method
matches the diversity of the golden datasets better
than other baselines. Meanwhile, simulated re-
sponses of other baselines often collapse or cannot
cover the diversity of the true responses.

4.4 Transferability (RQ3)
In this section, we evaluate the transferability of
MoP to new model architectures. We use MoP
trained on AGNews using Llama3-8B-Instruct

Table 3: Transferability of MoP on AGNews dataset.
Note that we use the instruction-finetuned version for
all language models.

FID↓ MAUVE↑ KL Cosine↓
MoP Llama3-8B 0.951 0.871 0.069
→ Gemma2-9B 0.492 0.957 0.006
→ Mistral-7B 0.923 0.869 0.081

as in Section 4.2; then, during the simulation,
we replace Llama3-8B-Instruct with Gemma2-9B-
Instruct (Team et al., 2024) and Mistralv0.3-7B-
Instruct (Jiang et al., 2023). As reported in Table 3,
MoP can be effectively transferred to other models
and even enjoys the improvement over MoP with
Llama3-8B-Instruct.

Table 4: Ablation study: MoP without exemplars or
Persona Synthesizer.

FID↓ MAUVE↑ KL Cosine↓
MoP 0.951 0.871 0.069

w/o exemplars 3.694 0.552 0.560
w/o persona syn 1.674 0.807 0.174

w random personas 1.814 0.622 0.061

4.5 Ablation Studies

We conduct extensive ablation studies to examine
different variants of the proposed MoP methods.
Unless otherwise specified, the experimental set-
tings are consistent with those used in the steerabil-
ity experiment described in Section 4.2.
Component Ablations. To investigate the effect
of each component, we ablate exemplars and the
persona synthesizer from MoP described in Sec-
tion 3.2. For MoP without the persona synthe-
sizer, we will use 100 predefined personas gener-
ated from GPT-4 without any context on the dataset.
For MoP with random personas, we randomly se-
lect from 100 synthesized personas and exemplars
are chosen heuristically based on the highest em-
bedding similarity to the chosen persona embed-
ding. The results in Table 4 indicate that prompting
with exemplars is crucial to steer LLM responses
toward the population of interest. Meanwhile, the
persona synthesizer helps significantly improve the
alignment score.
Ablation on Varying the Number of Personas
and Exemplars. We investigate the impact of the
number of personas and exemplars used for MoP.
Specifically, we vary the number of personas in
the range {20, 50, 100, 200} and the number of ex-
emplars in the range {100, 200, 1000, 2000, 5000}.

24767



Figure 3: Diversity comparisons on Agnews of different prompting methods. The embeddings are computed using
‘all-mpnet-base-v2’. The scatted points are synthesized samples with the colors indicating the corresponding labels.
The circle lines indicate 2-std confidence ellipses of the golden test set. It can be seen that MoP offers synthesized
samples that are diverse and aligned with the golden test set.

Figure 4: Mauve scores with varying the number of
personas and number of examples.

The result in Figure 4 shows that generally, more
fine-grained persona descriptions and more exem-
plars are typically helpful for MoP. However, the
performance is saturated at 2000 exemplars.
Mixing Personas in Single Query. In previous
experiments, we randomly choose a single persona
for inference. In this experiment, we explore the
possibility of prompting LLMs with multiple per-
sonas in a single query. Note that, unlike the train-
ing, mixing personas is not a trivial problem if
we want to maintain the black-box usage of LLM
during inference. Thus, we prompt the pretrained
LLM to synthesize a new persona description given
L persona-exemplars sampled according to the mix-
ing weights given by the gating network. The
mixed persona will be used to construct a new
prompt with L exemplars. The prompt is given
in Appendix D. The results in Table 5 demonstrate
that combining multiple personas can enhance the
diversity of generated responses and, in certain
cases (e.g., L = 2), improve alignment. However,
using a larger number of personas (L = 4, 8) may
negatively impact response alignment.

5 Related Work

LLM Steerability. Recent work has explored
understanding and directing the opinions of
LLMs (Santurkar et al., 2023; Li et al., 2023a;

Table 5: The performance of MoP on AGNews when
mixing different personas during inference.

FID↓ MAUVE↑ KL Cosine↓
MoP no mixing 0.951 0.871 0.069
MoP w/ L = 2 0.776 0.925 0.039
MoP w/ L = 4 0.988 0.898 0.059
MoP w/ L = 8 1.152 0.870 0.062

Scherrer et al., 2024; Sorensen et al., 2024). For
example, Santurkar et al. (2023) introduced Opin-
ionQA to evaluate the alignment with 60 U.S. de-
mographic groups, revealing notable discrepan-
cies. Scherrer et al. (2024) examined moral be-
liefs encoded in LLMs using moral scenario sur-
veys. Methods to enhance LLM steerability in-
clude prompt engineering and finetuning (Feng
et al., 2023; Kim and Yang, 2024; Zhao et al.,
2023; Hwang et al., 2023; Simmons, 2022). San-
turkar et al. (2023) designed prompts to target spe-
cific demographics. FERMI (Kim and Yang, 2024)
uses personalized prompts and in-context examples
for user-specific outputs, while GPO (Zhao et al.,
2023) aligns LLMs with group opinion distribu-
tions through finetuning.
Zeroshot Synthetic Data Generation. Generating
synthetic datasets with LLMs has been widely stud-
ied (Zou et al., 2024; Gupta et al., 2023; Yu et al.,
2024b; Gao et al., 2022; Ye et al., 2022a; Yu et al.,
2023). Progen (Ye et al., 2022a) uses noise-robust
influence functions to guide high-quality sample
generation. FuseGen (Zou et al., 2024) builds on
this by employing multiple LMs for generating
synthetic samples, but requires access to classi-
fier models. In contrast, our MoP method avoids
dependency on classifier families and multi-round
processes, while also serving as a plugin to improve
diversity in Progen’s framework.
Sampling Diversity. LLMs often exhibit low sam-
pling diversity, leading to lexical redundancy even
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when feedback-tuned or persona-prompted (San-
turkar et al., 2023; Padmakumar and He, 2023).
Padmakumar et al.(Padmakumar and He, 2023)
found that InstructGPT reduced diversity compared
to human-generated text. Efforts to balance quality
and diversity, such as GAN-based approaches(Xu
et al., 2018; Caccia et al., 2018), often fail to out-
perform LLMs (Holtzman et al., 2019). Techniques
like temperature tuning (Hinton, 2015; Guo et al.,
2017) and dynamic sampling (Zhang et al., 2024)
aim to improve diversity, though recent work ques-
tions their efficacy (Peeperkorn et al., 2024; Renze
and Guven, 2024). Diversity is critical in applica-
tions requiring human-representative outputs, such
as synthetic data for testing social theories or scal-
ing experimental research (Horton, 2023; Aher
et al., 2023; Argyle et al., 2023). However, LLMs
often fail to represent human behavior accurately,
exhibiting biases and inconsistencies (Santurkar
et al., 2023; Dorner et al., 2023; Aher et al., 2023).
These limitations highlight challenges in modeling
individual or group actions.

6 Conclusion

We introduced Mixture of Personas (MoP), a prob-
abilistic prompting method designed to align LLM-
generated responses with a target population. Our
experiments showed that exemplar-based variants
of MoP significantly improve the alignment and
diversity of synthetic data, leading to enhanced
performance in downstream tasks. Furthermore,
MoP is flexible and does not require fine-tuning of
the base model, enabling seamless transferability
across different models without retraining.

7 Limitations

MoP is a prompting method and can be transfer-
able to different models; however, MoP still needs
access to LLM output logits to be trainable. This
might be a constraint for an application of MoP to
closed-source models such as ChatGPT, etc. How-
ever, this constraint is less restrictive compared to
other finetuning baselines or requiring access to
the persona datasets. Furthermore, since our study
focuses on task scenarios where access to personal
data is restricted due to privacy concerns, we rec-
ognize the potential trade-offs between protecting
privacy and avoiding subjective labeling of users.
By designing persona prompts without personal
data, there is a risk of introducing biases inherent
in the construction of these prompts, which may not

fully represent user populations. Addressing this
limitation will require deeper investigations into
the interplay between privacy and fairness, such as
exploring techniques for bias mitigation within the
probabilistic prompting framework. We leave this
investigation for future work.
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A Societal Impact

While generating human-like datasets opens up
many exciting possibilities for augmenting blind
spots in data that may otherwise have led to lim-
itations preventing a complete understanding of
important information, synthetic data can still lack
specific nuances, diversity, and edge cases present
in human-derived data. This is especially prevalent
in population sub-groups that remain underrepre-
sented, causing a lack of labeled data in specific lan-
guages that affect the authenticity and coverage of
over two billion individuals worldwide (Joshi et al.,
2020). Our focus on augmenting human records
instead of replacing them is notwithstanding the
potential of synthetic data; it is imperative that
we continue supporting data collection obtained
directly from people in under-served communi-
ties and domains and, whenever possible, make
those data freely available for empirical and exper-
imental research. Beyond the behavioral science
and data generation for training ML models, data
generated using MoP could be leveraged across a
broad range of applications, such as informatics-
based health claims, market intelligence and user-
preference modeling, and free-form text writing
– where the goal is not only to produce accurate
or factually-correct answers but also to simulate a
population of interest otherwise out of reach.

B Additional Experiment Settings

Datasets. Below are the detailed descriptions of
four datasets used in this paper.

• AGNews (Zhang et al., 2015): This dataset con-
tains 103600 news articles crawled from AG
News. Each article is categorized into political
news, sports news, business news, and technol-
ogy news.

• Yelp Reviews (Zhang et al., 2015): This dataset
contains restaurant reviews from the Yelp plat-
form. Each review is labeled with a positive or
negative sentiment label. This popular dataset is
used for sentiment analysis and opinion mining.

• SST-2 (Stanford Sentiment Treebank) (Socher
et al., 2013): The dataset consists of 11,855
individual sentences extracted from movie re-
views to analyze the compositional effects of
sentiment in language. Each sentence is anno-
tated with a binary label indicating whether the
review is positive or negative.

• IMDB Reviews (Maas et al., 2011): The dataset
consists of 50,000 movie reviews crawled from
IMDB with 25,000 samples for positive classes
and 25,000 samples for negative classes.

Baselines. We provide descriptions for baselines
used in our paper.

• ZeroGen (Ye et al., 2022b) generates synthetic
samples by feeding simple class-conditioned
prompts to language models. We reuse the same
prompts described in (Yu et al., 2024b).

• Attrprompt (Yu et al., 2024b) further increases
the diversity of synthetic samples by utilizing a
set of sample attributes generated by Chat-GPT.
For example, to generate synthetic examples
for AgNews, Attrprompt also inputs random-
ized values for ‘writing style’ or ‘location’ to
the prompt in addition to class information. We
refer the readers to their papers for the full de-
scription of the used attributes for each dataset.
In our experiment, we use the same attribute set
released by the authors in their repository 4.

• ProGen (Ye et al., 2022a): proposes a frame-
work for zero-shot dataset generation that itera-
tively improves the quality of synthetic datasets.
It uses feedback from a task-specific model,
guided by a noise-tolerant influence function,
to identify high-quality samples and incorpo-
rate them as in-context examples for subsequent
data generation.

• PICLE (Choi and Li, 2024): is a framework
designed to elicit specific target personas from
large language models (LLMs) using an in-
context learning (ICL) approach. It employs
a novel likelihood-ratio-based selection mech-
anism to identify and prepend the most infor-
mative examples from a persona-specific pool,
guiding the model to align with the desired per-
sona. By leveraging Bayesian inference, PICLe
modifies the LLM’s output distribution to better
reflect the target persona, achieving improved
persona elicitation compared to baseline meth-
ods.

Metrics. Measuring the alignment of the syn-
thetic data with the golden dataset can be challeng-
ing due to the discrete nature of text sequences. We
follow (Pillutla et al., 2021; Yu et al., 2024b) to

4https://github.com/yueyu1030/AttrPrompt/tree/main
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evaluate the alignment and diversity of the simu-
lated data in the embedding space. Throughout, we
use a pre-trained sentence encoder ‘all-mpnet-base-
v2’ 5 (Song et al., 2020) as a text encoder to map
generated sentences into a common vector space.
We then report three following metrics:

• FID (Fréchet Inception Distance) (Heusel et al.,
2017) is a widely-used metric in computer vi-
sion literature to measure the fidelity of syn-
thetic images with respect to real images. Fol-
lowing the approach in (Yue et al., 2022), we
adapt FID for text generation. We first calculate
the mean and covariance matrices of sentence
embeddings for both the golden test set and syn-
thetic datasets, then use the Fréchet distance to
compute the FID between them.

• The MAUVE metric (Pillutla et al., 2021, 2023)
evaluates the similarity between two text distri-
butions by comparing their divergence frontiers.
It begins by embedding text into vectors and
clustering them to create histograms of cluster
assignments. A divergence curve is then con-
structed from these histograms, and the area un-
der the curve quantifies the difference between
the synthetic and golden data distributions. In
our experiments, we use the original implemen-
tation of MAUVE 6. As suggested by the au-
thors, we set the number of clusters to 500 and
the scaling parameter to 1.

• The Kullback-Leibler Cosine (KL Cosine) met-
ric evaluates the divergence between the pair-
wise cosine similarity distributions of a method
and the ground truth. First, the pairwise cosine
similarities are computed for the method and
the ground truth. Then, the Kullback-Leibler di-
vergence between their normalized histograms
is calculated as:

DKL(P∥Q) =
∑

i

P (i) log
P (i)

Q(i)
(6)

where P (i) represents the histogram of pairwise
cosine similarities for the method, and Q(i) rep-
resents the histogram for the ground truth.

C Additional ablation studies

We conducted an additional experiment to evaluate
whether our framework is sensitive to the format of

5sentence-transformers/all-mpnet-base-v2
6https://krishnap25.github.io/mauve/

Table 6: Train test split and the number of classes in
each dataset.

AgNews Yelp SST-2 IMDB

Train set 96000 141076 67349 14006
Test set 7600 35323 1821 14056

Number of classes 4 2 2 2

ICL prompts. Specifically, we modified the original
ICL prompt (‘You have written the following news
blurb: [example]’) to two alternative formats: ICL
Template 1 and ICL Template 2. The results in
the table below indicate that changes in the ICL
format have minimal impact on performance in our
setting.

ICL Template 1:
Example news blurb: [example]

ICL Template 2:
The following news blurb
is given as an example: [example]

These results suggest that our framework’s per-
formance is not overly sensitive to the specific for-
mat of ICL prompts.

Table 7: Comparison of metrics across different ICL
prompts and templates.

FID Mauve Cosine Similarity KL Cosine

Original ICL Prompt 0.951 0.871 0.108 0.069
ICL Template 1 0.955 0.883 0.110 0.074
ICL Template 2 0.955 0.881 0.108 0.069

D MoP Prompts

In this section, we present the prompts used
throughout our experiments.

1. Synthesizing New Samples. The prompts in
Fig. 5, Fig. 6, Fig. 7, and Fig. 8 are designed
to synthesize new samples based on provided
examples. These prompts guide the language
model to generate new samples in line with
the provided context and example, while main-
taining consistency with the style and tone of
the given input.

2. Generating new personas. We use the
prompts in Fig. 9, Fig. 10, Fig. 11, and Fig. 12
to generate a new persona based on examples
that reflect the characteristics of that persona.

3. Classifying personas. We use the prompts
shown in Fig. 13 to classify a persona based

24773



on its description. The prompt provides a
persona description of a reporter, and the task
is to identify the reporter’s specialization from
four predefined categories: world news, sports
news, business news, or sci/tech news.

4. Persona Mixing Prompt. The prompt in
Fig. 14 is designed to synthesize a unified
persona description by combining multiple
persona descriptions with sample news blurbs
written by the reporter. It integrates the the-
matic focus, stylistic tendencies, and primary
interests from the inputs to generate a concise
and cohesive profile of the reporter.
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Figure 5: MoP Prompt for Agnews

<|begin_of_text|><|start_header_id|>system<|end_header_id|>\n\nYou embody the persona in the
description to complete the tasks.<|eot_id|><|start_header_id|>user<|end_header_id|>\n\n

\n\nYou have written the following news blurb: {example}
\n\nPlease write a short news blurb similar to the above blurb.<|eot_id|>

<|start_header_id|>assistant<|end_header_id|>\n\n

Figure 6: MoP Prompt for Yelp

<|begin_of_text|><|start_header_id|>system<|end_header_id|>\n\nYou embody the persona in the
description to complete the tasks.<|eot_id|><|start_header_id|>user<|end_header_id|>\n\n

\n\nYour review for the restaurant {context}: {example}
\n\nPlease write a short review for the restaurant {context}, similar to the above review:<|eot_id|>

<|start_header_id|>assistant<|end_header_id|>\n\n

Figure 7: MoP Prompt for SST-2

<|begin_of_text|><|start_header_id|>system<|end_header_id|>\n\nYou embody the persona in the
description to complete the tasks.<|eot_id|><|start_header_id|>user<|end_header_id|>\n\n

\n\nYou have written the following review: {example}
\n\nPlease write a review sentence, similar to the above

review:<|eot_id|><|start_header_id|>assistant<|end_header_id|>
\n\n<|start_header_id|>assistant<|end_header_id|>\n\n

Figure 8: MoP Prompt for IMDB

<|begin_of_text|><|start_header_id|>system<|end_header_id|>\n\nYou embody the persona in the
description to complete the tasks.<|eot_id|><|start_header_id|>user<|end_header_id|>\n\n

\n\nYou have written the following review for the movie {context}: {example}
\n\nPlease write a review for the movie {context}, similar to the above

review:<|eot_id|><|start_header_id|>assistant<|end_header_id|>\n\n

Figure 9: MoP Prompt to generate persona for Agnews

<|begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a helpful AI assistant<|eot_id|><|start_header_id|>user<|end_header_id|>

Given a list of news blurbs written by a reporter, construct a concise persona description that
reflects the reporter’s primary focus, style, and thematic interests.

Example persona descriptions:
You are a sports reporter, specializing in baseball news, with a focus on the Major League Baseball

(MLB) playoffs and postseason games.

List of news blurbs:
{examples}

Generate a short persona description that synthesizes their focus, preferences, and stylistic
tendencies into a single cohesive
statement.<|eot_id|><|start_header_id|>assistant<|end_header_id|>

The short persona is:
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Figure 10: MoP Prompt to generate persona for Yelp

<|begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a helpful AI assistant<|eot_id|><|start_header_id|>user<|end_header_id|>

Given a list of restaurant review written by a customer, construct a concise persona description
that reflects the customer’s preferences, writing style, and interests.

Examples of Persona Descriptions:
You are a food critic, specializing in fine dining and gourmet cuisine with a focus on presentation

and taste.
You are a casual diner who enjoys comfort food and writes personal and informal reviews.

List of reviews:
{examples}

Generate a short persona description that synthesizes their interests, preferences, and writing
stylistic tendencies into a single cohesive
statement.<|eot_id|><|start_header_id|>assistant<|end_header_id|>

The short persona is:

Figure 11: MoP Prompt to generate persona for SST-2

<|begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a helpful AI assistant<|eot_id|><|start_header_id|>user<|end_header_id|>

Given a list of movie review written by a viewer, construct a concise persona description that
reflects the review’s preferences, writing style, and thematic interests.

Examples of Persona Descriptions:
You are a movie critic, specializing in horror movies and independent films with a focus on

cinematography and storytelling.
You are a casual viewer who enjoys action-packed films and writes personal and informal reviews.

List of reviews:
{examples}

Generate a short persona description that synthesizes their focus, preferences, and stylistic
tendencies into a single cohesive
statement.<|eot_id|><|start_header_id|>assistant<|end_header_id|>

The short persona is:
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Figure 12: MoP Prompt to generate persona for IMDB

<|begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a helpful AI assistant<|eot_id|><|start_header_id|>user<|end_header_id|>

Given a list of movie review written by a viewer, construct a concise persona description that
reflects the review’s preferences, writing style, and thematic interests.

Examples of Persona Descriptions:
You are a movie critic, specializing in horror movies and independent films with a focus on

cinematography and storytelling.
You are a casual viewer who enjoys action-packed films and writes personal and informal reviews.

List of reviews:
{examples}

Generate a short persona description that synthesizes their focus, preferences, and stylistic
tendencies into a single cohesive
statement.<|eot_id|><|start_header_id|>assistant<|end_header_id|>

The short persona is:

Figure 13: MoP Prompt to classify persona for AgNews

<|begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a helpful AI assistant<|eot_id|><|start_header_id|>user<|end_header_id|>

Given a persona description of a reporter, choose the specialization of the personas: world news,
sports news, business news, sci/tech news.

Persona description: You are a technology reporter, specializing in the intersection of hardware and
software, with a focus on the PC industry, Linux, and major tech companies like Microsoft,
Apple, and IBM.

Options:
A. world news
B. sports news
C. business news
D. sci/tech news
Answer: D

Persona description: {}
Options:
A. world news
B. sports news
C. business news
D. sci/tech news
Answer: <|eot_id|><|start_header_id|>assistant<|end_header_id|>
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Figure 14: MoP Prompt to mix personas for AgNews

<|begin_of_text|><|start_header_id|>system<|end_header_id|>

You are a highly capable and insightful AI
assistant<|eot_id|><|start_header_id|>user<|end_header_id|>

Given a list of persona descriptions of a reporter and a list of news blurbs he/she has written,
construct a concise persona description that reflects the reporter’s primary focus, style, and
thematic interests.

Example persona descriptions:
You are a sports reporter, specializing in baseball news, with a focus on the Major League Baseball

(MLB) playoffs and postseason games.

Inputs:
1. List of persona descriptions: A list of general persona characteristics previously associated

with the reporter.
2. List of news blurbs: A selection of sample news blurbs authored by the reporter, which reveal

their tone, thematic focus, and writing style.

Using the inputs, generate a short persona description that synthesizes their focus, preferences,
and stylistic tendencies into a single cohesive statement.

List of persona descriptions:
{personas}

List of news blurbs:
{examples}

Please provide the short persona description.<|eot_id|><|start_header_id|>assistant<|end_header_id|>

The short persona is:

24778


