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Abstract

We present an interesting application of narra-
tive understanding in the clinical assessment of
aphasia, where story retelling tasks are used
to evaluate a patient’s communication abili-
ties. This clinical setting provides a frame-
work to help operationalize narrative discourse
analysis and an application-focused evaluation
method for narrative understanding systems. In
particular, we highlight the use of main con-
cepts (MCs)—a list of statements that capture
a story’s gist—for aphasic discourse analysis.
We then propose automatically generating MCs
from novel stories, which experts can edit man-
ually, thus enabling wider adaptation of current
assessment tools. We further develop a prompt
ensemble method using large language mod-
els (LLMs) to automatically generate MCs for
a novel story. We evaluate our method on an
existing narrative summarization dataset to es-
tablish its intrinsic validity. We further apply
it to a set of stories that have been annotated
with MCs through extensive analysis of retells
from non-aphasic and aphasic participants (Kur-
land et al., 2021, 2025). Our results show that
our proposed method can generate most of the
gold-standard MCs for stories from this dataset.
Finally, we release this dataset of stories with
annotated MCs to spur more research in this
area.1

1 Introduction

Narratives are an essential tool for communica-
tion and understanding. Several advances have
been made towards developing theoretical (Piper
et al., 2021; Genette, 1983) and computational
methods (Chambers and Jurafsky, 2008; Goyal
et al., 2010) for understanding narratives. How-
ever, evaluating the effectiveness of the obtained
narratives has remained challenging owing to the
subjective nature of the task and the difficulty of
validating them in real-world applications where
they serve specific communication purposes (San-
tana et al., 2023). For instance, while prior work

1https://github.com/slanglab/aphasia

Time now for StoryCorps, [...]. This story starts one night in 1995.
Phil Donney and his younger sister Laura could hear their parents ar-
guing. The fight ended when their father murdered their mother.
Phil was seven, his sister four, and they went to live with their
mom’s sisters. Phil is now 23 he recently came to StoryCorps with
Abby Liebman, one of the aunts who raised him. Phil asks, “What
was it like becoming a parent to my sister and I overnight?” Abby
answers, “Well, at the time I was living in a two bedroom condo
and felt a little panicky, to be honest. I really didn’t know how to
parent. I knew how to be an aunt. [...] But now that I had to be the
parent, I realized that things had really changed. [...] Then Phil asks,
“So where do you feel we are now?” and Abby answers, “You know,
when you first came to live with me, there was no doubt in my mind
I was your aunt, you were my nephew, Laura was my niece, [...]
And now, I think of you as my son and I think of her as my daugh-
ter and I see no difference there at all.” Then Phil says, “You know
that we’ve always been very appreciative of what you’ve done for us
[...] understand what those family bonds mean.” Abby adds, “I am
really grateful for the fact that you’re in my life. I wanted our house
to be filled with love, and I always feel that that is what our house
is filled with, always.”

m1: Phil and his aunt Abby are having a conversation.
m2: Phil’s mother was murdered by his father when he was young.
m3: Phil and his sister were raised by their mother’s sister Abby.
m4: Abby was comfortable with the aunt role.
m5: Abby wasn’t sure how to be a parent.
m6: Over time, their new roles became natural.
m7: Creating a loving environment was paramount to Abby.

Input

Output

Figure 1: An example of the main concept generation
task, showing an audio story’s transcript and its gold-
standard main concepts which have been used for clini-
cal assessment of aphasia (Kurland et al., 2021).

has highlighted various downstream applications
that can benefit from automated narrative under-
standing systems (e.g., developing intelligent tu-
toring systems (Halpin et al., 2004; Passonneau
et al., 2007), predicting mental well-being (Adler
et al., 2016)) the evaluation of such systems has
been difficult owing to the limited availability of
application-specific frameworks and datasets.

In this work, we seek to bring to attention the
prevalent practices of understanding narrative dis-
course when clinically assessing people with lan-
guage impairments. These practices offer both a
way to operationalize the task of identifying essen-
tial content in a narrative and a validated frame-
work for evaluating narrative understanding sys-
tems through real-world healthcare-related com-
munication tasks, which we hope can benefit the
current research on computational narratology and
NLP more broadly.

In particular, we focus on aphasia—a language
impairment caused by stroke or other brain injury
that affects a person’s ability to express and un-
derstand written and spoken language. Clinical as-
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sessment of functional communication in aphasia
often relies on story-retelling tasks, where clini-
cians systematically analyze if patients can under-
stand and convey essential elements of a story they
just watched/heard (Kurland et al., 2021). These
clinical assessments use a checklist of main con-
cepts—a set of statements that capture a story’s
gist, with each statement consisting of one main
verb and its subject, object, modifiers, and subordi-
nate clauses if appropriate—which are empirically
derived through extensive analysis of hundreds of
retellings from healthy participants (Kurland et al.,
2021; Richardson and Dalton, 2016, 2020) and
have been used to assess patients with aphasia (Kur-
land et al., 2025). Figure 1 shows an example of
such a story and its gold-standard main concepts.

While the current assessment tools have made
advances by using manually pre-determined main
concepts for a small set of stories (Kurland et al.,
2021, 2025), the manual effort entailed severely
limits the adaptation of these tools to include new
stories. This constraint has significant clinical im-
plications: patients may become familiar with the
stories over repeated assessments, available sto-
ries may not be culturally relevant to a patient,
and clinicians lack the flexibility to introduce new
patient-centered assessment material that could
provide more accurate insights into patient abil-
ities (Thiessen and Brown, 2021).

Recent advances in NLP have shown great
promise in automating various tasks involved in
narrative understanding, including character iden-
tification (Brahman et al., 2021), inferring latent
personas (Bamman et al., 2013), their relation-
ships (Iyyer et al., 2016) and emotions (Brahman
and Chaturvedi, 2020), event chains (Chambers
and Jurafsky, 2008), summarizing (Zhao et al.,
2022; Kryscinski et al., 2022) and identifying over-
all narrative structures (Boyd et al., 2020), inter
alia. These advances present an opportunity to au-
tomate the main concept generation task for novel
and patient-centric stories, enabling the rapid de-
velopment of new assessment materials.

Our major contributions include:

1. We present an interesting application of nar-
rative understanding in the clinical setting,
where story retelling is used for assessing the
communication abilities of patients with apha-
sia using main concept analysis.

2. We introduce the task of main concept gener-
ation for a given story, which involves gener-
ating a list of statements that convey the gist
of the story. Unlike free-form text summaries

often used in prior work on narrative sum-
marization, our semi-structured output format
aims to facilitate manual reviewing/editing
and selection by experts and to be later used
as a checklist for clinicians when evaluating
patient retells.

3. We next use large language models (LLMs)
to generate MCs for a given story. In particu-
lar, we develop a prompt ensemble method to
generate MCs, which not only helps alleviate
prompt sensitivity issues (different prompts
generating different sets of MCs) but also
helps generate a comprehensive and concise
list of MCs. We evaluate our proposed method
on an existing narrative summarization dataset
(Zhao et al., 2022) adapted to our task, to es-
tablish our method’s intrinsic validity.

4. Finally, we apply our method to a set of sto-
ries used in clinical aphasia assessment, where
gold-standard MCs were collected from hun-
dreds of non-aphasic participants (Kurland
et al., 2021) and have been demonstrated use-
ful for the assessment of hundreds of aphasia
patients, showing a strong correlation with
other clinical measures (Kurland et al., 2024,
2025). We find our method can generate most
of the gold-standard main concepts for these
stories. We further provide qualitative analy-
sis of model errors to identify promising direc-
tions for future research. Finally, we release
this dataset to facilitate further development
and evaluation of narrative understanding sys-
tems.

Overall, our approach to improving methods for
the assessment of narrative communication can
have broad applications beyond aphasia, includ-
ing communication-impaired populations across
the lifespan (e.g., traumatic brain injury, dementia,
mild cognitive impairments). More broadly, our
method for generating main concepts from narra-
tives can also be applied in other applications such
as assessing student’s story rewrites/retells for edu-
cational purposes (Halpin et al., 2004; Passonneau
et al., 2007) or summarizing litigant narratives for
attorneys (Branting et al., 2023).

2 Narrative discourse analysis in clinical
assessment of aphasia

We next provide an overview of the current prac-
tices of assessing narrative discourse in the clinical
assessment of aphasia.
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Assessing language and communication impair-
ment. Chronic impairments in communication
can have devastating impacts on a person’s identity,
quality of life, and social functioning (Ayerbe et al.,
2013). As such, aphasia contributes to a high in-
cidence of post-stroke clinical depression (Cruice
et al., 2010), highlighting the importance of assess-
ment and monitoring tools.

Traditional assessment methods rely on word-
level tests (Goodglass et al., 2001; Kertesz, 2006)
or picture-based speech samples (Pashek and Tomp-
kins, 2002). However, these tests cannot capture
how well patients communicate in everyday situa-
tions, leading to the adoption of a life participation
approach to aphasia (Chapey et al., 2000) focus-
ing on more naturalistic assessment approaches. In
particular, recent tools (e.g., Kurland et al., 2021,
Ramsberger and Rende, 2002, Carragher et al.,
2015), have proposed the use of story-retelling
tasks, where patients are asked to convey a story
they have just watched/heard to their conversation
partners (Figure 2). This dyadic setting helps better
reflect real-world communication scenarios (Kur-
land et al., 2021; Carragher et al., 2024).

Main concept analysis. A common method for
analyzing aphasic discourse is main concept anal-
ysis (MCA) (Nicholas and Brookshire, 1995), a
measure of how well a speaker communicates the
essential concepts or gist of a discourse. Clinical
researchers have developed standardized checklists
of main concepts based on large samples of aphasic
and non-aphasic subjects describing the same con-
tent (Richardson and Dalton, 2016, 2020; Kurland
et al., 2021). As shown in Figure 2, during an as-
sessment, clinicians or an automated system (Kur-
land et al., 2025) compare a patient’s story retelling
against these checklists, rating each main concept
from 0 (not present) to 3 (accurate and complete).
As a result, MCA has become a clinician-friendly
means of compensating for the time- and resource-
intensive burden of analyzing discourse in aphasia
(Kim et al., 2019, 2021).

Process of developing main concept checklists.
The development of MC checklists follows a rig-
orous process designed to ensure reliability and
comprehensiveness (Richardson and Dalton, 2016,
2020; Kurland et al., 2021). We detail this pro-
cess through the example of the Brief Assessment
of Transactional Success (BATS) assessment tool
(Kurland et al., 2021), which we also use for our
experiments in §5.4.

The BATS provides 8 short video/audio clips as
stories (mean duration = 2.86 minutes; SD = 0.37

Figure 2: Work flow of aphasia assessment using story
retelling task. The patient with aphasia retells a story
they just watched/heard to their conversation partner.
The clinician compares the transcript of the partner’s
story retelling with a list of pre-determined main con-
cepts (MCs) from the original story for assessing the
patient’s functional communication. While prior work
relies on manually curated MCs for a small set of stories,
in this work we aim to automate the MC generation pro-
cess, thereby enabling adaptation of existing assessment
tools to include novel personalized stories.

Title Type Time(s) #MCs Description

Marcus Yam VS 198 11 photojournalist
Sylvia Earle VS 181 8 marine biologist
Naomi DeLaRosa VS 194 8 on family separation
Robin Steinberg VS 128 7 the bail project
Ferguson SD 178 10 Ferguson protesters find friendship
Sep 11 SD 172 12 one survivor’s story
Aunt Mother SD 166 7 aunt turned mother after tragedy
No Handbook SD 156 11 mother/son discuss school shootings

Table 1: Descriptive information on BATS stimuli.
VS: visually supported biographical video; SD: speech-
dependent audio clip with a single still photo for visual
support. VS clips are from the PBS Brief but Spectacu-
lar series and SD are from NPR StoryCorps series.

minutes; Table 1). These stories include short inter-
views and autobiographical news clips, and many
evoke emotional responses, including humor, sad-
ness, awe, and inspiration. The process of obtain-
ing the MCs for each story involved analyzing 768
story retells from 96 non-aphasic participants who
were asked to retell each story "in as much detail as
[you] can remember." Human raters then compiled
a list of candidate MCs — statements containing
essential elements like one main verb with its sub-
ject, object, and modifiers — and manually coded
them for presence, accuracy, and completeness on
a 0-3 scale in each retelling. Candidate MCs that
were accurately and completely produced by at
least 33% of participants were established as MCs,
forming a gold standard for assessment.

The need for automated main concept gener-
ation. Current assessment tools present several
limitations. Existing stimuli often depict family
scenes with outdated gender roles that few contem-
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porary people with aphasia can relate to (Dalton
et al., 2024) and thus may not accurately reflect
their true communication abilities in everyday situa-
tions (Thiessen and Brown, 2021). Labor-intensive
manual curation of MCs limit the tool’s adaptation
to new stories. Thus, an automated approach to
MC generation could enable the adaptation of as-
sessment tools to novel stimuli personalized for
patients with different cultural backgrounds, poten-
tially revolutionizing the intervention landscape of
aphasia and other language impairments.

3 Main concept generation task

Given the input text of a story (T), which can be
either an audio transcript or obtained from a written
source, the task involves generating a list of main
concepts M = {m1,m2....mn}. Each concept
mi is a statement that is relevant to the story and
consists of one main verb and its subject, object,
modifiers, and subordinate clauses if appropriate.
This definition of an MC follows the precedent
established in the aphasia and speech/language dis-
orders literature. The same definition was provided
to human annotators when creating the original
gold-standard MCs used in clinical practice (Kur-
land et al., 2021; Richardson and Dalton, 2016,
2020). Prior clinical research has demonstrated
that MCs defined in this manner provide meaning-
ful and reliable measures for clinical assessment
applications (Kurland et al., 2025). The number of
main concepts varies across stories, depending on
their content. The set of main concepts together
conveys the gist of the story.2

Figure 1 shows an example drawn from BATS,
showing an audio story’s transcript and its anno-
tated main concepts. The story captures a conver-
sation between a nephew and his aunt, reflecting
on how the aunt became a mother figure to him
and his sister after a tragedy, exploring their evolv-
ing family bonds and shared journey. This story
has seven annotated main concepts that capture the
summary of this conversation.

4 Prompt ensemble method for MC
generation

Step 1: Generating MCs. We prompt an LM
to generate main concepts in a zero-shot setting,
without providing any examples. Since LM outputs

2Current clinical assessment tools evaluate aphasic pa-
tients’ retells without considering the sequential order among
MCs (Kurland et al., 2021). Following this practice, we evalu-
ate automated method outputs without considering MC order.
Future work could explore order-aware evaluation methods.

can vary based on prompt wording, we experiment
with multiple prompts.

Prior work demonstrates that using names of
pedagogically popular theories can be an effective
way to design prompts (Gupta et al., 2024). Thus,
we prompt LM with names of theories used for un-
derstanding story grammar (Mandler and Johnson,
1977) or five-finger story-retelling strategies which
are often used to teach students how to analyze and
summarize narratives effectively (Baumann and
Bergeron, 1993). We also prompt with 5W’s and
5W’s1H framework often used by journalists to
understand key story aspects (Kroll, 2018). In each
prompt, we provide the theory/concept definition
and instruct the LM to generate MCs as per the the-
ory/concept. Additionally, as baselines, we prompt
LM with simpler prompts wherein we directly ask
the LLM to help understand the story or explain
the plot points of the story.3 Detailed prompts are
provided in Appendix A.1.

The raw LM response generated by the LM can
often contain lengthy sentences combining multiple
concepts. Since our objective is to generate MCs
that are amenable to manual review, we further
prompt the LLM to decompose its outputs into sim-
pler de-contextualized statements. This step also
allows us to generate MCs that structurally match
the gold-standard MCs, further facilitating cluster-
ing in later steps. We use the few-shot prompt by
(Tang et al., 2024) for this step, asking the LM to
decompose each sentence in the raw LM response
into simpler statements.4

Step 2: Union of MCs generated by different
approaches. Prior work often selects the best-
performing prompt, but we found this insufficient
as different prompts and samples obtained via the
same prompt can capture different story aspects
and hence generate different main concepts (§5.4).

Previous studies have explored using prompt sen-
sitivity to improve downstream task performance
by aggregating word-level LLM outputs (Wang
et al., 2023; Cai and O’Connor, 2023). Building
on these efforts, we perform a set union of decom-
posed and de-contextualized statements obtained
from the previous step. In particular, we take a

3We also experimented with chain-of-thought prompting
(Kojima et al., 2022) and anecdotally found that it did not
result in any performance gains compared to the prompts
considered in our work. Furthermore, Sprague et al. (2024)
also reports that COT prompting is often more useful for
tasks involving math and symbolic reasoning than language
understanding and information extraction tasks such as ours.

4Before decomposition, we remove the header and intro-
ductory text from LM’s raw response through string match-
ing against a manually compiled list of common expressions
across all outputs (e.g., "here are the MCs").
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union of all statements obtained from the three best-
performing prompts and their samples to improve
coverage of gold-standard MCs.

Step 3: Semantic deduplication. While a naive
union of outputs from different prompts can help
improve the coverage of gold-standard MCs, it can
create a long list with many redundant MCs that are
similar in meaning but expressed using different
words. This results in a very high yield—total
number of words in the MC list—making manual
review cumbersome.

One approach to address this issue would be to
use an LLM for deduplication, by giving it the
union list of MCs and prompting it for a dedupli-
cated MC list. However, this approach faces several
limitations. First, it is constrained by the length
of the context-window of an LLM; for long sto-
ries with a large number of MCs, the input list of
MCs to deduplicate across different prompts can
quickly become large and may not fit in the con-
text window. Secondly, even as LLMs continue to
support longer context windows, they still struggle
to actually utilize the entire context. For instance,
the recent needle in a haystack analysis (Kamradt,
2023), which tests the in-context retrieval ability
of long context LLMs, suggests that both open and
closed-sourced LLMs struggle with utilizing long
context. Furthermore, LLMs have also been shown
to perform poorly on tasks requiring long context
understanding, such as book-length narrative sum-
marization (Chang et al., 2024; Kim et al., 2024).
For deduplication, such capabilities are all the more
necessary.

Instead, we use a clustering-based approach that
groups MCs that are similar in meaning and se-
lects one representative MC from each cluster. We
first convert each MC into an embedding using
Sentence-BERT (Reimers and Gurevych, 2019).
We then L2 normalize the embedding vectors, fol-
lowed by clustering.

We cluster with the DP-means algorithm (Kulis
and Jordan, 2012),5 which Hanley et al. (2025)
found useful for embedding-based semantic clus-
tering. In DP-means, the granularity of clusters is
controlled by a hyperparameter δ ≥ 0, the max-
imum squared distance between a data point and
its cluster’s centroid; the model chooses the total
number of clusters in response to that constraint.
A small δ gives a large number of spatially small
clusters, each with high internal semantic similar-
ity; and conversely for large δ. We report results in
terms of δ, which is roughly twice of the familiar

5Via Dinari and Freifeld (2022)’s parallel implementation
of DP-means.

cosine distance.6 Finally, to obtain one representa-
tive MC for each cluster, we select the embedding
closest to the centroid and use its text as the rep-
resentative MC. The representative MCs form our
final MC list.

5 Experiments

5.1 Experimental setup
Language models. We consider one of the
recent state-of-the-art open-weight LLMs,
Llama-3.3-70B for all our main experiments.7

We choose open-weight models in contrast to
proprietary models, as they can be downloaded
and used locally, providing more flexibility for
customization (e.g., adapting model parameters
for specific tasks), interpretability, cost efficiency,
and improved privacy, as they do not require
sending sensitive data to external servers, which
is of great concern for clinical applications. Our
choice also aligns with recent efforts on using
open-source models to automatically assess MCs
in patient retells (Kurland et al., 2025), providing
avenues for developing an ecosystem for clinical
assessment of aphasia using open-weight models.
We use a temperature of 0.67 to generate 5 samples
per prompt and report average performance over
samples for each prompt. To examine whether
the prompt sensitivity issue is model-specific, we
consider another alternative LM, DeepSeek-V3,8

though observe similar sensitivity issues.

5.2 Evaluation metrics
We measure the quality of generated MCs using
the following two metrics:

Recall. First, we measure the quality of LLM-
generated MCs by comparing them to the gold-
standard MCs. In particular, we compute recall,
which measures the fraction of gold-standard MCs
present in the LLM-generated MCs. We consider
a generated MC as acceptable if it is supported by
the human-curated gold-standard MCs. Since the
human-curated MCs already adhere to the intended
structure requirements of an MC, our recall-based
evaluation also accounts for structural assessment
of the generated MCs.

Prior work has used GPT4 to evaluate various
NLP tasks (Gu et al., 2025; Liu et al., 2023; Min

6For unit norm sentence embeddings, their squared dis-
tance is ∥a − b∥2 = ∥a∥2 + ∥b∥2 − 2⟨a,b⟩ = 2(1 −
cos(a,b)). This statement does not precisely apply to δ since
centroids generally do not have a unit norm, due to convexity
of the unit ball.

7Accessed via https://www.together.ai/
8Accessed via https://hyperbolic.xyz/
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Dataset Average number of tokens Compression
Ratio

Documents Summaries/MCs

BATS 481 75 0.16
NARRASUM 895 213 0.24

Table 2: Statistics of evaluation datasets. The compres-
sion ratio denotes the ratio of summary length to the
document length.

et al., 2023). Building on these efforts, we also use
it as an automatic evaluator to compute recall. Our
evaluation focuses on recall, as we expect clinicians
to review and refine the generated main concept
lists rather than relying on them as final outputs.

In particular, given the LLM-generated and gold-
standard MCs, we ask GPT-4o to identify which
of the gold-standard MCs are supported by the
LLM-generated MCs. If a gold-standard MC is
supported, we ask GPT-4 to provide the span of
text from the LLM-generated MCs that support
the answer; otherwise, explain why it is not sup-
ported. The detailed prompt is provided in the Ap-
pendix A.2. For this evaluation, we prompt GPT-4o
in a zero-shot setting at a temperature of 0.

Yield. Overly verbose or long MC lists can be
difficult for manual review. Thus, we additionally
measure the conciseness of LLM-generated MCs.
One way to measure verboseness can be to count
the number of generated MCs; however, a small list
can contain lengthy statements. Thus, we calculate
yield as the number of tokens summed over all MCs
in the generated list. A lower yield (fewer tokens)
is desirable as it indicates concise MCs, making
them convenient for humans post-editing, sharing
with others, or for clinical use.

5.3 Evaluation datasets

BATS dataset. To evaluate our method, we use
the collection of stories and their MCs collected
as part of the BATS study (§2). The MCs pro-
vided for each story in BATS have been manually
curated and validated over multiple aphasic and
non-aphasic participants, offering a robust bench-
mark for evaluating our automated MC generation
method while ensuring clinical relevance. We con-
sider all stories and their annotated MCs as men-
tioned in Table 1.

NARRASUM dataset (Zhao et al., 2022). Since the
number of stories annotated with gold-standard
MCs is small in the BATS dataset, we additionally
evaluate our proposed MC generation method us-
ing the NARRASUM dataset to establish our method’s
validity. This dataset provides an evaluation dataset
of 100 story-summary pairs sourced from plot de-

scriptions of movie/TV shows. This dataset is par-
ticularly relevant to our task for several reasons:
a) Similar to the BATS dataset, this dataset also
aims to support narrative summarization which in-
volves producing a distilled version of a narrative
to describe its most salient events and characters, b)
Similar to the stories used in the BATS dataset, the
documents in NARRASUM dataset are narrative texts
and thus naturally include the story arcs capturing
the sequence of events and major characters with
their profiles (e.g., personalities, roles, and inter-
personal relationships), c) Similar to MCs in BATS,
the NARRASUM summaries include main events that
significantly impact the plot development, motiva-
tions of the main characters, their consequences,
and the ending of the main event, d) Finally, the
compression ratio of both datasets is in a compara-
ble range as shown in Table 2.

However, the summaries in NARRASUM are writ-
ten as free-text paragraphs, while our task requires
a list of MCs. To adapt the NARRASUM dataset, we
first segment each summary paragraph into sen-
tences. Since these summary sentences are signifi-
cantly longer than typical MCs in the BATS dataset
(NARRASUM: 20.28 tokens vs BATS: 8.09 tokens),
we further decompose each sentence into concise
MCs using the decomposition step as used in our
MC generation step (§4). We use GPT-4o for these
decompositions using the few-shot prompt as used
in §4. Each story in NARRASUM dataset has an aver-
age of 28 gold MCs, a minimum of 5 gold MCs,
and a maximum of 120 gold MCs.

5.4 Results on the NARRASUM dataset.
Table 3 shows the recall obtained using
Llama-3.3-70B when prompted with differ-
ent prompts. The top three performing prompts
are help me understand the story, 5W’s
retell strategy, and the five-finger retell
strategy, all with a recall of 0.46. Additionally,
to validate our evaluation method, we test simple
baseline prompts asking LM to generate only one
or two plot points in the story. As expected, these
prompts achieve lower recall (≤ 0.30), since these
prompts require an LM to generate only a subset
of the story’s main concepts.

Different sets of MCs are generated by different
prompts and samples. Given that the three best-
performing prompts achieve similar recall scores of
0.46, we further investigate whether they are identi-
fying the same or different subsets of gold MCs. To
understand this, we calculate the Jaccard distance
(Jd) between sets of gold MCs generated by pairs
of prompts. As shown below, (Jd) quantifies the
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Prompt NARRASUM BATS
Recall Yield Recall Yield

Five-finger retell strategy 0.46±0.02 247.87±7.39 0.68±0.04 754.50±13.27
7-unit-story grammar 0.43±0.04 245.85±6.25 0.59±0.03 1005.60±16.61
5W’s 1H retell strategy 0.44±0.02 308.30±7.88 0.47±0.05 223.22±17.30
5W’s retell strategy 0.46±0.02 232.31±6.77 0.50±0.04 177.40±13.85
Help me understand the story 0.46±0.04 307.91±6.64 0.66±0.10 1448.00±10.74
Identify one plot point 0.17±0.01 32.80±1.17 0.28±0.05 37.75±05.71
Identify two plot points 0.30±0.02 79.53±2.04 0.39±0.05 78.03±06.68
Theoretical Union 0.87 3953.10 0.92 3109.10
Empirical Union 0.64 3953.10 0.89 3109.10
Prompt ensemble (ours) 0.53 504.00 0.87 633.90

Table 3: Recall and yield scores on the NARRASUM and
the BATS dataset for different prompting strategies and
our proposed method. Confidence intervals are calcu-
lated over multiple samples of a single prompt. Unions
are taken over the three best-performing prompts.

diversity among two sets (S1, S2) by comparing the
size of their intersection to the size of their union.

Jd(S1, S2) =

(
1− |S1 ∩ S2|

|S1 ∪ S2|

)

A Jd close to 0 means the sets are very simi-
lar, while a Jd close to 1 means the sets are very
different.

We examine the diversity among sets of gold
MCs generated by different prompts or different
samples of the same prompt. We consider the three
best-performing prompts for this analysis. For each
story in the NARRASUM dataset, we calculate the
Jd between sets generated by different pairs of
prompts/samples. We then compute the average Jd
across all stories to quantify the diversity of sets
generated by a pair of prompts/samples.

Comparison Prompt 1 Prompt 2 Jaccard Distance
Type

Help me understand Help me understand 0.46
Pair of samples 5W’s retell 5W’s retell 0.46

Five-finger retell Five-finger retell 0.42

Help me understand 5W’s retell 0.28
Pair of prompts Help me understand Five-finger retell 0.28

5W’s retell Five-finger retell 0.30

Table 4: Jaccard distances among sets of gold MCs
generated by different prompts or samples of the same
prompt on the NARRASUM dataset.

Table 4 shows high diversity (Jd : 0.42− 0.46)
among sets generated by samples of the same
prompt. Furthermore, when comparing sets gener-
ated by different prompts, despite each prompt hav-
ing comparable recall scores, the Jd of 0.28− 0.30
shows that different prompts capture distinct story
aspects, leading to different sets of gold MCs. This
observation highlights that while different prompts
may identify a similar number of gold MCs, they
possibly capture different narrative elements in a
story, resulting in the generation of diverse sets of
MCs. Overall, the high diversity of sets across both
samples and prompts suggests that choosing the
best-performing prompt will be insufficient to com-
prehensively extract all MCs from a story. We also

experimented with DeepSeek-V3 and found simi-
lar prompt sensitivity issues (sample Jd: 0.29-0.36,
prompt Jd: 0.30-0.34).

Union of MCs generated by different prompts
helps improve recall but also increases the
yield. Given the diverse sets generated by dif-
ferent prompts and samples, we explore whether
taking a set ensemble can help improve recall. We
examine ensembles of sets generated by samples
of the same prompt, different prompts, and both.

When evaluating these union sets, we compute
two types of recalls: theoretical union recall and
empirical union recall. In the theoretical approach,
we first identify the set of gold MCs identified by
each prompt/sample. Then, we take the union of
these successful matches across all prompts and
samples—if any prompt/sample identifies a gold
MC, we include that gold MC in the final set.
This method helps us understand how different
prompts/samples complement each other in captur-
ing different gold-standard MCs. In the empirical
approach, we first combine all the generated MCs
from all prompts and samples into a single set. We
then evaluate this set against the gold standard MCs
to determine which gold MCs are present. This ap-
proach provides a more straightforward evaluation
of the combined output but needs longer LLM con-
text length, can be expensive due to lengthy input
prompts, and is more error-prone as the LLM must
process a large number of MCs simultaneously.

Table 3 shows the theoretical union recall and
yield obtained using Llama-3.3-70B when tak-
ing a union of the MCs generated from all sam-
ples across all prompts. We observe that this
naive ensemble increases recall to 0.87 beyond
what any individual prompt achieves (0.43− 0.46).
This improvement in recall comes from both sam-
ples and prompts—combining samples from indi-
vidual prompts boosts theoretical union recall to
0.69 − 0.73, and combining pairs of prompts fur-
ther increases it to 0.82 − 0.83. However, it also
results in a very high yield (3953.10).

We also observe that the empirical union recall is
0.64, higher than the recall from the three prompts,
though much lower than the theoretical union re-
call. On qualitative examination, we find that the
empirical union recall is lower than the theoreti-
cal union recall often for stories with a very large
number of gold MCs (≥ 40), where the lengthy
prompts make evaluation more challenging. Given
our BATS use case involves stimuli with fewer MCs
(≤ 12), we retain the current evaluator leaving im-
provements for longer prompts as future work.
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Figure 3: Recall v/s yield tradeoff on NARRASUM dataset.

Semantic de-duplication can help control for
recall versus yield tradeoff. Figure 3 shows the
recall versus yield tradeoff using our set valued
ensemble approach, where we take a union of MCs
generated by different prompts/samples followed
by semantic de-duplication using clustering.

Our approach achieves a balance of higher recall
(0.51-0.62) with a lower yield (381-1465 words).
We observe that at δ = 0, only exact matches are
clustered and hence the recall is comparable to
the empirical union, with a slightly lower yield
(1465). A lower δ value only groups MCs that are
nearly identical—this creates many small clusters,
because even slight differences in meaning are pre-
served as separate groups (higher recall) but require
review of more MCs (higher yield). Conversely,
higher δ values > 1 allow many MCs to be grouped
together, resulting in fewer, larger clusters (lower
yield: 49-98), but substantially reducing recall to
0.27-0.35. Finally, selecting a δ value that gives
a yield comparable to the yield of the individual
prompts (232-308), we observe a recall of 0.53
with a yield of 381 at δ = 0.6. Overall, our results
show that a reliable and concise list of MCs can be
generated using our prompt ensemble method.

Sensitivity analyses: Impact of MC decomposi-
tion step. We further compare the recall obtained
before and after the decomposition step (where the
LLM is prompted to break down its output into
simple statements), for each of the three-best per-
forming prompts. As shown in Figure 3, the de-
composition step does not significantly affect the
performance, suggesting it can help produce simple
MCs without compromising performance.

5.5 Results on BATS dataset

Having established the intrinsic validity of our
prompt ensemble method, we next apply it to gener-
ate MCs for BATS stories and compare them with
BATS’ gold-standard MCs.

Recall versus yield tradeoff. Table 3 shows
that the five-finger retell strategy prompt
achieves the highest recall (0.68), followed by the
7-unit story grammar (0.59) and the general
help me understand the story prompt (0.66).
We use these three prompts for ensemble approach.

Figure 4 shows the recall versus yield trade-
off obtained after our semantic deduplication step.
Union over outputs from different prompts/samples
obtains a high recall (0.89), suggesting that most of
the gold-standard MCs are generated by the LLM.
In contrast, individual prompts achieve much lower
recall (0.66− 0.69), demonstrating the benefit of
combining outputs from different prompts. The
semantic de-duplication step further helps reduce
yield with only a small drop in recall. For instance,
selecting δ with a yield comparable to individual
prompts (731− 754), we observe that at δ = 0.4,
the semantic de-duplication step using clustering
results in a yield of 634 words, much smaller than
the naive union (3109 words), while maintaining
a high recall of 0.87. Overall, our results show
that our prompt ensemble approach can be used to
generate a comprehensive yet concise list of MCs.

Figure 4: Recall vs. yield tradeoff on the BATS dataset.

Qualitative analysis. We conduct a qualitative
analysis to understand the model’s mistakes in iden-
tifying gold-standard MCs for a story. LMs often
miss MCs that describe character feelings (e.g.,
‘Abby was comfortable with the aunt role’) and de-
sires (e.g., ‘The mother wants her son to be selfish’),
or observations about the environment (e.g., ‘The
passengers were silent’, ‘The church was packed’),
across all prompt variants. Developing methods
that can identify these specific narrative compo-
nents is an interesting avenue for future work.

6 Related work in NLP

Our work is related to the following research areas:

Narrative understanding. Several advances
have been made towards developing theoretical
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frameworks to support computational narrative un-
derstanding (Piper et al., 2021; Piper, 2023), outlin-
ing essential narrative components, such as charac-
ters, their internal states (Zhu et al., 2023), events.
Prior work has also developed computational meth-
ods to extract and represent these narrative compo-
nents as highly structured representations (Santana
et al., 2023), including plot points (Goyal et al.,
2010), story graphs (Valls-Vargas et al., 2017),
entity-based narrative graphs (Lee et al., 2021), in-
tention graphs (Lukin et al., 2016). However, using
these representations can be difficult for clinicians
to use. In contrast, our work involves generating a
list of MCs that captures a broader range of narra-
tive elements, including explicit events and implicit
character states. A list of MCs is also convenient
for humans post-editing and clinical use.

Narrative summarization. Our task is also re-
lated to narrative summarization, where each MC
also aims to capture key story elements such as
characters, their relationships, and major events.
However, unlike free-form text output common in
prior work (Zhao et al., 2022; Kryscinski et al.,
2022), our task aims to generate a list of statements
capturing the gist of the story. MCs can also be
viewed as narrative content units, similar to the
concept of summarization content units studied in
Nenkova and Passonneau (2004). Our task can also
be viewed as a form of key point analysis task (Bar-
Haim et al., 2020a; Egan et al., 2016; Bar-Haim
et al., 2020b) which aims to select and summarize
the most important points from an input narrative.

7 Conclusion

We present an application of narrative understand-
ing in the clinical assessment of aphasia using story
retelling, which we hope can benefit current re-
search in developing and evaluating narrative un-
derstanding systems. We further propose the task of
main concept generation to enable the adaptation
of current assessment tools to novel and patient-
centric stories. We also present an LLM-based
prompt ensemble method for automatically generat-
ing MCs from stories. Our experimental results on
both the BATS clinical dataset and the NARRASUM
dataset demonstrate that our proposed method can
successfully generate a concise list of MCs that
match manually curated gold-standard MCs. More
broadly, our main concept generation approach can
also benefit broader applications such as assessing
functional communication across diverse clinical
populations and in educational contexts like intelli-
gent tutoring systems.

8 Limitations

We list some of the limitations of our study, which
we hope will be useful for researchers and practi-
tioners when interpreting our analysis.

1. Our semantic de-duplication approach relies
on clustering, but there is room for improve-
ment. For instance, Pham et al. (2024) used
LLMs to generate topics from a sample of doc-
uments and to merge repeated entries from
a given list of topics. Building on this ef-
fort, LLMs can be used to obtain better clus-
ter representatives for each cluster, instead of
choosing the MC closest to the cluster cen-
troid. Similarly, as LLMs continue to support
longer context windows, future work could
explore their ability to directly de-duplicate
lengthy lists of MCs through prompting.

2. In this work, we have considered several dif-
ferent prompts motivated by educational ma-
terial. However, alternative prompting strate-
gies are possible. For example, chain-of-
density prompting (Adams et al., 2023), which
focuses on entity-focused summarization by
including all mentioned characters and entities
in the narrative, could be used for generating
MCs. Since our prompt ensemble approach
is not constrained to the specific prompts con-
sidered in our work, such alternative prompts
can be easily integrated with our approach.
These prompts may also capture different nar-
rative aspects and potentially improve overall
performance.

3. Our recall evaluator is based on LLM-
prompting and struggles with longer prompts.
However, using LLMs for evaluation is an
active area of research (Li et al., 2025), and
improving recall evaluator via task-specific
fine-tuning (Tang et al., 2024) or in-context
learning can be interesting future work.

4. Our approach currently uses open-weight
LLMs accessed via paid APIs, and thus can be
expensive when analyzing a large number of
stories. Future work can explore fine-tuning
smaller models or examining the capabilities
of smaller models on this task, to reduce the
cost considerations.

9 Ethics Statement

Our work is in line with the ACL Ethics Policy. The
text and appendix outline all the models, datasets,
and evaluation methodologies used in this research.
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publicly available or used with the appropriate con-
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A Appendix

A.1 MC generation prompts
Figures 5–11 show the different prompts used for
generating MCs.

Suppose you are a story reteller. Use the following five finger retell strategy to
identify the main concepts in the given story.

Five finger retell strategy:
1. Thumb - Somebody (Who are the characters?)
2. Pointer - Wanted (What do they want?)
3. Tall Finger - But (What was the problem?)
4. Ring Finger - So (What was the solution?)
5. Little Finger - Then (How did the story end?)

Story: {}
Please provide a list of main concepts mentioned in the above story using the
five finger retell strategy.

Figure 5: Five finger retell prompt used for generating
MCs.

Suppose you are a story reteller. Use the following 5 W’s retell strategy to
identify the main concepts in the given story.

Five W’s retell strategy:
1. Who?
2. What?
3. When?
4. Where?
5. Why?

Story: {}
Please provide a list of main concepts mentioned in the above story using the 5
W’s retell strategy.

Figure 6: 5W’s prompt used for generating MCs.

Suppose you are a story reteller. Use the following 5 W’s, 1 H retell strategy to
identify the main concepts in the given story.

5 W’s, 1 H retell strategy:
1. Who is the story about?
2. What did they do?
3. When did the action take place?
4. Where did the story happen?
5. Why did the main character do what s/he did?
6. How did the main character do what s/he did?

Story: {}
Please provide a list of main concepts mentioned in the above story using the 5
W’s, 1 H retell strategy.

Figure 7: 5W’s 1H prompt used for generating MCs.

A.2 Recall evaluation Prompts
Figure 12 provides the prompt used for recall com-
putation using GPT4o.

Suppose you are a story reteller. Use the following 7-unit story grammar to
identify the main concepts in the given story.

7-unit story grammar:
1. Setting
2. Characters in the story
3. Initiating Event [IE] – event that sets off the story’s events – will cause the
protagonist to respond in some way, evokes an immediate response
4. Internal Response [IR] – reaction of protagonist to the initiating event. It can
be expressed in dialogue, e.g., oh no! expresses an internal response
5. Internal Plan [IP] of protagonist to deal with the IE
6. Attempt [ATT] to obtain the goal
7. Outcome or Consequence of the attempt

Story: {}
Please provide a list of main concepts mentioned in the above story using the
7-unit story grammar.

Figure 8: 7-unit story grammar prompt used for gener-
ating MCs.

Suppose you are a story-reteller, generate a list of main concepts to help me
understand the story.

Story: {}

Figure 9: Help me understand prompt used for generat-
ing MCs.

Suppose you are a story reteller. Please identify one plot point in the given story
in 30 words or less.

Story: {}

Figure 10: One plot point prompt used for generating
MCs.

Suppose you are a story reteller. Please identify two plot points in the given
story in 60 words or less.

Story: {}

Figure 11: Two plot point prompt used for generating
MCs.
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First, I will give you a list of main concepts. Then, I will give you a numbered list of candidate concepts. For each candidate concept, indicate whether it is supported by the list of
main concepts. If it is supported, provide the span of text from the main concepts that support your answer; otherwise, provide an explanation of why it is not supported. Based on
your explanation, predict “yes” or “no” for each candidate concept. Output your response by numbering the candidate concepts in the order they are presented.
Provide output in the following format exactly:

{{"MC": 1, "span": explanation, "is_supported": "yes" or "no"}},

{{"MC": 2, "span": explanation, "is_supported": "yes" or "no"}},
...

Main Concepts:
{generated_concepts_str}

Candidate Concepts:
{gold_concept_str}

Only provide the output in the specified format and nothing else (e.g., introductory texts, explanations, or reasons).

Figure 12: Recall evaluation prompt
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