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Abstract

Large Language Models (LLMs) excel at text
summarization, a task that requires models to
select content based on its importance. How-
ever, the exact notion of salience that LLMs
have internalized remains unclear. To bridge
this gap, we introduce an explainable frame-
work to systematically derive and investigate in-
formation salience in LLMs through their sum-
marization behavior. Using length-controlled
summarization as a behavioral probe into the
content selection process, and tracing the an-
swerability of Questions Under Discussion
throughout, we derive a proxy for how models
prioritize information. Our experiments on 13
models across four datasets reveal that LLMs
have a nuanced, hierarchical notion of salience,
generally consistent across model families and
sizes. While models show highly consistent
behavior and hence salience patterns, this no-
tion of salience cannot be accessed through
introspection, and only weakly correlates with
human perceptions of information salience.1

1 Introduction

Large Language Models (LLMs) significantly ad-
vanced text synthesis tasks, including text sum-
marization, which they perform well even under
zero-shot conditions (Goyal et al., 2023; Zhang
et al., 2024). The nature of the summarization task
requires models to do content selection: picking
the most salient pieces of information for inclusion
in a summary (Mani and Maybury, 1999). How-
ever, it remains unclear what underlying notion of
salience the models have internalized.

Prior work investigated information salience
from several angles. Theories of discourse struc-
ture have been used to induce content salience
(Marcu, 1999; Louis et al., 2010), and a large body
of summarization research uses word distribution

1We release code, model outputs and human annotations
at https://github.com/jantrienes/llm-salience.

or centrality as the main signal for content selec-
tion (Nenkova and McKeown, 2012; Nazari and
Mahdavi, 2019). Peyrard (2019) laid out a theo-
retical perspective for content salience in summa-
rization, though the exact notion remains largely
latent and aloof; rather, pre-LLM summarization
work uses human summaries as supervision signals
to learn what to include (Gehrmann et al., 2018;
Chen and Bansal, 2018; Liu and Lapata, 2019, in-
ter alia). Yet, none of these accounts explains why
LLM zero-shot summarization works so well on
the one hand, while missing key elements on the
other (Kim et al., 2024; Trienes et al., 2024; Huang
et al., 2024).

To begin to make sense of this behavior, we
need to understand how models internalize salience:
whether it is a consistent notion within and across
models, how they prioritize information, and
whether LLMs’ notion of salience aligns with prior
theories or human intuitions.

In this paper, we present a novel explainable
framework to systematically derive and investigate
LLMs’ grasp of information salience through their
summarization behavior. Our method combines
two key ideas. First, we can use length-constrained
summarization (Fan et al., 2018; He et al., 2022) as
a behavioral probe into the content selection pro-
cess of LLMs. Intuitively, when there is a limited
length budget for a summary, we posit that the least
important information is dropped first.

Second, we can describe what is salient as the
answerability of domain-relevant Questions Under
Discussion (QUDs; Van Kuppevelt, 1995; Benz
and Jasinskaja, 2017; Wu et al., 2023a). QUDs can
be thought of as representations of a coherent unit
of information in the form of information-seeking
questions, e.g., Who are the participants of this
study? We use such questions — and hence their
answers extracted from documents, according to
alternative semantics (Hamblin, 1973; Karttunen,
1977; Groenendijk and Stokhof, 1984) — as the
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improvements in physical and social functioning 
were observed in the exercise group, but no 
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Q2: What kind of patients were studied?

Document-answer claims:
✓ Patients with chronic Chagas cardiomyopathy (CCC)
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✗ … without or with heart failure symptoms
✗ … CCC stages B2 or C, respectively.
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Corpus of |D| documents
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Figure 1: Framework overview, conceptualizing content salience as question answerability. Left: Given a corpus, we
derive questions that are typically answered in summaries. Length-controlled summarization acts as a probe into the
content-selection process of LLMs. Question paraphrases are clustered by semantic intent. Middle: Answerability
is calculated as the fraction of document-answer claims entailed by the summary. Right: The content salience map
tracks answerability at each summary length. More salient questions remain answerable even in shorter summaries.

primary unit of analysis, making our framework
interpretable and customizable.

Taken together, by gradually decreasing the
length budget available for a summary and by sys-
tematically tracing question answerability through-
out, we can derive a proxy for how models prioritize
information. See Figure 1 for an overview.

Using this framework (§ 2), we empirically study
LLMs’ content selection behavior, and its align-
ment with perceived notions of salience. Through
experiments on 13 models and four datasets (§ 3),
we aim to answer the following research questions:

RQ1 What notion of salience have LLMs learned
in different domains?

RQ2 Do LLMs of different families/sizes have a
similar notion of salience?

RQ3 When models introspect, does their per-
ceived notion of salience align with their
summarization behavior?

RQ4 To what extent does model salience align
with human perceived salience?

We find that LLMs have a nuanced notion of
salience prioritizing information hierarchically
across summary lengths (§ 4.1). Also the notion of
salience is generally compatible between models
even of different families and sizes, though more
recent/bigger LLMs correlate more strongly with
GPT-4o (§ 4.2). Furthermore, models show highly
consistent behavior and hence notions of salience,
but it cannot be elicited through introspection (i.e.,
directly prompting for salience of topics; § 5.2).
Lastly, we find that model behavior only weakly
aligns with human perceptions of salience (§ 5.2).

2 Method: Analyzing Content Salience

To analyze content salience we need a way to both
observe what content models consider important
(§ 2.1), and to describe it in an interpretable manner
(§ 2.2). Figure 1 illustrates the framework.

2.1 Length-constrained Summarization as a
Content Salience Probe

To elicit content-selection decisions from mod-
els, we use length-constrained summarization as
a probe. Our key intuition is that, under a limited
length budget, well-behaving models will drop the
least important information first, while preserving
the most salient content.

Summary Generation. Given a corpus D, and
a set of target lengths L specified in words, we
generate summaries S = {sd,l | d ∈ D, l ∈ L}
for all documents and length targets. We consider
L = {10, 20, 50, 100, 200} to capture a range of
typical summary lengths.

Tracing Content-selection Decisions. To under-
stand how summary content changes with vary-
ing length budgets, we introduce Content Salience
Maps (CSMs) as a structured representation to sys-
tematically track the inclusion and exclusion of
topics. Formally, let T be a set of topics of interest,
and let f : T × S → [0, 1] be a function that mea-
sures to what extent topic t is present in summary
s. For a document d, CSM(d) is a |T |× |L| matrix,
where each entry is defined as:

CSM(d)t,l = f(t, sd,l). (1)
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We define the corpus-level CSM(D) as the average
of document-level measurements:

CSM(D)t,l =
1

|Dt|
∑

d∈Dt

f(t, sd,l), (2)

where Dt is the set of documents that contain topic
t. We also define topic prevalence as |Dt|/|D|, rep-
resenting the fraction of documents in the corpus
that contain topic t.

Below, we describe a concrete instantiation of
this framework, where the set of topics T is rep-
resented as QUDs, and the inclusion measure f is
defined as question answerability. However, we
note that the framework is highly customizable in
terms of the definitions of T and f .

2.2 Question-based Content Analysis
We represent the topics t ∈ T as Questions Un-
der Discussion (QUD), a linguistic representation
for topics in discourse (Van Kuppevelt, 1995). In
our setup, each QUD represents a possible answer
space across different documents in the same genre.
This aligns with alternative semantics, where ques-
tions are viewed as the set of possible answers
(Hamblin, 1973; Karttunen, 1977; Groenendijk and
Stokhof, 1984). In addition to the interpretability
provided by natural language questions, we can
also quantify content salience through question an-
swerability: questions which remain answerable
even with shorter summaries are more salient than
questions which can only be answered with longer
summaries. Below (also Algorithm 1), we describe
a four-step pipeline to implement this approach.

Step 1: Question Generation. We design a
question-generation prompt inspired by (Laban
et al., 2022). Given summaries of varying lengths
from a random sample of documents, we prompt an
LLM to generate n questions which each summary
answers in a unique way. The prompt specifies
two requirements: (1) the questions should be an-
swerable by most documents in the given genre,
and (2) they should highlight meaningful differ-
ences between summaries of different lengths (full
prompt in Appendix G). For example, in movie
reviews, most summaries will answer questions
such as “What is the main plot of the movie?”, but
naturally the answers will be different for each re-
view. We repeat this process for all documents and
associated summaries in the corpus.2

2We ran question generation over GPT-4o, Llama 3.1 (8B),
and Mistral summaries. As the resulting questions were highly
similar, we did not include additional models.

Algorithm 1 Content Salience Map (CSM) Derivation

Input: Corpus: D = {d1, d2, ..., d|D|}
Lengths: L = {10, 20, 50, 100, 200} (words)
Models: MSum,MQG,MEmb,MQA,MClaimSplit,MNLI

Output: Corpus-level CSMD

1: for (d, l) ∈ D × L do ▷ Step 0: Summarization
2: S[d, l]←MSum(d, l)

3: for d ∈ D do ▷ Step 1: Question Generation
4: Q← Q ∪MQG(d, S[d, :])

5: T ← Cluster(MEmb(Q)) ▷ Step 2: Question Clustering
6: T ← ManualReview(T )
7: T ← SelectClusterRepresentatives(T )

8: for (d, t) ∈ D × T do ▷ Step 3: QA and Claim Split
9: ansref ←MQA(d, t)

10: if ansref ̸= ∅ then A[d, t]←MClaimSplit(ansref)
11: else A[d, t]← ∅

12: for (t, l) ∈ T × L do ▷ Step 4: Answerability
13: for d ∈ D do
14: s,At ← S[d, l], A[d, t] ▷ (summary, claims)
15: CSMd[t, l]← avg([MNLI(a, s) | a ∈ At]) ▷ Eq. 3
16: Dt ← {d ∈ D ∧A[d, t] ̸= ∅}
17: CSMD[t, l]← avg([CSMd[t, l] | d ∈ Dt]) ▷ Eq. 2
18: return CSMD

Step 2: Clustering. We then cluster questions
with the same semantic intent. For instance, “Is
the soundtrack effective?” and “How does the
music contribute to the film’s atmosphere?” are
considered equivalent, as they ask for the same in-
formation. We select the question closest to the
mean embedding of each cluster as its representa-
tive. These questions form the topics T .

Step 3: Question-Answering and Claim Decom-
position. For each (original document, question)

pair, we first obtain a reference answer using a QA-
model. We then decompose each answer into a set
of atomic claims At (see Figure 1 for an example).
These claims support the answerability calculation
(described next), and a fine-grained analysis of sum-
mary similarity and consistency through claim en-
tailment patterns (§ 4.2).

Step 4: Answerability Estimation. We measure
how well a summary answers a question by the
fraction of reference answer claims it entails. This
naturally accounts for questions that are only partly
answerable with a given summary. Formally, let
At be the set of answer claims for a given question.
The answerability score is then calculated as:

f(t, s) =
1

|At|
∑

a∈At

e(a, s), (3)

where e : A × S → {0, 1} is a natural language
inference (NLI) model that determines if claim a is
entailed (1) or not entailed (0) by summary s. This
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Statistic RCT CL Astro QMSum

Documents 200 185 106 90
Words/doc 290 459 703 10,837

Questions 21 14 13 10
Answered/doc 84.1% 86.2% 96.5% 91.9%
Words/answer 30.9 53.0 70.3 161.5
Claims/answer 6.5 11.4 12.4 29.6
Claims (total) 23,124 25,353 16,430 24,459

Table 1: Dataset overview. Number of words is calcu-
lated as whitespace-separated tokens.

practice of claim-entailment is commonly used in
similar settings such as fact checking (Kamoi et al.,
2023; Min et al., 2023; Stacey et al., 2024).3

Implementation. For question generation, we
found it necessary to use a strong model (i.e.,
GPT-4o). For clustering, following Lam et al.
(2024), we represent questions using sentence em-
beddings (Reimers and Gurevych, 2019), followed
by a dimensionality reduction and density-based
clustering with HDBSCAN (McInnes et al., 2017)
which requires minimal parameter tuning and does
not presuppose a fixed number of clusters.4 Af-
ter an initial round of clustering, we found several
overlapping clusters which were merged manually.
For question-answering and answer-claim splitting,
we use Llama 3.1 8B (see Appendix G for the
prompts). For claim entailment, we use the effi-
cient MiniCheck (Tang et al., 2024).

3 Experimental Settings

Datasets. We analyze LLM salience across sev-
eral technical and scientific domains using four
datasets (Table 1). We designed slightly unconven-
tional summarization tasks because of their limited
“oracle” summaries in common LLM training data.
This allows us to analyze how LLMs handle texts
without strong priors, and how salience judgments
vary across genres and discourse types (technical
writing, academic discourse, and dialogue).

(1) Randomized Controlled Trials (RCT). We
draw a random sample of 200 abstracts of RCTs
published Jan–Apr 2024 from PubMed. These doc-
uments follow established conventions to describe
the conduct and outcomes of clinical studies. The
task is to further summarize the abstracts.

3Since longer answers tend to include more claims, answer
length may affect salience scores. In practice, we observe a
weak negative relationship (see discussion in Appendix D).

4We use all-mpnet-base-v2 for sentence embeddings,
UMAP for dimensionality reduction, and cluster with HDB-
SCAN (leaf clustering, min size = 15, defaults: ϵ = 0, α = 1).

(2) Computation and Language (CL). The sec-
ond task is to summarize the related work sections
of NLP/CL papers published on arXiv. Although
CL paper summarization is common, summarizing
the related work section itself is not. We convert
raw LaTeX sources to Markdown and only consider
documents up to 2,000 tokens to fit the context win-
dow of smaller models. A random sample of 185
documents published in October 2024 is drawn.

(3) Astrophysics (Astro). The third dataset con-
tains discussion sections of astrophysics papers
published on arXiv. These documents interpret key
results of theoretical and empirical astrophysics
research. Similar to the CL portion, summariz-
ing only the discussion sections is uncommon. A
random sample of 106 documents is drawn, with
pre-processing analogous to CL.

(4) Meetings (QMSum). Lastly, we consider
meeting transcript summarization. We randomly
sample 90 documents balanced across three do-
mains from QMSum (Zhong et al., 2021): product
design, research and political discussions. We for-
mat transcripts as [Speaker]: [Utterance] turns, sep-
arated by newlines. We only experiment with long-
context models (≥ 32k tokens) on this dataset.

Summarization Models. We experiment with
13 LLMs of different scales: OLMo (7B; 02/24,
07/24; Groeneveld et al., 2024), Mistral (7B;
v0.3; Jiang et al., 2023), Mixtral (8x7B; v0.1,
Jiang et al., 2024), Llama 2 (7B, 13B, 70B;
Touvron et al., 2023), Llama 3 (8B, 70B), and
Llama 3.1 (8B, 70B; Grattafiori et al., 2024). For
API-based models, we use GPT-4o-mini (07/24)
and GPT-4o (08/24; OpenAI et al., 2024). We also
include 3 baselines to contextualize results: Lead-
N, Random and TextRank (Mihalcea and Tarau,
2004), all adjusted to meet summary length budgets.
To assess consistency across multiple rounds of de-
coding, we generate 5 summaries per document and
target length with temperature τ = 0.3. We use a
zero-shot summarization prompt (Appendix G).

Before analyzing salience in these models, we
validate two key assumptions: (i) generated sum-
maries should approximately meet the target length,
and (ii) longer summaries should expand on shorter
ones (“incremental consistency”). Additionally, we
analyze how greater τ affect those criteria. Our
analysis confirms that models largely meet above
criteria, with newer and bigger models showing
better length control. Higher τ results in stable
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Q1. What is the main focus of the study?
Q2. Which patient population is the study

concerned with?
Q3. What condition is being addressed in

the study?
Q4. What is the participant demographic or

characteristics in the study?
Q5. What was the main intervention used in

the study?
Q6. What are the significant benefits of

the intervention?
Q7. What are the specific biological

markers influenced by the intervention?
Q8. What specific treatments were compared

in the study?
Q9. What specific metrics or outcomes were

measured?
Q10. What was the study design or setting

of the trial?
Q11. What are the detailed findings

regarding adverse events or side effects?
Q12. What significant statistical results

are reported?
... (9 additional rows) ...
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... ... ... ... ...
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.24 .24 .33 .49 .75

.22 .22 .27 .40 .68

.36 .36 .43 .62 .84

.20 .20 .27 .44 .71

.20 .20 .25 .40 .68

.14 .14 .17 .22 .40

.14 .14 .21 .43 .76

... ... ... ... ...

TextRank
.28 .50 .77 .89 .95

.21 .34 .49 .70 .88

.37 .52 .65 .79 .88

.13 .18 .29 .55 .74

.13 .27 .56 .72 .87

.18 .32 .55 .70 .87

.06 .14 .32 .55 .76

.13 .24 .48 .71 .89

.05 .13 .35 .54 .82

.03 .08 .27 .64 .88

.05 .12 .38 .54 .68

.05 .10 .24 .41 .69

... ... ... ... ...

GPT-4o
.29 .56 .80 .89 .93

.24 .44 .57 .70 .82

.36 .56 .69 .78 .87

.12 .21 .34 .53 .64

.16 .30 .55 .68 .82

.16 .29 .52 .66 .80

.03 .08 .30 .43 .66

.13 .22 .45 .66 .80

.04 .11 .32 .45 .66

.03 .08 .25 .54 .70
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... ... ... ... ...

Llama 3.1 (70B)

Average .84
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.13 .13 .22 .44 .68

10 20 50 100 200

.26 .26 .32 .47 .70

10 20 50 100 200

.12 .23 .43 .62 .81

10 20 50 100 200

.11 .22 .42 .57 .71

Figure 2: Corpus-level content salience map for RCT summaries by four methods (continued in Figure 11).

average summary length at the corpus level, but
greater length variance at the document level (up
to 10% difference), along with a slight decline in
incremental consistency (details in Appendix A).

4 Observed Salience

4.1 RQ1: What notion of salience have LLMs
learned in different domains?

To understand how LLMs prioritize different infor-
mation, we consider average question answerabil-
ity as a proxy for salience. We show the results
for the RCT dataset as a representative example in
Figure 2, and include other datasets in Appendix B.

Models prioritize information hierarchically.
We observe a clear hierarchy in how information
is prioritized across summary lengths. For exam-
ple, fundamental aspects such as the focus of a
study (Q1), and the condition being treated (Q3)
consistently achieve higher scores, even at 10-word
summaries. In contrast, more specific and technical
information like the study design (Q10) and the sta-
tistical significance of results (Q12) are primarily
discussed in longer summaries (≥ 100 words).

Information frequency is not in itself predic-
tive of salience. When we consider how frequently
a question is answered by documents in the corpus
(leftmost column of Figure 2), we find that even
relatively rare questions such as biological markers
and adverse effects (Q7/11, prevalence 40%/26%)
maintain a consistent representation in summaries.
This suggests that LLMs do not simply prioritize
information based on its frequency in a genre.

Summaries progressively get more detailed,
and information density differs across models.
As expected, longer summaries consistently in-
clude more information as shown by the higher
average answerability (bottom row in Figure 2).
However, the absolute scores differ across models.
GPT-4o has a notably higher answerability score
than Llama 3.1, particularly at longer summaries
(0.81 vs. 0.71 at the 200-word length). Given that
both models generate summaries of similar lengths
(cf. Figure 5), this suggests that GPT-4o conveys
information more efficiently.

4.2 RQ2: Do LLMs of different families and
sizes have a similar notion of salience?

We want to understand to what extent different
models (e.g., families, scales) have a shared notion
of information salience in a given domain. We de-
fine a fine-grained similarity metric that compares
models’ content-selection decisions.

Intuitively, two models are more similar if their
summaries include the same answer claims. More
formally, for each summary length l, we compile
all atomic claims derived from question-answers
along with their entailment labels (cf. § 2.2). These
form a binary vector vM,l indicating which claims
model M includes in its summaries. We then mea-
sure agreement between two models using Krippen-
dorff’s alpha: α(vM1,l,vM2,l). This claim-level
agreement metric is stricter than comparing aggre-
gate answerability scores, as it requires models to
consistently include or exclude the same claims at
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Figure 3: Do LLMs share a similar notion of salience? Heatmaps show agreement of content-selection at the
atomic-claim level (Krippendorff’s α). Dashed bounding boxes indicate models of the same family. The diagonal
shows self-agreement over multiple generations. Top row: RCT, Bottom row: CL.

each summary length.5 Figure 3 shows the model-
model agreement for the RCT and CL datasets.

High agreement across multiple runs suggests
models apply salience notion consistently. The
diagonal in Figure 3 shows the average pairwise
agreement across 5 model runs. Overall, self-
agreement is the highest for RCT (≈ .80), while it
is slightly lower for CL, Astro and QMSum (≈ .75).
We observe a slight decline in self-agreement as
the summary length increases. We hypothesize that
each document has a tail of medium- to low-salient
topics which may or may not be included as the
length budget gives more “freedom” to the models.

In sum, high self-agreement suggests that mod-
els apply salience consistently, which is beneficial
for downstream users who depend on predictable
summarization behavior. Additionally, this result
serves as a validation of our method and enables
the following cross-model analyses which would
be meaningless without high self-agreement.

Models of the same family or size do not con-
sistently have a higher agreement than any other
model. We next inspect the off-diagonal agree-
ments, comparing one model family with another
model family. Overall, we find that within-family
agreement is not consistently higher than cross-
family agreement. While there are isolated cases
of a higher within-family agreement (e.g., Llama
3.1 and GPT-4o on RCT), this trend cannot be con-
firmed for all families and datasets.

Agreement by summary length and with GPT-
4o-mini. We observe that certain summary-lengths

5In contrast, similar answerability scores can result from
selecting a similar number of claims.
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Figure 4: Agreement with GPT-4o-mini, averaged over
all datasets and summary lengths.

have higher agreement than others, though the peak
is different for each dataset (e.g., agreement on
RCT is highest for 50 word summaries, whereas on
CL it peaks at 100 words). There could be a “natu-
ral” summary length for each dataset where model
more easily agree. Lastly, we find that more recent
and bigger models agree better with GPT-4o-mini
which suggests a clear scaling effect and that open-
weights models are getting closer in capabilities to
large proprietary models (Figure 4).

5 Perceived Salience and Alignment

In addition to the observational salience analysis,
we elicit perceived salience by having humans and
models directly rate the salience of each question.
This study has two purposes: (1) to understand
whether model behavior aligns with human expec-
tations, and (2) to see if the summarization behavior
of LLMs can be approximated by direct prompting.
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5.1 Setup

Human salience annotation. We recruited 18 ex-
perts across the four domains through our network
(3 for RCT, and 5 each for Astro, CL, QMSum).6

Experts rated the relative salience of each question
on a 5-point Likert scale (ranging from 1: least
important, to 5: most important). Annotators were
asked to motivate their rating through a brief ra-
tionale to encourage thoughtful judgments and to
allow post-hoc analysis of their decision-making
process. To establish a shared understanding be-
tween annotators of what content a question may
elicit, each question is accompanied by an exam-
ple answer from a randomly drawn document in
the domain. To ensure high annotation quality, we
conducted two pilot rounds with four annotators to
refine our annotation guidelines (see Appendix H).

Importantly, the human annotations cannot be re-
garded as a gold standard for salience. The ratings
represent how humans perceive question salience,
which may not be reflective of how humans actu-
ally write summaries. As an initial step toward
analyzing human salience through summarization
behavior, we explore the application of our frame-
work to human-written summaries in Appendix E.

Model-based salience ratings (LLM-perceived).
We prompt LLMs to directly rate question salience.
The prompt includes the question list for a given do-
main and instructions that closely mirror the human
annotation guidelines to allow for direct compari-
son (i.e., 5-point Likert scale and rationales). Each
model is prompted 5 times with a shuffled ques-
tion list to mitigate position bias and to quantify
consistency. See Appendix G for the full prompt.

Analysis method. We use Spearman’s rank cor-
relation coefficient (ρ) to quantify alignment be-
tween three measures: human-perceived salience,
LLM-perceived salience (both 5-point Likert), and
LLM-observed salience (continuous [0, 1]).7 For
groups with multiple ratings, we report averaged
pairwise correlation and test for statistical signif-
icance with the harmonic-mean p-value (Wilson,
2019).

Human correlation. Inter-human correlation
varies by domain, with meeting summarization

6Trained physicians (RCT), graduate students/faculty (As-
tro), and graduate students (CL, QMSum) based in US/Europe.

7We take observed salience scores at the 200-words sum-
mary length which correlated on average most strongly with
human salience. Other scores are explored in Appendix C.

Dataset Questions Raters Spearman Std.

QMsum 10 5 0.60∗ 0.18
RCT 21 3 0.46∗ 0.06
CL 14 5 0.26∗∗ 0.29
Astro 13 5 0.16 0.44

Table 2: Inter-annotator correlation for question salience
rating. Significance: ∗ (p < 0.05) and ∗∗ (p < 0.01).

(QMSum, ρ = 0.60) and RCT abstracts (ρ = 0.46)
showing a moderate to strong correlation (Table 2).
These domains presumably have established con-
ventions about summary content. In contrast, cor-
relation is weak for summarization of related work
(CL, ρ = 0.26) and discussion sections (Astro,
ρ = 0.16). Documents in these domains may vary
significantly in the type of content they present (i.e.,
certain questions may be more relevant to theoret-
ical vs. empirical papers). While our annotation
protocol aims to control for this aspect through the
example answers by question, there remains anno-
tator subjectivity related to their personal interests.

5.2 Results

To understand if LLMs can reliably rate question
salience, we study three conditions. First, as a
reference point, we measure consistency of the
observational and perceived salience measures es-
timated over 5 model runs (LLM-observed, LLM-
perceived). Second, we study the correlation of
LLM-perceived and LLM-observed to measure
if models’ explicit ratings align with their sum-
marization behavior (RQ3). Third we correlate
LLM-derived salience in human perceived salience
(RQ4). We report results for the three conditions in
Table 3 and provide qualitative examples in Table 4.

RQ3: When models introspect, does their per-
ceived notion of salience align with their sum-
marization behavior? LLMs have strong and
consistent implicit notions of salience, but they are
unreliable when explicating these preferences in
rating tasks. We detail these observations below.

Observational salience is highly stable. We
find that observational question salience leads to
highly stable scores for all models (ρ ≥ 0.98). This
suggests that LLMs’ underlying summarization
process is highly deterministic despite the stochas-
tic nature of language models. Also, it suggests
that our proposed approach is a reliable tool for
analyzing model behavior.

Models fail to have consistent perceived
salience. We find that the consistency of direct
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Measure Random OLMo Mixtral Llama3.1
8b Llama3.1

70b 4o-mini 4o Average

Consistency of Salience Estimates
LLM-perceived −0.05 0.20∗ 0.54∗∗ 0.37∗ 0.71∗∗ 0.73∗∗ 0.76∗∗ 0.47∗∗

LLM-observed 0.92∗∗ 0.99∗∗ 0.99∗∗ 0.98∗∗ 0.99∗∗ 0.98∗∗ 0.98∗∗ 0.97∗∗

Correlation of Salience Estimates
LLM-perceived vs. -observed 0.03 0.12 0.37∗ 0.36∗∗ 0.47∗ 0.56∗∗ 0.50∗ 0.35∗

Correlation of Model and Human Salience
LLM-perceived vs. Human 0.07 0.16 0.41∗ 0.31∗ 0.46∗∗ 0.51∗∗ 0.53∗∗ 0.35∗∗

LLM-observed vs. Human 0.20 0.25 0.33∗ 0.35∗ 0.36∗ 0.34∗ 0.25 0.30∗

Table 3: Spearman rank correlations between salience estimates, averaged across datasets. Per-dataset values in
Table 6. Significance: ∗ (p < 0.05) and ∗∗ (p < 0.01); row-wise maxima are bolded.

Question Lo/Lp/H Æ Rationale LLM-perceived ² Rationales Human

(#1, RCT ­) What
significant statistical re-
sults are reported?

2.5/4.0/5.0 Statistical results are essential
for assessing the validity and
reliability of the findings.

(H{1,2,3} = 5) Main outcome that physicians are looking for;
very important to be included as measure of success; without
it reporting is lacking

(#2, Astro ⋆) What
broader context or field
does the study con-
tribute to or address?

4.6/3.4/2.4 Understanding the broader con-
text helps situate the study
within the larger scientific dis-
course.

(H{2,5} = 1) not relevant, experts would fill context; (H1
= 3) inferable from another question; (H3 = 4) context is
important although not always addressed; (H4 = 3) Situating
findings within literature, existing models or theories is
important

(#3, RCT ­) What
was the main interven-
tion used in the study?

4.2/4.8/5.0 The main intervention is central
to understanding the study’s fo-
cus and findings.

(H{1,2,3} = 5) determines whether study influences decision
making; part of PICO therefore fundamental; essential for
communicating purpose/focus of the trial

Table 4: Example questions, salience scores by LLM-observed (Lo, rescaled to 1-5), LLM-perceived (Lp), humans
(H) and summarized rationales. Additional examples in Table 7.

salience ratings varies significantly for all mod-
els and datasets. Generally, strong instruction-
following models have more consistent perceived
salience than weaker models (avg. ρ ranges from
0.20 for OLMo to 0.76 for GPT-4o). This finding
mirrors recent results in the LLM-as-a-judge litera-
ture which demonstrated instability in ratings due
to various factors including position bias (Wang
et al., 2024; Stureborg et al., 2024).

Perceived ̸= observed salience. Lastly, we
find only a weak to moderate correlation between
perceived and observed salience (highest: avg.
ρ = 0.56 for GPT-4o-mini, lowest: ρ = 0.12
for OLMo). Again, stronger instruction-following
models show higher correlations, indicating a clear
scaling effect. This gap echoes broader findings
where generative abilities may not reflect an under-
lying understanding in models (West et al., 2024).

RQ4: To what extent does model salience align
with human perceived salience? We find that
both LLM-salience estimates only show a weak
to moderate correlation with human salience per-
ception. Direct rating for question salience corre-
lates more than observed salience (highest LLM-
perceived: avg. ρ = 0.53 for GPT-4o, highest
LLM-observed: avg. ρ = 0.36 for Llama 3.1

70B). Weak correlation between models and hu-
mans holds for all dataset, also those where humans
agree more strongly among themselves (Table 6).

In sum, LLM users should carefully consider if a
model is appropriate for their summarization task,
or provide explicit signals about content priority
through prompts or during model training.

6 Related Work

Evaluating and Interpreting Summarization.
Recent work suggests that LLMs match or surpass
human performance in news summarization (Zhang
et al., 2024). However, traditional evaluation
protocols remain unreliable especially for LLM-
generated summaries (Fabbri et al., 2021; Goyal
et al., 2023). This spurred interest in analyzing
summarization model behavior. Studies found bi-
ases towards content near the beginning/end of doc-
uments (Ravaut et al., 2024; Laban et al., 2024).
Others analyze training dynamics of summariza-
tion models to identify when skills like content
selection are learned (Goyal et al., 2022). Extract-
then-abstract pipelines (Gehrmann et al., 2018;
Li et al., 2021) aim for interpretable text summa-
rization but this interpretability is limited to the
document-level (Dhaini et al., 2024). Our research
complements prior work by providing a global in-
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terpretation of what topics LLMs consider impor-
tant through the lens of text summarization.

Explainable Topic Modeling. Our analysis
method draws inspiration from the interpretable
topic modeling literature. While classical topic
models such as LDA (Blei et al., 2003) have long
been used to explain latent themes in text corpora,
they are often difficult to interpret (Chang et al.,
2009). Recent work showed that LLMs can effec-
tively be used to generate natural language descrip-
tions of latent themes in text mining, clustering and
concept induction workflows (Pham et al., 2024;
Zhong et al., 2024; Wang et al., 2023; Lam et al.,
2024). Our framework uses LLMs to describe
salient summary content in form of information-
seeking QUDs. The use of QUDs as a represen-
tation of information units was shown successful
in a wide range of tasks (Newman et al., 2023; La-
ban et al., 2022; Trienes et al., 2024; Wu et al.,
2023b). Finally, in the context of summarization,
our work shares theoretical foundations with Wu
et al. (2024), who explore human curiosity through
inquisitive QUDs. They observe that answering
salient questions is a quality indicator for news
summaries.

7 Conclusion

We propose an interpretable framework to system-
atically derive and analyze LLMs’ notion of infor-
mation salience, a previously latent concept that
is nonetheless crucial for text synthesis applica-
tions. Our work builds on two key ideas: using
length-controlled summarization as a behavioral
probe for content selection, and describing what
is salient as the answerability of questions. We
found that LLMs have a highly consistent notion of
salience which is largely compatible across models.
We further found that LLMs cannot directly rate
the salience of questions, and that model salience
weakly aligns with human perceptions. Our work
opens new directions to study how LLM salience
emerges during training, and for diagnosing con-
tent selection challenges in text synthesis tasks.

Limitations

We consider zero-shot prompting with temperature-
based decoding to generate summaries. While
these settings are common defaults for LLM users,
it is conceivable that different prompting styles
(e.g., chain-of-density) or decoding methods influ-
ence salience patterns. Future work should explore

how these techniques affect salience, particularly in
adjacent information-seeking tasks such as query-
based summarization.

While our experiments cover diverse disciplines
(medicine, astrophysics, computational linguistics,
and meetings) and discourse types (structured writ-
ing, academic discourse, and dialogue), the texts
are primarily technical. Since our framework is
designed to be domain-agnostic, we believe it is an
exciting direction for future work to explore less
technical genres such as fiction (Kim et al., 2024).

Our user study assumed a uniform background
and interests among participants, which is a sim-
plification of practical applications. Additionally,
the specialized nature of two tasks (i.e., summa-
rizing related work and discussion sections) may
have contributed to variability in responses, as even
domain experts may not have strong priors on how
these texts should be summarized. Future work
could explore how differences in expertise and
prior knowledge shape perceptions of salience.
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A Length-instruction Following

We analyze to what extent length-controlled sum-
marization is a consistent probe for content selec-
tion. Ideally, we expect the following behavior of
summarization models: (1) the generated summary
length matches approximately the target length, and
(2) as we increase the length budget, summaries
should provide all content of the shorter version in
addition to expanding on it. We define two mea-
sures for these desiderata.

Target length ratio (TLR). We quantify the
length deviation of a generated summary (sl) from
the target word count (l) as follows:

TLR(sl) =
|sd,l|
l

. (4)

Where | · | is the summary length (whitespace sepa-
rated tokens). A value of 1 indicates perfect length
match, while values greater or smaller than 1 indi-
cate over- or under-generation, respectively.

Incremental consistency (IC). Longer sum-
maries should contain a proper superset of claims
found in the adjacent shorter version. Formally, for
each document d and topic t recall that we have a
set of atomic claims At (§ 2.2). We first identify the
set of claims that are entailed at least once across
any summary length:

Aentailed(d, t) = {a ∈ At | ∃l ∈ L, e(a, sd,l) = 1},

where e is an NLI model indicating whether claim
a is entailed by summary sd,l of length l. Next,
we determine if a claim is included consistently
across increasing summary lengths (monotonicity
condition).

e(a, sd,l1) ≤ e(a, sd,l2) ∀l1 < l2

We then define the set of consistent claims where
this condition holds:

Aconsistent(d, t) = {a ∈ Aentailed(d, t)

| monotonicity holds∀l ∈ L}.
Finally, the overall incremental consistency for
summaries of a corpus D is given as the fraction of
consistent claims:

IC(D) =

∑
d∈D

∑
t∈T |Aconsistent(d, t)|∑

d∈D
∑

t∈T |Aentailed(d, t)|
. (5)

This metric ranges from 0 to 1, where 1 indicates
perfect monotonicity (longer summaries always
include all information found in shorter ones).

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
TLR (Generated Length / Target Length)

Model
OLMo (7B)
OLMo 0724 (7B)
Mistral (7B)
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Llama 2 (13B)
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Llama 3 (8B)
Llama 3 (70B)
Llama 3.1 (8B)
Llama 3.1 (70B)
GPT-4o-mini (07/24)
GPT-4o (08/24)

Figure 5: Distribution of target length ratios over all
generated summaries (aggregating lengths and datasets).

Do models meet the target length? We find that
all models generally undershoot the length target
(Figure 5). However, more recent models match the
target length more closely and consistently, show-
ing a clear scaling effect. The best performing
models are Llama 3.1 and GPT-4o, while OLMo
is unable to follow length-instructions, presumably
because this was not part of the instruction tuning
data. Surprisingly, we do not find substantial differ-
ences across datasets. This suggests that the ability
of models to follow length-instructions is mostly
invariant to the input document length, even if they
are considerably long (e.g., meeting transcripts).
See Figure 10 for an analysis of summary length
stratified by dataset and target length.

How incrementally consistent are summaries?
We report the average incremental consistency by
dataset and model in Figure 6. We observe that
all models are substantially more consistent than
the random summarization baseline. Furthermore,
incremental consistency decreases with more diffi-
cult datasets, likely because there is more freedom
on what content to include in a summary. Simi-
lar to the ability of following length instructions,
we observe a scaling effect where stronger models
have a higher incremental consistency.

Influence of temperature sampling. The main
results in this paper are obtained with a temperature
of τ = 0.3. To assess how temperature affects
summary length and incremental consistency, we
perform a temperature sweep on the RCT dataset
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Figure 6: Incremental consistency by model and dataset.
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Figure 7: Incremental consistency by temperature.

for all open-weights models (20 settings in [0, 1]).
Surprisingly, higher temperatures do not affect the
average summary length on a dataset-level, but lead
to greater variance at the document level (up to 10%
length difference between generations, Figure 9).
Furthermore, higher temperatures lead to a slight
decline in incremental consistency for all models
that adequately follow length instructions (a drop
of 1% to 9%, Figure 7).

Summary. Overall, we find that strong models
are able to follow length-instructions and that they
consistently expand the summary content with in-
creasing length budgets. As our salience analysis
assumes this behavior of models, it may be less reli-
able for weaker models (OLMo, Mistral, Llama 2).

B Salience Analysis

The corpus-level salience analysis for PubMed, As-
tro, CL, and QMSum is given in Figure 11, Fig-
ure 12, Figure 13, and Figure 14, respectively. We
also provide a fully-worked example of the content
salience analysis in Figure 18.
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Figure 8: Correlation of different salience scores with
human salience. Here we aggregate over all LLMs
which showed similar trends.

C Ablation: Salience Score

We analyze how different salience scores derived
from the CSM correlate with human salience. Re-
call that the CSM(D)t,l tracks the average an-
swerability of question t ∈ T at summary length
l ∈ L = {10, 20, 50, 100, 200}. We take raw
salience scores at each summary length. Addition-
ally, we calculate several question-wise aggregate
scores. Intuitively, questions which are more an-
swerable at shorter summaries score higher under
the aggregated scheme. Formally, we aggregate
scores as follows:

CSMagg(D)t =

∑
l∈Lwl · CSM(D)t,l∑

l∈Lwl
,

where wl is a weighting term. We experiment with
three weighting functions: uniform (wl = 1), re-
ciprocal length (wl = 1/l), and logarithmic decay
(wl = 1/ log(1 + l)).

Figure 8 shows the Spearman rank correlation co-
efficient (ρ) with human salience for each salience
score. Overall, we find that all salience scores
correlate similarly with human salience ratings on
RCT and Astro, while the 200 words salience score
correlates most strongly on CL and QMSum.

D Ablation: Effect of Answer Length on
Question Salience

We calculate question salience as the fraction of an-
swer claims entailed by the summary (Equation 3).
Naturally, some questions can be answered suc-
cinctly (e.g., “What is the goal of the study?”)
while others require more elaboration (e.g., “What

23441



Summary RCT Astro CL QMsum

10 words −0.03 −0.11∗∗ −0.07∗∗ −0.22∗∗

20 words −0.10∗∗ −0.17∗∗ −0.10∗∗ −0.31∗∗

50 words −0.18∗∗ −0.21∗∗ −0.19∗∗ −0.36∗∗

100 words −0.26∗∗ −0.28∗∗ −0.22∗∗ −0.41∗∗

200 words −0.31∗∗ −0.31∗∗ −0.26∗∗ −0.45∗∗

Table 5: Spearman rank correlation between answer
length and question salience for summaries generated
by Llama 3.1 (70B). Significance: ∗∗ (p < 0.01).

were the detailed findings?”). This raises the ques-
tion how answer length influences salience. To
better understand this relationship, we compute
the Spearman rank correlation between answer
length (measured in whitespace-separated tokens)
and question salience. Table 5 reports results for
summaries generated by Llama 3.1 (70B), with
similar trends for other models.

We observe a weak negative correlation between
answer length and question salience for shorter
summaries (10–20 words), and a weak-to-moderate
negative correlation for longer ones (≥ 100 words).
This suggests that answer length explains some
variance in question salience, but cannot fully ac-
count for it. A hypothesis is that model-generated
summaries are abstractive, possibly conveying in-
formation more densely than the reference answers.

E Pilot Study: Human Salience in News
Summaries

To test the generality of our framework, we use it
as a tool to analyze the salience notions encoded
in human-written summaries from a standard sum-
marization benchmark. We focus on news articles
from the CNN/DM dataset (Hermann et al., 2015).

Method. First, we run question generation over a
sample of 200 random documents to identify QUDs
for this domain (see Steps 1 and 2 in § 2.2). Next,
we use the resulting questions to analyze human
summaries (see Steps 3 and 4 in § 2.2). Since
each article in CNN/DM has only one reference
summary, we select (document, summary) pairs with
summaries approximating our target lengths of L =
{10, 20, 50, 100, 200} words, allowing for a delta
of ±10%.9 Finally, from each length bucket, we
draw a random sample of 200 (document, summary)

pairs for analysis.
Results. We present the content salience map

for both human and model summaries in Figure 15.
We observe consistent trends in question salience.

9Of the 287,113 documents in the CNN/DM training set,
0.28/1.60/26.84/3.50/0.04% fall into the respective buckets.

For example, questions about the main event (Q1)
or its magnitude (Q13) and consequences (Q6) con-
sistently achieve higher scores than more detailed
questions about reactions (Q7), expert opinions
(Q10) or additional stakeholders (Q3). While the
salience scores of human and model summaries are
not directly comparable due to differing document
samples, they exhibit similar trends.

In sum, this pilot study demonstrates the versatil-
ity of the framework, and suggests that it could be
used in future work to understand human notions
of salience on a larger scale.

F Responsible NLP Considerations

Compute Requirements. Experiments were con-
ducted on NVIDIA A100 80GB GPUs, requiring
approximately 20 GPU hours per dataset, and an ad-
ditional 360 GPU hours for the temperature sweep
on the RCT dataset, totaling 440 GPU hours. We
ran inference using VLLM (docs.vllm.ai). GPT-4o
models were accessed through the OpenAI API
with inference costs ≤ 100$.

Salience Annotation Study. Participants joined
on a volunteer basis, gave informed consent and
agreed that their annotations will be shared in
anonymized form in the paper repository. Accord-
ing to our institutional policies, this study did not
require institutional review board (IRB) approval.

Data Licensing. We obtain RCT abstracts in
accordance with fair use principles through the
PubMed Entrez API.10 Related work sections of
CL and Astro papers were collected via the arXiv
API.11 While the majority of papers on arXiv
is published under the arXiv license12 retaining
copyright with the original author(s), the use of
paper contents for research is explicitly granted
and encouraged in the arXiv API terms & condi-
tions.13 We reused meeting transcripts from QM-
Sum (Zhong et al., 2021).14 All meeting transcripts
are under an open use license, such as CC BY 4.0
(academic meetings and product meetings) or Open
Government License Version 3 (parliament commi-
tee meetings).15,16,17,18

All URLs accessed 2025-05-15.
10
www.ncbi.nlm.nih.gov/home/develop/api/

11
info.arxiv.org/help/api/index.html

12
arxiv.org/licenses/nonexclusive-distrib/1.0/license.html

13
info.arxiv.org/help/api/tou.html

14
github.com/Yale-LILY/QMSum

15
creativecommons.org/licenses/by/4.0/legalcode

16
groups.inf.ed.ac.uk/ami/icsi/license.shtml

17
groups.inf.ed.ac.uk/ami/corpus/license.shtml

18
www.nationalarchives.gov.uk/doc/open-government-licence/
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Figure 9: Influence of temperature on generated summary length. Left: target length-ratio. Center: “within-
document length variance” calculated as the mean deviation from the average summary length of 5 summaries for
the same document (MAD). MAD is normalized to be comparable across length targets. Right: zoomed version.

Measure Dataset Random OLMo Mixtral Llama3.1
8b Llama3.1

70b 4o-mini 4o Average

Consistency of Salience Estimates

LLM-perceived

RCT −0.06 0.34∗ 0.48∗∗ 0.29∗ 0.61∗∗ 0.75∗∗ 0.80∗∗ 0.46∗∗

Astro 0.02 0.07 0.41∗ 0.56∗ 0.64∗∗ 0.76∗∗ 0.86∗∗ 0.47∗∗

CL −0.10 −0.05 0.65∗∗ 0.29 0.73∗∗ 0.70∗∗ 0.57∗∗ 0.40∗∗

QMsum −0.07 0.42∗∗ 0.61∗ 0.36 0.87∗∗ 0.72∗∗ 0.80∗∗ 0.53∗∗

Average −0.05 0.20∗ 0.54∗∗ 0.37∗ 0.71∗∗ 0.73∗∗ 0.76∗∗ 0.47∗∗

LLM-observed

RCT 0.94∗∗ 0.98∗∗ 0.99∗∗ 0.99∗∗ 0.99∗∗ 0.99∗∗ 0.99∗∗ 0.99∗∗

Astro 0.91∗∗ 0.99∗∗ 1.00∗∗ 0.97∗∗ 0.99∗∗ 0.97∗∗ 0.97∗∗ 0.97∗∗

CL 0.96∗∗ 0.99∗∗ 0.99∗∗ 0.96∗∗ 0.99∗∗ 0.99∗∗ 0.97∗∗ 0.98∗∗

QMsum† 0.87∗∗ — 0.99∗∗ 0.99∗∗ 1.00∗∗ 0.99∗∗ — 0.97∗∗

Average 0.92∗∗ 0.99∗∗ 0.99∗∗ 0.98∗∗ 0.99∗∗ 0.98∗∗ 0.98∗∗ 0.97∗∗

Correlation of Salience Estimates

LLM-perceived
vs.
LLM-observed

RCT −0.06 0.10 0.25 0.25 0.37∗∗ 0.41∗∗ 0.51∗∗ 0.28∗

Astro 0.11 0.09 0.31 0.56∗∗ 0.50∗ 0.65∗∗ 0.58∗ 0.40∗∗

CL −0.08 0.16 0.44 0.47∗ 0.38 0.58∗ 0.41 0.34
QMsum† 0.11 — 0.46∗ 0.16 0.63∗ 0.60∗ — 0.39∗

Average 0.03 0.12 0.37∗ 0.36∗∗ 0.47∗ 0.56∗∗ 0.50∗ 0.35∗

Correlation of Model and Human Salience

LLM-perceived
vs. Human

RCT −0.03 0.22 0.38∗∗ 0.34∗ 0.49∗∗ 0.48∗ 0.56∗∗ 0.35∗∗

Astro 0.07 0.12 0.30∗∗ 0.31∗ 0.27 0.45∗∗ 0.44∗ 0.28∗∗

CL 0.06 −0.03 0.41∗ 0.22 0.48∗ 0.44∗ 0.46∗∗ 0.29∗∗

QMsum 0.14 0.34 0.54∗ 0.36∗ 0.62∗ 0.67∗∗ 0.67∗∗ 0.48∗

Average 0.07 0.16 0.41∗ 0.31∗ 0.46∗∗ 0.51∗∗ 0.53∗∗ 0.35∗∗

LLM-observed vs.
Human

RCT 0.31 0.28 0.27 0.25 0.25 0.34 0.24 0.27
Astro 0.11 0.25∗ 0.27∗ 0.29∗ 0.31 0.26 0.25∗ 0.25∗

CL 0.30 0.23 0.23 0.24 0.26 0.25 0.24 0.25
QMsum† 0.16 — 0.53∗ 0.58∗∗ 0.59∗∗ 0.51∗∗ — 0.48∗

Average 0.20 0.25 0.33∗ 0.35∗ 0.36∗ 0.34∗ 0.25 0.30∗

Table 6: Spearman rank correlations between salience estimates, split by dataset. Significance: ∗ (p < 0.05) and
∗∗ (p < 0.01); row-wise maxima are bolded. †Results for QMSum not available due to limited context window
(OLMo) and budget constraints (GPT-4o).
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(a) Distribution of target length ratios over all generated summaries stratified by dataset.
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Figure 10: Analysis of length-instruction following. The target length ration (TLR) indicates to what extent models
match the provided length. A value of 1 indicates perfect length match, while values greater or smaller than 1
indicate over- or under-generation, respectively.
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Q1. What is the main focus of the study?

Q2. Which patient population is the study
concerned with?

Q3. What condition is being addressed in
the study?

Q4. What is the participant demographic or
characteristics in the study?

Q5. What was the main intervention used in
the study?

Q6. What are the significant benefits of
the intervention?

Q7. What are the specific biological
markers influenced by the intervention?

Q8. What specific treatments were compared
in the study?

Q9. What specific metrics or outcomes were
measured?

Q10. What was the study design or setting
of the trial?

Q11. What are the detailed findings
regarding adverse events or side effects?

Q12. What significant statistical results
are reported?

Q13. What are secondary outcomes noted in
the study?

Q14. What were the methods used in the
study?

Q15. How were the participants or subjects
of the study selected and divided?

Q16. How long was the duration of the
intervention or study?

Q17. What is the main outcome or effect
observed?

Q18. What are the main findings regarding
efficacy and safety?

Q19. What were the comparative results
between intervention and control groups?

Q20. What implications or future
recommendations did the study suggest

based on its findings?
Q21. What limitations or considerations

are noted by the study?
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Figure 11: Corpus-level content salience map for RCT summaries by four methods.

Q1. What is the main focus of the study?

Q2. What specific phenomena or processes
are being investigated in the study?

Q3. What broader context or field does the
study contribute to or address?
Q4. What specific challenges or

limitations does the study address or
identify?

Q5. What methodology or techniques are
employed in the study?

Q6. What comparisons are made within the
study?

Q7. What are the main findings of the
study?

Q8. What detailed evidence or data is used
to support the study's claims?

Q9. What specific variables or conditions
are crucial in the study's findings?
Q10. How do the findings relate to

existing models or theories?
Q11. How do the findings affect the

understanding of astronomical systems?
Q12. What are the broader implications or

potential applications of the findings?
Q13. Which future research directions does

the study recommend or outline?
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Figure 12: Corpus-level content salience map for Astro summaries by four methods.
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Q1. What main topic is the document
addressing?

Q2. What are the main approaches or
techniques discussed in the document?

Q3. What recent advancements or
innovations are highlighted in the

document?
Q4. How does the study relate to previous

research in the field?
Q5. Which previous works or studies are

referenced?
Q6. What is a prominent method mentioned

for enhancing model effectiveness?
Q7. What challenge or gap is identified in

the research?
Q8. What improvements or contributions do

the proposed methods make?
Q9. What are the new approaches or methods

proposed to address the challenges?
Q10. What are the main methods or
techniques evaluated in the study?

Q11. Which benchmarks are considered in
the study?

Q12. What are the broader implications or
applications of the research findings?

Q13. What future research directions does
the document propose?

Q14. What significant results or
conclusions does the document draw?
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Figure 13: Corpus-level content salience map for CL summaries by four methods.

Q1. Who are the participants and their
roles discussed in the meeting?

Q2. What main topic was discussed in the
meeting?

Q3. What were the main objectives or goals
discussed in the meeting?

Q4. Which aspects of the main topic were
covered in the discussion?

Q5. What are the identified challenges or
concerns discussed?

Q6. What detailed strategies or solutions
were proposed for the challenges

discussed?
Q7. What were the anticipated impacts or

implications discussed?
Q8. What were the major outcomes or

decisions made during the meeting?
Q9. What collaborative efforts or

partnerships were discussed?
Q10. What potential future steps or

actions were planned in the meeting?
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Figure 14: Corpus-level content salience map for QMSum summaries by four methods.
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Q1. What is the main event or subject of
the news article?

Q2. Who are the main parties involved?

Q3. What additional stakeholders are
affected or involved?

Q4. Where did the event take place?

Q5. What is the timeline of events?

Q6. What are the immediate consequences or
outcomes?

Q7. What are the reactions or responses to
the event?

Q8. What are the potential long-term
implications?

Q9. What are the main opposing viewpoints
or perspectives?

Q10. What expert opinions or analysis are
included?

Q11. What is the current status of the
situation?

Q12. What specific details support the
main narrative?

Q13. What is the scale or magnitude of the
event?

Q14. What is the historical or background
context?

Q15. What are the specific challenges or
obstacles?

Q16. What key numbers or statistics are
mentioned?
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Figure 15: Corpus-level content salience map for CNN/DM. Salience scores for human summaries and model
summaries are derived form different document samples, so cannot be directly compared.
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Figure 16: Do models share a similar notion of salience? Heatmaps show agreement on topic inclusion by summary
length (Krippendorff’s alpha calculated column-wise for the CSM pairs).
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Question Lo/Lp/H Æ Rationale LLM-perceived ² Rationales Human

continued from Table 4
(#4, RCT ­) What
were the comparative
results between inter-
vention and control
groups?

3.2/4.6/5.0 Comparative results are key to
understanding the effectiveness
of the intervention.

(H{1,2,3} = 5) Brief comparison between groups allows for
readers to quickly assess statistical significance; Compara-
tive results are one of the primary outputs reflecting effec-
tiveness; essential for understanding the findings.

(#5, RCT ­) What im-
plications or future rec-
ommendations did the
study suggest based on
its findings?

4.6/3.6/2.0 Implications and recommenda-
tions are important for under-
standing the study’s impact and
future research directions.

(H1 = 1) This is a job for the reader to decide for himself
or herself; (H2 = 3) helps the reader understand the paper.
Useful for at the end of a summary. (H3 = 2) While helpful,
they are not necessarily always based on the opinion of
the authors; would have the reader get to that conclusion
themselves.

(#6, RCT ­) What is
the main outcome or ef-
fect observed?

4.6/5.0/5.0 The main outcome is critical to
understanding the study’s pri-
mary conclusion.

(H{1,2,3} = 5) determines whether a paper can be used to in-
fluence decision making; primary information when reading
summary

(#7, RCT ­) How
were the participants or
subjects of the study se-
lected and divided?

3.7/3.2/2.3 Participant selection and divi-
sion are important for assessing
the study’s validity.

(H1 = 2) This helps a reader determine external validity of a
study; (H2 = 1) Not necessary as fairly standardized; (H3 =
4) Crucial to evaluate the study’s validity and relevance

(#8, Astro ⋆) What
limitations or consider-
ations are noted by the
study?

1.1/3.6/2.3 Limitations are crucial for in-
terpreting the study’s reliability
and potential biases.

(H1 = 3) important but best reserved for readers who choose
to critically examine the study in its totality; (H2 = 1) Typi-
cally addressed in the discussion section of a paper, but is
not necessary for a summary; (H3 = 3) would note if I had
the space, however, I would also implore the readers to think
about limitations themselves.

(#9, Astro ⋆) How do
the findings relate to
existing models or the-
ories?

1.6/4.0/3.8 This is important for under-
standing the study’s impact on
current scientific understand-
ing.

(H1 = 4) I think this is important to describe the finding
in context of the research question, initial hypothesis, or a
theory. (H2 = 3) This is important for the broader context of
the study, however it is more important to present the study
results in a clear way. Only after that is clear I’d compare
to other studies.(H3 = 5) This forms the main body of a
discussion section. (H4 = 3) Situating the findings within
the literature by relating to existing models or theories is
important.(H3 = 4) Comparing with existing literature is
very important for the discussion section.

(#10, Astro ⋆) What
are the main findings of
the study?

3.5/5.0/4.8 The main findings are the core
of the study and must be in-
cluded in any summary.

(H1 = 5) key takeaway from the paper and should be in-
cluded regardless of what the paper is about (H2 = 5) most
important information of the summary (H3 = 4) The main
findings should be briefly addressed in the summary of a
discussion for the reader’s quick follow-up (H4 = 5) The
main findings of the study, along with the main focus, form
the two most important elements of an article summary. (H5
= 5) Important to state the main findings and then discuss
them in details.

(#11, Astro ⋆) What
specific challenges or
limitations does the
study address or iden-
tify?

1.6/3.2/2.6 Understanding the challenges
or limitations provides context
for the study’s reliability and
areas for improvement.

(H1 = 1) I most likely do not include challenges and limita-
tions. These examples focused on the future needs not an
existing open question. The focus will be on the findings in
the context of a hypothesis, conjecture, or a theory. (H2 =
1) Level of detail that a reader would need only if interested
in full paper. Some challenges can be identified if the meth-
ods and scope of the paper are summarized clearly. (H3 =
5) This forms the main body of a discussion section. (H4
= 2) depends upon the significance of those challenges or
limitations (H5 = 4) Identify the limitations and challenges
of the study is very important

Table 7: Example questions, salience scores by LLM-observed (Lo, rescaled to 1-5), LLM-perceived (Lp), humans
(H) and summarized rationales.
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G LLM Prompts

This section provides all prompts used throughout the experiments. Summarization (Listings 1 and 2),
question generation (Listing 3), question answering (Listing 4), answer claim splitting (Listing 5), and
introspection (Listing 6).

Listing 1: Summarization prompt

## Document
{{ text }}

## Instruction
Please summarize the above document. Use up to {{ length_target }} words. Respond exactly in following
JSON format:

{
"summary": "(the {{ length_target }} words summary)"

}

Listing 2: Summarization prompt for meeting transcripts

## Meeting Transcript
{{ text }}

## Instruction
Please summarize the above meeting transcript. Use up to {{ length_target }} words. Respond exactly in
following JSON format:

{
"summary": "(the {{ length_target }} words summary)"

}

Listing 3: Question generation prompt

Your task is to analyze summaries of different lengths within a given genre. Your goal is to create
question-answer pairs that capture the essence of information typically included in various summary
lengths. Below is the dataset where each document was summarized in 5 different lengths.

# Dataset

{% for document in documents %}
## Document {{ loop.index }}

{% for length, text in document.items() %}
### Summary {{ length }}
{{ text }}

{% endfor %}
{% endfor %}

# Genre
The genre of the documents:
{% if dataset == "rct" %}

Randomized controlled trials (RCT) in the clinical domain.
{% elif dataset == "astro-ph" %}

Discussion section in astrophysics papers.
{% elif dataset == "cs-cl" %}

Related work section in NLP papers.
{% elif dataset == "qmsum" %}

Meeting transcripts.
{% endif %}

# Task
Each text in the dataset has been summarized in 5 different lengths (in 10, 20, 50, 100, and 200 words).
Your task is to analyze the summaries and identify the types of information typically included at each
summary length. To do this, please proceed as follows:

1. Carefully read the summaries, paying attention to what information is included or omitted.
2. For each summary length, create a set of question-answer pairs that represent typical information
included at this length. The questions should be general enough to apply to many documents in this genre,
while the answers will naturally be different across documents.
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Important guidelines:
- Ensure that your questions are relevant to the genre and capture information that would be commonly
found in texts of this type.
- It is really important that the questions are answerable with most documents in this genre, not just
with the ones presented here! To this end, state a prototypical answer to each question.
- The questions should be unique to each length. That means, do not repeat a question if it is already
sufficiently covered at the shorter length.
- Start with question words (What, How, Why, Which) rather than 'Can you'
- Make the topic the grammatical subject of a question.
- Keep the questions concise and focused.
- Create at least 3-5 questions for each summary length.

Structure your response as a valid json object with the following format:

{
"questions_10_words": [

{
"question": "",
"example_answer": "",

}
],

[... truncated for brevity ...]
}

Listing 4: Question answering prompt

Answer the following question given the text. If the question cannot be answered with the text, reply "no
answer".

## Text
{{ text }}

## Question
{{ question }}

First, carefully read and analyze both the text and the question. Then provide the answer. Please follow
these guidelines:
- If the question cannot be answered, reply with "no answer"
- Use only information explicitly stated in or directly implied by the text
- Do not include any external knowledge or personal opinions
- Aim for concise answers that include all important points relevant to the question

Please use this format for your response:
Question: [restate the question exactly]
Answer: [the answer based on the text or "no answer"]

Listing 5: Claim splitting prompt

You split sentences into a list of facts that we explicitly know from the sentence. Make each fact as
atomic as possible.

Sentence: Protein-rich nutrition is necessary for wound healing after surgery.
Output:
[

"Protein-rich nutrition is necessary for wound healing.",
"Wound healing occurs after surgery."

]

Sentence: In this study, the benefit of preoperative nutritional support was investigated for non-small
cell lung cancer patients who underwent anatomic resection.
Output:
[

"The study investigated the benefit of preoperative nutritional support.",
"The study considers patients with non-small cell lung cancer.",
"The study considers patients who underwent anatomic resection."

]

[... 12 few-shot examples truncated for brevity ... ]

Here is a new sentence. Please split it into a list of facts that we explicitly know from the sentence.
Make each fact as atomic as possible. Output the facts as Python list. Only output the list, nothing more.
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Sentence: {sent}
Output:

Listing 6: Introspection prompt

## Task
{% if dataset == "rct" %}

You are a research expert in randomized controlled trials (RCTs). Imagine you are asked to summarize a
paper describing the results of an RCT for a typical reader in this field. The summary should provide
enough context to stand alone, since the reader will only see your summary and no other parts of the paper.
{% elif dataset == "astro-ph" %}

You are a research expert in astrophysics. Imagine you are asked to summarize the discussion section
of an astrophysics paper for a typical reader in this field. The summary should provide enough context to
stand alone, since the reader will only see your summary and no other parts of the paper.
{% elif dataset == "cs-cl" %}

You are a research expert in natural language processing (NLP). Imagine you are asked to summarize the
related work section of an NLP paper for a typical reader in this field. The summary should provide enough
context to stand alone, since the reader will only see your summary and no other parts of the paper.
{% elif dataset == "qmsum" %}

You are an expert in communications and meetings. Imagine you are asked to summarize a meeting
transcript (e.g., research group meetings) for a typical reader of these texts. The summary should provide
enough context to stand alone, since the reader will only see your summary and not the full meeting
transcript.
{% endif %}

The summary length is constrained, requiring you to think about what content to prioritize. Ask yourself:
what are some key questions you want the summary to answer? Your task is to rate the relative importance
of a list of questions that the summary could answer.

## Questions
Here is the list of questions you should evaluate.

{% for question in questions %}
{{ loop.index }}. {{ question }}
{% endfor %}

## Rating
Please use the following scale, going from least important to most important.

1 - Least important; I would exclude this information from a summary.
2 - Low importance; I would include this information if there is room.
3 - Medium importance; I would probably include this information.
4 - High importance; I would definitely include this information.
5 - Most important; One of the first questions to be answered in the summary.

For each rating, please provide a brief (1-sentence) rationale explaining your decision or highlighting
any considerations or uncertainties you had.

Important considerations:
- Use the full scale (1-5) to express relative importance.
- Remember that space in the summary is limited, so not everything can be included, and you CANNOT rate
all questions as 5.
- Make sure to rate all given questions.

Please respond as a valid JSON list with following format:

[
{

"id": "[the question number]",
"question": "[repeat the exact question]",
"rationale": "[your one-sentence rationale for the rating]",
"rating": "[your numeric rating, 1-5]"

}
]
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H Question Salience Annotation
Guidelines

Motivation. When summarizing long texts, we
must consciously decide what information to in-
clude or exclude from a summary. These decisions
are grounded in a notion of information salience,
or how important we consider the information for
our intended audience. We study this phenomenon
in the context of automatic text summarization sys-
tems. Specifically, we aim to understand how well
these systems replicate the judgments of domain ex-
perts regarding what information is most relevant.

Task. Imagine you are asked to summarize a
paper describing the results of a randomized
controlled trial (RCT) for a typical reader in this
field. The summary should provide enough context
to stand alone, since the reader will only see your
summary and no other parts of the paper. Further-
more, the summary length is constrained, requiring
you to think about what content to prioritize. In
this study, we frame content as questions that a
summary could answer.

Ask yourself: What are some key questions
you want the summary to answer? Your task is
to rate the relative importance of a list of questions
on the following scale.

□ (1) Least important; I would exclude this in-
formation from a summary.

□ (2) Low importance; I would include this in-
formation if there is room.

□ (3) Medium importance; I would probably
include this information.

□ (4) High importance; I would definitely in-
clude this information.

□ (5) Most important; One of the first questions
to be answered in the summary.

Rationale. For each rating, please provide a brief
(1-sentence) rationale explaining your decision or
highlighting any considerations or uncertainties.

Example answers. To give you a feeling for the
kind of content a question might elicit, all ques-
tions have an illustrative answer sourced from a
randomly chosen document (= RCT paper). Please
keep the following in mind:

• Answer length does not determine the ques-
tion’s importance.

• Phrasing and selection. The precise answer
phrasing can be different in the summary, and

not all answer content must appear in the sum-
mary.

• Overlap. Some questions may elicit overlap-
ping answers. Therefore, focus on the essence
of each question. Remember that in an ac-
tual summary, overlapping answer informa-
tion would only be stated once, so don’t worry
about it (see below).

• Relevance. The questions are answerable with
most documents in this genre. Do your rating
on the assumption that the document talks
about this information.

Suggested process.

1. Read all questions first.
2. Identify questions that seem most/least impor-

tant, and rate these as “anchor points.”
3. Then, rate the remaining questions.

Finally, there are no right or wrong ratings. Use
your best judgment and intuition. Thank you for
participating!

Appendix: Example of overlapping answers.
Consider questions Q1-Q3 below. Each question
asks for a distinct unit of information, but the an-
swer of Q3 overlaps with the answer of Q1 and
Q2. The overlapping information is highlighted in
orange while the essence of the question is high-
lighted in green. Base your rating on the essence
of the question.

Example of overlapping answers

Q1. What was the study design or setting of
the trial? This trial is a multicentre, randomized,
double-blind, phase 3 study.

Q2. What specific treatments were compared in
the study? DBPR108 100 mg, sitagliptin 100 mg, and
placebo.

Q3. How were the participants or subjects of the
study selected and divided? In this multicentre, ran-
domized, double-blind, phase 3 study, adult patients
with type 2 diabetes were randomly assigned to receive
either DBPR108 100mg, sitagliptin 100mg, or placebo
once daily. A total of 766 patients were enrolled and
divided into three groups: DBPR108 100mg (n=462),
sitagliptin 100mg (n=152), or placebo (n=152).
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Question Salience in Text Summarization
Task. Imagine you are asked to summarize the discussion section of an astro-physics paper for a typical reader in this field. The summary should
provide enough context to stand alone, since the reader will only see your summary and no other parts of the paper. What are some key questions
you want the summary to answer? Here, your task is to rate the (relative) importance of a list of questions that could be answered in the summary.

Rating scale.
1. Least important; I would exclude this information from a summary.
2. Low importance; I would include this information if there is room.
3. Medium importance; I would probably include this information.
4. High importance; I would definitely include this information.
5. Most important; One of the first questions to be answered in the summary.

Duration. Please keep track of how long it took you to do the rating.

Questions Show all examples

What is the main focus of the study?
The main focus of the study is to test cosmic evolution of SNe Ia, specifically to quantify 
systematics from any evolution of intrinsic properties with the age of the universe, which is 
crucial for precision probes of dark energy.

1 2 3 4 5
Rationale

What detailed evidence or data is used to support the study's claims?
1 2 3 4 5

Rationale

What broader context or field does the study contribute to or address?
1 2 3 4 5

Rationale

Which future research directions does the study recommend or outline?
1 2 3 4 5

Rationale

How do the findings affect the understanding of astronomical systems?
1 2 3 4 5

Rationale

What comparisons are made within the study?
1 2 3 4 5

Rationale

What methodology or techniques are employed in the study?
1 2 3 4 5

Rationale

What specific challenges or limitations does the study address or identify?
1 2 3 4 5

Rationale

What are the broader implications or potential applications of the findings?
1 2 3 4 5

Rationale

What specific phenomena or processes are being investigated in the study?
1 2 3 4 5

Rationale

How do the findings relate to existing models or theories?
1 2 3 4 5

Rationale

What are the main findings of the study?
1 2 3 4 5

Rationale

What specific variables or conditions are crucial in the study's findings?
1 2 3 4 5

Rationale

Any comments (optional)...

Figure 17: Interface for question salience annotation. Each question can be expanded to show an illustrative answer
sourced from a randomly chosen document. The questions shown here are for the Astro dataset.
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Golden UFO landed.

Golden UFO landed, blue aliens marched onward.

A golden, banana-shaped UFO landed, releasing blue, four-
armed aliens marching toward mountains.

How did the aliens look like? What was the physical description of the aliens? What was the size or build of the aliens? How did the UFO look like? What 
details describe the UFO’s appearance? What did the UFO do? What did the aliens do?                                                (7 questions)

The aliens were green, large, and bulky.
The UFO was shaped like a cucumber and had a deep purple color.
The UFO hovered over the planet.
The aliens disembarked from the UFO.

The aliens were blue, had four arms.
The UFO was golden and shaped like a banana.
The UFO landed.
The aliens emerged, scanned the horizon, and marched toward 
the mountains.

An U.F.O. hovered over the planet. It was shaped like a cucumber 
and had a deep purple color. The aliens disembarking were green, 
large and bulky. 

<latexit sha1_base64="jWTPnZwzoc9ItNl/E/1g/7e8P2s=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lstu3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKTEUjKKVHsKBNyhX3Jq7AFknXk4qkKM5KH/1w5ilEVfIJDWm57kJ+hnVKJjks1I/NTyhbEJHvGepohE3frY4dUYurBKSYaxtKSQL9fdERiNjplFgOyOKY7PqzcX/vF6Kwxs/EypJkSu2XDRMJcGYzP8modCcoZxaQpkW9lbCxlRThjadkg3BW315nbQva169Vr+/qjSqeRxFOINzqIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gDo6Y19</latexit>

d1

Purple UFO hovered.

Purple UFO hovered, green bulky aliens disembarked.

A purple, cucumber-shaped UFO hovered, releasing large, 
bulky aliens below.

<latexit sha1_base64="FtkAusiguoZl1Cc3ZNmVnTknW1Y=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBahBymJSPVY8OKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1DGDzLv0ZoNyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz1M6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qubVa/WH60qjmsdRhDM4hyp4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+ewI8J</latexit>s1,1
<latexit sha1_base64="Zh5HUcEKyuo6PaBf92meWKC6B5Q=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSL0ICUpUj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777Wxsbm3v7Bb2ivsHh0fHpZPTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phB5l3VZoNS2a26C5B14uWkDDmag9JXfxizNOIKmaTG9Dw3QT+jGgWTfFbsp4YnlE3oiPcsVTTixs8W587IpVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz1M6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtoQvNWX10m7VvXq1frDdblRyeMowDlcQAU8uIEG3EMTWsBgAs/wCm9O4rw4787HsnXDyWfO4A+czx+gRY8K</latexit>s1,2

<latexit sha1_base64="ozgohRAYjM2yVyUjfgR1RUfkKK8=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSL0ICVRqR4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5n3sXVtF8qu1V3DrJKvJyUIUejX/rqDWKWRigNE1Trrucmxs+oMpwJnBZ7qcaEsjEdYtdSSSPUfjY/d0rOrTIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtoQvOWXV0nrsurVqrWH63K9ksdRgFM4gwp4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+hyo8L</latexit>s1,3
<latexit sha1_base64="ski7S2wyWueWccWMLrrPy/crpBg=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoOQg4TdKNFjwIvHCOYByRJmJ5NkyOzsMtMrhCUf4cWDIl79Hm/+jZNkD5pY0FBUddPdFcRSGHTdbye3sbm1vZPfLeztHxweFY9PWiZKNONNFslIdwJquBSKN1Gg5J1YcxoGkreDyd3cbz9xbUSkHnEacz+kIyWGglG0Utv00+rl1axfLLkVdwGyTryMlCBDo1/86g0iloRcIZPUmK7nxuinVKNgks8KvcTwmLIJHfGupYqG3Pjp4twZubDKgAwjbUshWai/J1IaGjMNA9sZUhybVW8u/ud1Exze+qlQcYJcseWiYSIJRmT+OxkIzRnKqSWUaWFvJWxMNWVoEyrYELzVl9dJq1rxapXaw3WpXs7iyMMZnEMZPLiBOtxDA5rAYALP8ApvTuy8OO/Ox7I152Qzp/AHzucPo1GPDA==</latexit>s2,3

<latexit sha1_base64="5i2msIjZ5g399xDORZDvBrrV39U=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSL0ICUpUj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777Wxsbm3v7Bb2ivsHh0fHpZPTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phBVruqzQalslt1FyDrxMtJGXI0B6Wv/jBmacQVMkmN6Xlugn5GNQom+azYTw1PKJvQEe9ZqmjEjZ8tzp2RS6sMSRhrWwrJQv09kdHImGkU2M6I4tisenPxP6+XYnjrZ0IlKXLFlovCVBKMyfx3MhSaM5RTSyjTwt5K2JhqytAmVLQheKsvr5N2rerVq/WH63KjksdRgHO4gAp4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZeuGk8+cwR84nz+hzI8L</latexit>s2,2

<latexit sha1_base64="8V+Wxw+2D3dfiiuVPpju/U4EhPg=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSL0ICUpUj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777Wxsbm3v7Bb2ivsHh0fHpZPTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phBVrvyZoNS2a26C5B14uWkDDmag9JXfxizNOIKmaTG9Dw3QT+jGgWTfFbsp4YnlE3oiPcsVTTixs8W587IpVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz1M6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtoQvNWX10m7VvXq1frDdblRyeMowDlcQAU8uIEG3EMTWsBgAs/wCm9O4rw4787HsnXDyWfO4A+czx+gR48K</latexit>s2,1

<latexit sha1_base64="8GF5DKTmnDkXp78pd9ulhPBSvKg=">AAACAnicbVDLSsNAFJ34rPUVdSVuBovQhZSkldZNoODGZQX7gCaEyXTSDp1MwsxEKKG48VfcuFDErV/hzr9x2mahrQfu5XDOvczcEySMSmVZ38ba+sbm1nZhp7i7t39waB4dd2ScCkzaOGax6AVIEkY5aSuqGOklgqAoYKQbjG9mfveBCEljfq8mCfEiNOQ0pBgpLfnmKXPcjPm2A2uXzK86Dd1rjl11p75ZsirWHHCV2DkpgRwt3/xyBzFOI8IVZkjKvm0lysuQUBQzMi26qSQJwmM0JH1NOYqI9LL5CVN4oZUBDGOhiys4V39vZCiSchIFejJCaiSXvZn4n9dPVXjtZZQnqSIcLx4KUwZVDGd5wAEVBCs20QRhQfVfIR4hgbDSqRV1CPbyyaukU63Y9Ur97qrULOdxFMAZOAdlYIMGaIJb0AJtgMEjeAav4M14Ml6Md+NjMbpm5Dsn4A+Mzx+G05Ti</latexit>

l = {l1 = 3, l2 = 7, l3 = 12}

How did the aliens look like? 
How did the UFO look like?  

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1
<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2

<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3
<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

What did the UFO do? 
What did the aliens do? 

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1
<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2
<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3
<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

<latexit sha1_base64="T7PDWVI8seVKW0394vaP3pqcmAw=">AAACF3icbVDLSgNBEJyNrxhfUY9eBoPgQcKuiHoRFC8eI5gHZEOYnXSSIbOzy0yvGJb9Cy/+ihcPinjVm3/j5CGosWCguqqbnq4glsKg6346ubn5hcWl/HJhZXVtfaO4uVUzUaI5VHkkI90ImAEpFFRRoIRGrIGFgYR6MLgc+fVb0EZE6gaHMbRC1lOiKzhDK7WL5Qt6Rv3UR7jDtKcBVHYwKSTTPfgugkQOhpmftYslt+yOQWeJNyUlMkWlXfzwOxFPQlDIJTOm6bkxtlKmUXAJWcFPDMSMD1gPmpYqFoJppeO7MrpnlQ7tRto+hXSs/pxIWWjMMAxsZ8iwb/56I/E/r5lg97SVChUnCIpPFnUTSTGio5BoR2jgKIeWMK6F/SvlfaYZRxtlwYbg/T15ltQOy95x+fj6qHS+P40jT3bILtknHjkh5+SKVEiVcHJPHskzeXEenCfn1XmbtOac6cw2+QXn/Qt6+KC8</latexit>

A = {green, large, bulky} <latexit sha1_base64="sz+HvzrdNDBkI97FtkHwlodL4dI=">AAACEXicbVC7SgNBFJ31GeMramkzGIQUEnZFoo0QsbGMYB6QDWF2cpMMmX0wc1cMy/6Cjb9iY6GIrZ2df+NskkITDwwczrmXM/d4kRQabfvbWlpeWV1bz23kN7e2d3YLe/sNHcaKQ52HMlQtj2mQIoA6CpTQihQw35PQ9EbXmd+8B6VFGNzhOIKOzwaB6AvO0EjdQumKXlI3cREeMPFkDOnJlA9Zj/ZNCmXK16mbdgtFu2xPQBeJMyNFMkOtW/hyeyGPfQiQS6Z127Ej7CRMoeAS0rwba4gYH7EBtA0NmA+6k0wuSumxUbJ8ZV6AdKL+3kiYr/XY98ykz3Co571M/M9rx9i/6CQiiGKEgE+D+rGkGNKsHtoTCjjKsSGMK2H+SvmQKcbRlJg3JTjzJy+SxmnZqZQrt2fFamlWR44ckiNSIg45J1VyQ2qkTjh5JM/klbxZT9aL9W59TEeXrNnOAfkD6/MHn8WdfA==</latexit>

A = {blue, had four arms}

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1

Total claims 3 2

<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2
<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3
<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

1 1

A golden, banana-shaped UFO landed. Blue, four-armed aliens 
emerged, scanning the horizon before marching toward the 
mountains.

<latexit sha1_base64="ocl6F1exkFi/NIlsKwD1kJt0iXc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUqR4LXjxWtLXQhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RQ2Nre2d4q7pb39g8Oj8vFJR8epYthmsYhVN6AaBZfYNtwI7CYKaRQIfAwmN3P/8QmV5rF8MNME/YiOJA85o8ZK98NBfVCuuDV3AbJOvJxUIEdrUP7qD2OWRigNE1Trnucmxs+oMpwJnJX6qcaEsgkdYc9SSSPUfrY4dUYurDIkYaxsSUMW6u+JjEZaT6PAdkbUjPWqNxf/83qpCa/9jMskNSjZclGYCmJiMv+bDLlCZsTUEsoUt7cSNqaKMmPTKdkQvNWX10mnXvMatcbdZaVZzeMowhmcQxU8uIIm3EIL2sBgBM/wCm+OcF6cd+dj2Vpw8plT+APn8wfqbY1+</latexit>

d2

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1
<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2
<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3
<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

Total claims 2 2 1 3

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1
<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2
<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3
<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

How did the aliens look like?  
The aliens were green, large, and bulky.
How did the UFO look like?  
The UFO was shaped like a cucumber and had a deep purple color.
What did the UFO do?  
The UFO hovered over the planet.
What did the aliens do?   
The aliens disembarked from the UFO.

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1

<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2

<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3

<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1

<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2

<latexit sha1_base64="wMkALGsWiQSp+6fyee2TJPeTLlw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQy8Qbni1twFyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+3Lmlev1e+vKo1qHkcRzuAcquDBNTTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifP/UZjYU=</latexit>

l1
<latexit sha1_base64="gMzp7TH/CFXtcFXemZA2yQK2w8I=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUqR4LXjxWtLXQhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikY+JUM95msYx1N6CGS6F4GwVK3k00p1Eg+WMwuZn7j09cGxGrB5wm3I/oSIlQMIpWupeD+qBccWvuAmSdeDmpQI7WoPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKp17xGrXF3WWlW8ziKcAbnUAUPrqAJt9CCNjAYwTO8wpsjnRfn3flYthacfOYU/sD5/AH2nY2G</latexit>

l2

<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3

<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

0 2/3

1/2 1/2

1/1 1/1

0 1/1

2/3

2/2

1/1

1/1

<latexit sha1_base64="czdBWMjvB/+f5jbii4dcJTJyuZU=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBKV6rHgxWNF+wFtKJvtpF262YTdjVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+WjmSToR3QoecgZNVZ6EP3LfqnsVt05yCrxclKGHI1+6as3iFkaoTRMUK27npsYP6PKcCZwWuylGhPKxnSIXUsljVD72fzUKTm3yoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPEzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2naEPwll9eJa2Lqler1u6vyvVKHkcBTuEMKuDBNdThDhrQBAZDeIZXeHOE8+K8Ox+L1jUnnzmBP3A+fwD4IY2H</latexit>

l3

How did the aliens look like?  
The aliens were blue, had four arms.
How did the UFO look like?  
The UFO was golden and shaped like a banana.
What did the UFO do?  
The UFO landed.
What did the aliens do? 
The aliens emerged, scanned the horizon, and marched toward 
 the mountains.

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1

<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2

<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3

<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

<latexit sha1_base64="gMzp7TH/CFXtcFXemZA2yQK2w8I=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUqR4LXjxWtLXQhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikY+JUM95msYx1N6CGS6F4GwVK3k00p1Eg+WMwuZn7j09cGxGrB5wm3I/oSIlQMIpWupeD+qBccWvuAmSdeDmpQI7WoPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKp17xGrXF3WWlW8ziKcAbnUAUPrqAJt9CCNjAYwTO8wpsjnRfn3flYthacfOYU/sD5/AH2nY2G</latexit>

l2

<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3

<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

0 1/2

1/2 1/2

1/1 1/1

0 1/3

2/2

2/2

1/1

2/3

<latexit sha1_base64="TUvcpf2W18ECOBAcbog5XLkF9nA=">AAAB/nicbVDJSgNBEO2JW4xbVDx5aQxCvIQZkegxkIsXIWI2yIxDT09P0qRnobtGDEPAX/HiQRGvfoc3/8bOctDEBwWP96qoquclgiswzW8jt7K6tr6R3yxsbe/s7hX3D9oqTiVlLRqLWHY9opjgEWsBB8G6iWQk9ATreMP6xO88MKl4HDVhlDAnJP2IB5wS0JJbPLKBPUJmewGu392M75tl37XO3GLJrJhT4GVizUkJzdFwi1+2H9M0ZBFQQZTqWWYCTkYkcCrYuGCniiWEDkmf9TSNSMiUk03PH+NTrfg4iKWuCPBU/T2RkVCpUejpzpDAQC16E/E/r5dCcOVkPEpSYBGdLQpSgSHGkyywzyWjIEaaECq5vhXTAZGEgk6soEOwFl9eJu3zilWtVG8vSrXyPI48OkYnqIwsdIlq6Bo1UAtRlKFn9IrejCfjxXg3PmatOWM+c4j+wPj8AcdulKU=</latexit>

CSMT (d1) <latexit sha1_base64="msq9PSk9f9oyMlbez+KKyY79MUI=">AAAB/nicbVBNS8NAEN34WetXVDx5WSxCvZSkSPVY6MWLULFf0Nay2W7apZtN2J2IJRT8K148KOLV3+HNf+O2zUFbHww83pthZp4XCa7Bcb6tldW19Y3NzFZ2e2d3b98+OGzoMFaU1WkoQtXyiGaCS1YHDoK1IsVI4AnW9EaVqd98YErzUNZgHLFuQAaS+5wSMFLPPu4Ae4Sk4/m4cnczua/l+73iec/OOQVnBrxM3JTkUIpqz/7q9EMaB0wCFUTrtutE0E2IAk4Fm2Q7sWYRoSMyYG1DJQmY7iaz8yf4zCh97IfKlAQ8U39PJCTQehx4pjMgMNSL3lT8z2vH4F91Ey6jGJik80V+LDCEeJoF7nPFKIixIYQqbm7FdEgUoWASy5oQ3MWXl0mjWHBLhdLtRa6cT+PIoBN0ivLIRZeojK5RFdURRQl6Rq/ozXqyXqx362PeumKlM0foD6zPH8jzlKY=</latexit>

CSMT (d2)

<latexit sha1_base64="czdBWMjvB/+f5jbii4dcJTJyuZU=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBKV6rHgxWNF+wFtKJvtpF262YTdjVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+WjmSToR3QoecgZNVZ6EP3LfqnsVt05yCrxclKGHI1+6as3iFkaoTRMUK27npsYP6PKcCZwWuylGhPKxnSIXUsljVD72fzUKTm3yoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPEzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2naEPwll9eJa2Lqler1u6vyvVKHkcBTuEMKuDBNdThDhrQBAZDeIZXeHOE8+K8Ox+L1jUnnzmBP3A+fwD4IY2H</latexit>

l3

<latexit sha1_base64="WrfrKLvcvdyFvL/IDGFPtat2g+0=">AAAB6nicdZDLSgMxFIYzXmu9VV26CRahqyGjddRdwY3LivYC7VAyaaYNzWSG5IxQSh/BjQtF3PpE7nwb03YEFf0hcPj+c8g5f5hKYYCQD2dpeWV1bb2wUdzc2t7ZLe3tN02SacYbLJGJbofUcCkUb4AAydup5jQOJW+Fo6uZ37rn2ohE3cE45UFMB0pEglGw6BZ6Xq9UJu4Z8S79U0xcYlX1cU587M0JIWWUq94rvXf7CctiroBJakzHIykEE6pBMMmnxW5meErZiA54x5aKxtwEk/mqU3xsSR9HibZPAZ7T7xMTGhszjkPbGVMYmt/eDP7ldTKILoKJUGkGXLHFR1EmMSR4djfuC80ZyLEtKNPC7orZkGrKwKZTtCF8XYr/L5onrue7/k21XKvkcRTQITpCFeShc1RD16iOGoihAXpAT+jZkc6j8+K8LlqXnHzmAP2Q8/YJWVmNyg==</latexit>

t1

<latexit sha1_base64="pXOcmTekGgzMBsi4Nzug8XEi7Rc=">AAAB6nicdVBNS8NAEN3Ur1q/qh69LBahp5CkNa23ghePFa0ttKFstpt26eaD3YlQQn+CFw+KePUXefPfuGkrqOiDgcd7M8zM8xPBFVjWh1FYW9/Y3Cpul3Z29/YPyodHdypOJWUdGotY9nyimOAR6wAHwXqJZCT0Bev608vc794zqXgc3cIsYV5IxhEPOCWgpRsYOsNyxTIvmq5z7mDLtKyGU3Nz4jTqTg3bWslRQSu0h+X3wSimacgioIIo1betBLyMSOBUsHlpkCqWEDolY9bXNCIhU162OHWOz7QywkEsdUWAF+r3iYyESs1CX3eGBCbqt5eLf3n9FIKml/EoSYFFdLkoSAWGGOd/4xGXjIKYaUKo5PpWTCdEEgo6nZIO4etT/D+5c0zbNd3reqVVXcVRRCfoFFWRjRqoha5QG3UQRWP0gJ7QsyGMR+PFeF22FozVzDH6AePtE2XFjdI=</latexit>

t2

<latexit sha1_base64="pM3Dwm+IfBX4JxDLz8RHIWNSr54=">AAAB6nicdVDLSgNBEJyNrxhfUY9eBoOQ0zKbmDW5Bbx4jGhMIFnC7GQ2GTL7YKZXCEs+wYsHRbz6Rd78GycPQUULGoqqbrq7/EQKDYR8WLm19Y3Nrfx2YWd3b/+geHh0p+NUMd5msYxV16eaSxHxNgiQvJsoTkNf8o4/uZz7nXuutIijW5gm3AvpKBKBYBSMdAOD6qBYIjZxaw3SwMSuEae+IIS49UoVO4bMUUIrtAbF9/4wZmnII2CSat1zSAJeRhUIJvms0E81Tyib0BHvGRrRkGsvW5w6w2dGGeIgVqYiwAv1+0RGQ62noW86Qwpj/dubi395vRSCupeJKEmBR2y5KEglhhjP/8ZDoTgDOTWEMiXMrZiNqaIMTDoFE8LXp/h/clexHdd2r89LzfIqjjw6QaeojBx0gZroCrVQGzE0Qg/oCT1b0nq0XqzXZWvOWs0cox+w3j4Ba1ON1g==</latexit>

t3

<latexit sha1_base64="YHw21aLwubDHs/jCB4h3vaxPizY=">AAAB6nicdVDLSgMxFM3UV62vqks3wSJ0NWSGtra7ghuXFe0D2qFk0kwbmnmQ3BHK0E9w40IRt36RO//G9CGo6IGQwzn3cu89fiKFBkI+rNzG5tb2Tn63sLd/cHhUPD7p6DhVjLdZLGPV86nmUkS8DQIk7yWK09CXvOtPrxZ+954rLeLoDmYJ90I6jkQgGAUj3cKwMiyWiE3cepU0MLFd87lVQ6rEadQa2LHJEiW0RmtYfB+MYpaGPAImqdZ9hyTgZVSBYJLPC4NU84SyKR3zvqERDbn2suWqc3xhlBEOYmVeBHipfu/IaKj1LPRNZUhhon97C/Evr59CUPcyESUp8IitBgWpxBDjxd14JBRnIGeGUKaE2RWzCVWUgUmnYEL4uhT/Tzqu7dTs2k2l1Cyv48ijM3SOyshBl6iJrlELtRFDY/SAntCzJa1H68V6XZXmrHXPKfoB6+0TdO6N3Q==</latexit>

t4

green
large
bulky

 like a cucumber
deep purple

hovered
disembarked

<latexit sha1_base64="wMkALGsWiQSp+6fyee2TJPeTLlw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQy8Qbni1twFyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+3Lmlev1e+vKo1qHkcRzuAcquDBNTTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifP/UZjYU=</latexit>

l1
<latexit sha1_base64="gMzp7TH/CFXtcFXemZA2yQK2w8I=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUqR4LXjxWtLXQhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikY+JUM95msYx1N6CGS6F4GwVK3k00p1Eg+WMwuZn7j09cGxGrB5wm3I/oSIlQMIpWupeD+qBccWvuAmSdeDmpQI7WoPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKp17xGrXF3WWlW8ziKcAbnUAUPrqAJt9CCNjAYwTO8wpsjnRfn3flYthacfOYU/sD5/AH2nY2G</latexit>

l2
blue

four arms
 like a banana

golden
landed

emerged

<latexit sha1_base64="wMkALGsWiQSp+6fyee2TJPeTLlw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQy8Qbni1twFyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+3Lmlev1e+vKo1qHkcRzuAcquDBNTTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifP/UZjYU=</latexit>

l1
<latexit sha1_base64="gMzp7TH/CFXtcFXemZA2yQK2w8I=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUqR4LXjxWtLXQhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikY+JUM95msYx1N6CGS6F4GwVK3k00p1Eg+WMwuZn7j09cGxGrB5wm3I/oSIlQMIpWupeD+qBccWvuAmSdeDmpQI7WoPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKp17xGrXF3WWlW8ziKcAbnUAUPrqAJt9CCNjAYwTO8wpsjnRfn3flYthacfOYU/sD5/AH2nY2G</latexit>

l2
<latexit sha1_base64="czdBWMjvB/+f5jbii4dcJTJyuZU=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBKV6rHgxWNF+wFtKJvtpF262YTdjVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+WjmSToR3QoecgZNVZ6EP3LfqnsVt05yCrxclKGHI1+6as3iFkaoTRMUK27npsYP6PKcCZwWuylGhPKxnSIXUsljVD72fzUKTm3yoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPEzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2naEPwll9eJa2Lqler1u6vyvVKHkcBTuEMKuDBNdThDhrQBAZDeIZXeHOE8+K8Ox+L1jUnnzmBP3A+fwD4IY2H</latexit>

l3
<latexit sha1_base64="czdBWMjvB/+f5jbii4dcJTJyuZU=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBKV6rHgxWNF+wFtKJvtpF262YTdjVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+WjmSToR3QoecgZNVZ6EP3LfqnsVt05yCrxclKGHI1+6as3iFkaoTRMUK27npsYP6PKcCZwWuylGhPKxnSIXUsljVD72fzUKTm3yoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPEzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2naEPwll9eJa2Lqler1u6vyvVKHkcBTuEMKuDBNdThDhrQBAZDeIZXeHOE8+K8Ox+L1jUnnzmBP3A+fwD4IY2H</latexit>

l3

scanned the horizon 
marched towards mountains

Set of atomic facts from Step 3 
(shortened):

<latexit sha1_base64="MfG4iW3cWcEuewBkXIVCG1eBixc=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoOQU9gViR4DuegtinlAEsLspDcZMju7zMwKYckfePGgiFf/yJt/4yTZgyYWNBRV3XR3+bHg2rjut5Pb2Nza3snvFvb2Dw6PiscnLR0limGTRSJSHZ9qFFxi03AjsBMrpKEvsO1P6nO//YRK80g+mmmM/ZCOJA84o8ZKD3f1QbHkVtwFyDrxMlKCDI1B8as3jFgSojRMUK27nhubfkqV4UzgrNBLNMaUTegIu5ZKGqLup4tLZ+TCKkMSRMqWNGSh/p5Iaaj1NPRtZ0jNWK96c/E/r5uY4KafchknBiVbLgoSQUxE5m+TIVfIjJhaQpni9lbCxlRRZmw4BRuCt/ryOmldVrxqpXp/VaqVszjycAbnUAYPrqEGt9CAJjAI4Ble4c2ZOC/Ou/OxbM052cwp/IHz+QMlhY0L</latexit>

IC

green, large, bulky
like a cucumber, deep purple
hovered over the planet
disembarked from the UFO

Set of atomic facts from Step 3 
(shortened):

blue, had four arms
golden, shaped like a banana
landed
emerged, scanned the horizon, 
  marched toward the mountains.

Step 0
Summarisation 

Step 1
Question Generation 

Step 2
Question Clustering 

Step 3
Question 
Answering and 
Claim Decomposition 

Step 4 Answerability Estimation

Incremental Consistency Calculation
Measured at the level of atomic facts. 

Analyzing Content Salience

<latexit sha1_base64="MfG4iW3cWcEuewBkXIVCG1eBixc=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoOQU9gViR4DuegtinlAEsLspDcZMju7zMwKYckfePGgiFf/yJt/4yTZgyYWNBRV3XR3+bHg2rjut5Pb2Nza3snvFvb2Dw6PiscnLR0limGTRSJSHZ9qFFxi03AjsBMrpKEvsO1P6nO//YRK80g+mmmM/ZCOJA84o8ZKD3f1QbHkVtwFyDrxMlKCDI1B8as3jFgSojRMUK27nhubfkqV4UzgrNBLNMaUTegIu5ZKGqLup4tLZ+TCKkMSRMqWNGSh/p5Iaaj1NPRtZ0jNWK96c/E/r5uY4KafchknBiVbLgoSQUxE5m+TIVfIjJhaQpni9lbCxlRRZmw4BRuCt/ryOmldVrxqpXp/VaqVszjycAbnUAYPrqEGt9CAJjAI4Ble4c2ZOC/Ou/OxbM052cwp/IHz+QMlhY0L</latexit>

IC

<latexit sha1_base64="wWYrY6llDI6mM9RfKZmrmLLP8kA=">AAACB3icbVC7SgNBFJ31GeNr1VKQwSDEJuwGSWyEQBrtIpgHZJcwO5lNhsw+mLkrhiWdjb9iY6GIrb9g5984SbbQxMO9cDjnXmbu8WLBFVjWt7Gyura+sZnbym/v7O7tmweHLRUlkrImjUQkOx5RTPCQNYGDYJ1YMhJ4grW9UX3qt++ZVDwK72AcMzcgg5D7nBLQUs88cYA9QOp4Pr6pT4r9Xvn8yvEloWl1oqtnFqySNQNeJnZGCihDo2d+Of2IJgELgQqiVNe2YnBTIoFTwSZ5J1EsJnREBqyraUgCptx0dscEn2mlj/1I6g4Bz9TfGykJlBoHnp4MCAzVojcV//O6CfiXbsrDOAEW0vlDfiIwRHgaCu5zySiIsSaESq7/iumQ6BRAR5fXIdiLJy+TVrlkV0qV24tCrZjFkUPH6BQVkY2qqIauUQM1EUWP6Bm9ojfjyXgx3o2P+eiKke0coT8wPn8Awu6Yig==</latexit>

IC(d2) =
7

7

<latexit sha1_base64="1MKZT+J1VwH3iCaSRkdppBcmU+8=">AAACB3icbVDJSgNBEO2JW4xb1KMgjUGIlzAjkngRArnoLYJZIDMMPZ2epEnPQneNGIa5efFXvHhQxKu/4M2/sbMcNPFBweO9KqrqebHgCkzz28itrK6tb+Q3C1vbO7t7xf2DtooSSVmLRiKSXY8oJnjIWsBBsG4sGQk8wTreqDHxO/dMKh6FdzCOmROQQch9TgloyS0e28AeILU9H980snLftc6ubF8SmlaztJa5xZJZMafAy8SakxKao+kWv+x+RJOAhUAFUapnmTE4KZHAqWBZwU4UiwkdkQHraRqSgCknnf6R4VOt9LEfSV0h4Kn6eyIlgVLjwNOdAYGhWvQm4n9eLwH/0kl5GCfAQjpb5CcCQ4QnoeA+l4yCGGtCqOT6VkyHRKcAOrqCDsFafHmZtM8rVrVSvb0o1cvzOPLoCJ2gMrJQDdXRNWqiFqLoET2jV/RmPBkvxrvxMWvNGfOZQ/QHxucPv9WYiA==</latexit>

IC(d1) =
6

7

<latexit sha1_base64="vTX4L+lLPVRax/KUGxlJNJqUTUo=">AAACDHicbVDLSgMxFM3UV62vqks3wSLUTZmxpeqiUKgL3VWwD+iUkkkzbWjmQXJHLMN8gBt/xY0LRdz6Ae78G9PHQlsPBA7nnMvNPU4ouALT/DZSK6tr6xvpzczW9s7uXnb/oKmCSFLWoIEIZNshignuswZwEKwdSkY8R7CWM6pN/NY9k4oH/h2MQ9b1yMDnLqcEtNTL5mxgDxDbjotvakn+6rRiu5LQ2ComsVVKKmbhsqhTZsGcAi8Ta05yaI56L/tl9wMaecwHKohSHcsMoRsTCZwKlmTsSLGQ0BEZsI6mPvGY6sbTYxJ8opU+dgOpnw94qv6eiImn1NhzdNIjMFSL3kT8z+tE4F50Y+6HETCfzha5kcAQ4EkzuM8loyDGmhAquf4rpkOiywDdX0aXYC2evEyaZwWrXCjflnLV/LyONDpCxyiPLHSOquga1VEDUfSIntErejOejBfj3fiYRVPGfOYQ/YHx+QO+gJlt</latexit>

IC(D) =
13

14
= 0.93

Not mentioned in any summary

A purple, cucumber-shaped UFO hovered, releasing large, bulky aliens below
<latexit sha1_base64="ozgohRAYjM2yVyUjfgR1RUfkKK8=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSL0ICVRqR4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5n3sXVtF8qu1V3DrJKvJyUIUejX/rqDWKWRigNE1Trrucmxs+oMpwJnBZ7qcaEsjEdYtdSSSPUfjY/d0rOrTIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtoQvOWXV0nrsurVqrWH63K9ksdRgFM4gwp4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+hyo8L</latexit>s1,3 .

Purple UFO hovered, green bulky aliens disembarked<latexit sha1_base64="Zh5HUcEKyuo6PaBf92meWKC6B5Q=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSL0ICUpUj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777Wxsbm3v7Bb2ivsHh0fHpZPTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phB5l3VZoNS2a26C5B14uWkDDmag9JXfxizNOIKmaTG9Dw3QT+jGgWTfFbsp4YnlE3oiPcsVTTixs8W587IpVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz1M6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtoQvNWX10m7VvXq1frDdblRyeMowDlcQAU8uIEG3EMTWsBgAs/wCm9O4rw4787HsnXDyWfO4A+czx+gRY8K</latexit>s1,2 .

Purple UFO hovered<latexit sha1_base64="FtkAusiguoZl1Cc3ZNmVnTknW1Y=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBahBymJSPVY8OKxgv2ANpTNdtMu3WzC7kQooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxIpDLrut1PY2Nza3inulvb2Dw6PyscnbROnmvEWi2WsuwE1XArFWyhQ8m6iOY0CyTvB5G7ud564NiJWjzhNuB/RkRKhYBSt1DGDzLv0ZoNyxa25C5B14uWkAjmag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8W587IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz1M6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtkQvNWX10n7qubVa/WH60qjmsdRhDM4hyp4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+ewI8J</latexit>s1,1 . Golden UFO landed<latexit sha1_base64="8V+Wxw+2D3dfiiuVPpju/U4EhPg=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSL0ICUpUj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777Wxsbm3v7Bb2ivsHh0fHpZPTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phBVrvyZoNS2a26C5B14uWkDDmag9JXfxizNOIKmaTG9Dw3QT+jGgWTfFbsp4YnlE3oiPcsVTTixs8W587IpVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz1M6GSFLliy0VhKgnGZP47GQrNGcqpJZRpYW8lbEw1ZWgTKtoQvNWX10m7VvXq1frDdblRyeMowDlcQAU8uIEG3EMTWsBgAs/wCm9O4rw4787HsnXDyWfO4A+czx+gR48K</latexit>s2,1 .

Golden UFO landed, blue aliens marching onward<latexit sha1_base64="5i2msIjZ5g399xDORZDvBrrV39U=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSL0ICUpUj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777Wxsbm3v7Bb2ivsHh0fHpZPTtolTzXiLxTLW3YAaLoXiLRQoeTfRnEaB5J1gcjf3O09cGxGrR5wm3I/oSIlQMIpW6phBVruqzQalslt1FyDrxMtJGXI0B6Wv/jBmacQVMkmN6Xlugn5GNQom+azYTw1PKJvQEe9ZqmjEjZ8tzp2RS6sMSRhrWwrJQv09kdHImGkU2M6I4tisenPxP6+XYnjrZ0IlKXLFlovCVBKMyfx3MhSaM5RTSyjTwt5K2JhqytAmVLQheKsvr5N2rerVq/WH63KjksdRgHO4gAp4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZeuGk8+cwR84nz+hzI8L</latexit>s2,2 .

A golden, banana-shaped UFO landed, releasing blue, four-armed aliens marching toward mountains<latexit sha1_base64="ski7S2wyWueWccWMLrrPy/crpBg=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoOQg4TdKNFjwIvHCOYByRJmJ5NkyOzsMtMrhCUf4cWDIl79Hm/+jZNkD5pY0FBUddPdFcRSGHTdbye3sbm1vZPfLeztHxweFY9PWiZKNONNFslIdwJquBSKN1Gg5J1YcxoGkreDyd3cbz9xbUSkHnEacz+kIyWGglG0Utv00+rl1axfLLkVdwGyTryMlCBDo1/86g0iloRcIZPUmK7nxuinVKNgks8KvcTwmLIJHfGupYqG3Pjp4twZubDKgAwjbUshWai/J1IaGjMNA9sZUhybVW8u/ud1Exze+qlQcYJcseWiYSIJRmT+OxkIzRnKqSWUaWFvJWxMNWVoEyrYELzVl9dJq1rxapXaw3WpXs7iyMMZnEMZPLiBOtxDA5rAYALP8ApvTuy8OO/Ox7I152Qzp/AHzucPo1GPDA==</latexit>s2,3 .

<latexit sha1_base64="wMkALGsWiQSp+6fyee2TJPeTLlw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpQQy8Qbni1twFyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLUGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPEzLpPUoGTLRWEqiInJ/G8y5AqZEVNLKFPc3krYmCrKjE2nZEPwVl9eJ+3Lmlev1e+vKo1qHkcRzuAcquDBNTTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifP/UZjYU=</latexit>

l1

<latexit sha1_base64="l96ZSz14tv6gTHqGj/P0pbPoe/o=">AAACZ3icbVFNT9tAEF270IKBkkKFkLgsRKD0EtltCblUQqKHXpBAEECKQ7TejMOK9draHVdEVviR3Lj30n/BOrH4Hmk1b9682Y+3USaFQd+/d9wPM7MfP83NewuLS5+Xa19Wzkyaaw4dnspUX0TMgBQKOihQwkWmgSWRhPPo+qDsn/8FbUSqTnGUQS9hQyViwRlaql+7DRFusAijmB6cHI4vTxu/v/3ywgiGQhVRwlCLm7Hn0x3qN3fbk9T+EYaerSqyTEHT9y1Zpqp6Iqey1l6VvBDU4HHnfq3uW1kZ9C0IKlAnVRz1a3fhIOV5Agq5ZMZ0Az/DXsE0Ci5h7IW5gYzxazaEroWKJWB6xcSnMd22zIDGqbZLIZ2wzycKlhgzSiKrtPe7Mq97Jfler5tj3O4VQmU5guLTg+JcUkxpaTodCA0c5cgCxrWwd6X8imnG0X6NZ00IXj/5LTj73gxazdbxz/p+o7JjjmyQLdIgAdkj++QPOSIdwsk/x3NWna/Of3fZXXPXp1LXqWZWyYtwNx8ALYyqxQ==</latexit>

CSMT (D) =




0 0.58 0.83
0.50 0.50 1.00
1.00 1.00 1.00
0 0.67 0.67




Figure 18: Fully worked example of the question-based content analysis. Two documents in a fictional domain are
each summarized at three lengths. Afterwards Steps 1 – 4 are analogous to § 2.2. Summary claims are color-coded.
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