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Abstract

Using Large Language Model agents to sim-
ulate human game behaviors offers valuable
insights for human social psychology in anthro-
pomorphic AI research. While current models
rely on static personality traits, real-world evi-
dence shows personality evolves through envi-
ronmental feedback. Recent work introduced
dynamic personality traits but lacked natural se-
lection processes and direct psychological met-
rics, failing to accurately capture authentic dy-
namic personality variations. To address these
limitations, we propose an enhanced frame-
work within the Prisoner’s Dilemma, a socially
significant scenario. By using game payoffs
as environmental feedback, we drive adaptive
personality evolution and analyze correlations
between personality metrics and behavior. Our
framework reveals new behavioral patterns of
agents and evaluates personality-behavior rela-
tionships, advancing agent-based social simula-
tions and human-AI symbiosis research.

1 Introduction

Large Language Model (LLM) agents excel in nat-
ural language processing, effectively simulating
human interactions and game behaviors. This sim-
ulation capability represents a key research frontier,
providing a controlled, cost-effective experimen-
tal paradigm for human social psychology stud-
ies. It also offers valuable insights into anthropo-
morphic behavioral patterns of agents (Van Dijk
and De Dreu, 2021), which are crucial for under-
standing human-AI symbiosis in evolving socio-
technical systems.

The authentic simulation of human psycholog-
ical and behavioral traits, particularly personality,
is crucial for modeling interactive game scenar-
ios. Personality, as a fundamental psychological
attribute (Thielmann et al., 2020), reflects individ-
ual cognitive and behavioral patterns and can ob-
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tain successive subtle mutations on a long tem-
poral scale with environmental feedback (Jackson
et al., 2012; Roberts and Caspi, 2001; Roberts and
Mroczek, 2008). This dual nature of stability and
adaptability make personality simulation a key chal-
lenge in developing anthropomorphic agents.

Current research demonstrated that LLM agents
can manifest anthropomorphic personality traits
(Safdari et al., 2023). Li et al. (2023a) suggested
that the agents possess advanced cognitive capabil-
ities during interactions. Sá et al. (2024) and Lee
et al. (2024) explored the reliability of using human-
applicable methodologies to assess the personality
of agents. Guzmán et al. (2020) indicated that the
game environment can influence reciprocity pref-
erences and belief biases within agents, leading to
diverse behavioral patterns. These findings provide
a psychological foundation for the implementation
of dynamic personalities using LLM agents.

Recent research on the behavioral simulation us-
ing LLM agents employed various methods. Spe-
cific frameworks perceived agents as rational enti-
ties, exclusively based on their reasoning capabil-
ities, without explicitly modeling the personality.
Others assigned static personality traits to agents,
revealing behavioral variations and correlations
similar to human social psychology experiments.

However, existing research had significant limita-
tions on using static personality, which ignored the
dynamic evolution of personality traits through en-
vironmental feedback, lacking a necessary natural
selection process. Although recent work (Suzuki
and Arita, 2024) introduced dynamic personality
mutations in the Prisoner’s Dilemma, they explic-
itly set the mutation directions (albeit randomly)
and lack the simulation of natural selection. This
prevents accurate reproduction of real-world per-
sonality evolution (Feng et al., 2024) and separates
the bidirectional causal relationship between per-
sonality traits and environmental feedback.

In addition, existing frameworks primarily focus
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on lexical elements while neglecting direct psycho-
logical metrics. This limitation leads to inaccurate
evaluation of dynamic personality. Specifically,
Suzuki and Arita (2024) analyzed correlations be-
tween behavior and certain word frequency statis-
tics, but their approach lacked conciseness and cru-
cial direct psychological metric like the Big Five In-
ventory (BFI). Consequently, they failed to capture
subtle variations of results, leading to limited ex-
plainability of behavioral fluctuation (Koutsoumpis
et al., 2022).

To address these limitations, we propose a novel
framework for anthropomorphic LLM agents. In
this framework, game-theoretic payoff mechanisms
serve as primary environmental feedback to drive
the dynamic evolution of personality. We evaluate
the correlation between behavioral manifestations
and multiple personality metrics, including BFI.
We implement our framework in the Prisoner’s
Dilemma, whose simplistic structure clearly sepa-
rates the behavioral influence of personality in the
game. It reveals the dominant effect in a single
round while it captures the adaptive adjustment for
environmental feedback on a long temporal scale.
Our specific contributions are as follows:

1. We conduct a better simulation for dynamic
personality through successive subtle muta-
tions and payoff-based selection of personality
traits, thereby enhancing the existing frame-
work of Suzuki and Arita (2024) in the Pris-
oner’s Dilemma.

2. We observe significant behavioral variations
in agents through dynamic personalities
driven by environmental feedback. Agents ex-
hibit a roughly equal tendency toward extreme
collaboration or defection, strongly correlat-
ing with specific personality metrics.

3. We verify the predictive accuracy of person-
ality metrics on behaviors. Our results show
that the accuracy of BFI scores on certain di-
mensions can be comparable to or higher than
embedding vectors and word frequency.

2 Related Work

Prior work on agent behavior in game scenarios
can be broadly categorized into two types: classi-
cal games and negotiation scenarios (Wang et al.,
2024). In classical games, frameworks such as
Alympics (Mao et al., 2023), PokerGPT (Huang
et al., 2024), and CompeteAI (Zhao et al., 2024)

found the behavioral patterns of agents in competi-
tive environments. In negotiation tasks, AucArena
(Chen et al., 2023a), NegotiationArena (Bianchi
et al., 2024), and other research in specific sce-
narios such as Werewolf (Xu et al., 2023) investi-
gated the strategic and collaborative regulations of
agents.

Specifically, several studies have discovered the
behavior patterns of LLM agents in the iterated
Prisoner’s Dilemma. Willis et al. (2025) indicated
that training data, prompt, objectives, and behavior
of co-agents may influence the behavioral tenden-
cies of agents in social scenarios. Azaria (2023)
and Fontana et al. (2024) revealed that LLM agents
may exhibit behavioral traits that align more closely
with human behavior as opposed to traditional ra-
tional agents. Similar to human (Montero-Porras
et al., 2022), no strategy can necessarily dominate
in a long-term iteration (Malik, 2021).

The studies investigated highly representative
scenarios but lacked dynamic modeling of adap-
tive personality evolution to environmental feed-
back. Specific work (Yang et al., 2024; Yao et al.,
2024; Sivanaiah et al., 2024; Lin et al., 2023) fo-
cused on environmental feedback mechanisms in
certain scenarios, avoiding this defect without the
explicit model of personality. Recent research (Saf-
dari et al., 2023; Li et al., 2023a; Zhou et al., 2024;
Sá et al., 2024; Lee et al., 2024) showed that LLM
agents can exhibit evaluable anthropomorphic in-
telligence and personality traits in social scenarios.
This capability allows us to explicitly model per-
sonality traits for agents, thereby capturing their
evolutionary regulations more accurately.

Certain studies (Park et al., 2023; Wang et al.,
2023) are devoted to explicitly modeling the person-
ality traits of agents. These frameworks use static
personality, limiting their applicability to game sce-
narios. Suzuki and Arita (2024) introduced a sim-
ulation framework with dynamic personality mu-
tations in the Prisoner’s Dilemma. However, they
explicitly set the direction of personality mutation
and lacked analysis with direct psychological met-
rics. Therefore, the impact of subtle personality
mutation on the behavioral patterns of agents was
not comprehensively captured. These limitations
highlight the need for a more accurate framework
of dynamic personality modeling.
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Agents are randomly grouped to replay the game, starting the next evolutionary generation.
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Figure 1: An instance of our dynamic simulation of personality in the Prisoner’s Dilemma scenario. The simulation
consists of multiple evolutionary generations. In each generation, agents are first grouped in pairs and play multiple
rounds of the game. The personality of each agent has a probability of subtle mutation based on the original
description during the game. At the end of all games, all agents are sorted by their payoffs from highest to lowest.
The half of agents with higher payoffs retain and copy their personality descriptions, while the half with lower
payoffs are eliminated, which is the selection process of personality. After the selection process, the renumbered
agents are randomly grouped to start the next generation.

3 Method

3.1 General Framework

In general, we integrate random mutation and multi-
round selection processes targeting the personality
traits of agents in our framework. The concept
of simulation is based on the theory (Michalski
and Shackelford, 2010) and existing human exper-
iments (Zhang et al., 2010) of evolutionary psy-
chology, similar to the principle of "survival of the
fittest" in natural selection.

During the mutation process, agents randomly
update their personality descriptions through neu-
tral self-statements without preset directions, en-
abling subtle personality changes. These muta-
tions accumulate significantly over time, driving
dynamic personality evolution.

In the selection process, agents with higher game
payoffs retain their personality descriptions, while
those with lower payoffs are replaced. This ensures
beneficial traits are inherited, acting as environmen-
tal feedback.

Our framework implemented on the Prisoner’s
Dilemma includes multiple generations of evolu-
tion shown in Figure 1. A single generation com-
prises several rounds of the game followed by a ter-
minal selection of personality traits. During each

round, each agent has the probability of random
mutation based on the current personality descrip-
tion. The selection process will be conducted at the
end of each generation.

3.2 Details of Dynamic Personality Simulation

In our framework, the personality description
emerges as a unique explicit variable that influ-
ences the game behavior of agents when other ex-
ternal factors (e.g., game rules, historical decisions)
are constant. Thus, we hypothesize that each agent
entity can be regarded as its personality abstraction.
Based on this assumption, let the amount of the
agents participating in the game be denoted by n,
forming the set

A = {a0, a1, · · · , an−1}. (1)

We can regard ai(0 ≤ i < n) as both an agent’s
entity and its description of personality traits.
Mutation Process The mutation process allows
a long-term evolution of the personality set A by
successive subtle changes of the elements inside.

Definition 1. The mutation process is a series of
self-iterated assignments

ai ⇐ z(ai) (0 ≤ i < n), (2)
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where z is exclusively dependent on the original
personality description ai and independent of any
other factors.

Distinct from the prior work, z does not prede-
termine any tendency that might directly influence
the game behaviors. To avoid redundant descrip-
tions, we prompt the agents to re-describe their
personalities with no more than 10 words.
Selection Process To clearly describe the selec-
tion process, we first need to establish the rule f
for replication and the rule g for replacement. Gen-
erally, we specify proportions pf and pg for f and
g, respectively. In the selection process, agents
whose payoffs are ranked at the top pf in the last
generation will retain and replicate their personal-
ity description. Similarly, the personality descrip-
tion of agents whose payoffs at the least pg will
be replaced. Thus, we can get the set of survival
agents F = f(A) and the set of eliminated agents
G = g(A). The duplication of agents in F will suc-
cessively replace agents in G in ascending order of
their subscript in the previous generation. When
|F | = |G|, this process is one-to-one; If |F | < |G|,
it will be cyclic in order to keep the total number
of agents constant.

Definition 2. Given a set F for replication and a
set G for replacement, F ⊆ A,G ⊆ A,F ∩G = ∅.
The selection process is a series of replacement
operations

agj ⇐ afjmod|F | (3)

on all afi ∈ F and agj ∈ G.

When |G| is divisible by |F |, all agents in F are
replicated an equal number of times. We provide
|F | = ⌊npf⌋, |G| = ⌊npg⌋ to keep the number
of corresponding agents integer. To ensure the
agent not be copied and eliminated at the same
time (F ∩ G = ∅), pf and pg need to satisfy 0 <
pf ≤ pg < 1 and pf + pg ≤ 1. The agents in
A− F −G (if exist) will be neither replicated nor
replaced after each generation.

3.3 Implementation on the Prisoner’s
Dilemma

We implement our framework based on the Pris-
oner’s dilemma scenario, which is a classic model
in game theory. This scenario is representative of
the study of social game behavior that illustrates the
conflict between collaboration and defection. The
simplistic structure clearly separates the behavioral
influence of personality in the game: it reveals the
dominant effect in a single round while capturing

the dynamic evolution on a long temporal scale. In
addition, using the same scenario as the prior work
can enhance the comparability of our results.

In the classical Prisoner’s Dilemma scenario,
two accomplices are interrogated separately: mu-
tual collaboration results in 1-year sentences for
both; one defecting while the other collaborates
frees the betrayer but gives the collaborator a 10-
year sentence; mutual defection leads to 5-year
sentences each. While collaboration minimizes
total sentences, individual rationality often drives
both to defect, reaching Nash Equilibrium and un-
derscoring the conflict between self-interest and
collective welfare (Nash, 1951).

In our implementation, we set R = 4 as re-
wards, T = 5 as the temptation to defect, V = 0
as the victim’s payoff, and P = 1 as punishment.
Within each generation of evolution, n = 30 agents
are randomly paired to conduct m = 30 rounds
of dialogue. All agents learn their behavior his-
tory from the previous two rounds when deciding.
The personality mutation occurs with a probabil-
ity of pm = 0.05 after each dialogue round ends.
Moreover, to comprehensively simulate diverse
decision behaviors, all agents have a probability
of pr = 0.05 to reverse their decision behavior,
thereby converting collaboration to defection and
vice versa.

We set the number of agents at n = 30. In the
selection process, the proportion parameters are set
at pf = pg = 0.5. This means that the top 50% of
agents with the highest payoffs in each generation
retain and replicate their personality descriptions,
while the bottom 50% are eliminated. Agents are
randomly assigned one of seven initial personality
descriptions ranging from selfish to collaborative.
We limit the maximum number of generations to
tmax = 50 to ensure observable evolutionary trends
within a manageable timeframe.

The agents are instructed to output in an ordered
format. All dialogue processes incorporate the iden-
tical resending mechanism as Suzuki and Arita
(2024). If the LLM fails to respond with the cor-
rect format, the input will be resent until the time
reaches maxRetry = 10 (then the dialogue will
be terminated and aborted) or a valid response is
received. In practice, the proportion of aborted
dialogues is few (< 0.1%).

Based on Agentverse (Chen et al., 2023b), we
use GLM-4-Air (GLM et al., 2024) and Deepseek-
V3 (Liu et al., 2024) as LLMs for implementa-
tion. All agents use the same LLM in each exper-
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iment. To ensure the comparability of our results,
our prompts (given in Appendix A) are mainly con-
sistent with Suzuki and Arita (2024), except for key
modifications introduced in the mutation process.
To ensure the robustness of our findings, we con-
ducted multiple sets of experiments and averaged
the results to obtain our final results.

3.4 Personality Metrics
In our framework, we evaluate personality traits
with three types of metrics: BFI, word frequency,
and embedding vectors of the personality descrip-
tion, for their complementary insights into person-
ality modeling. While word frequency and embed-
ding vectors capture lexical and semantic features,
the BFI offers a direct psychological assessment.
However, prior work on the simulation of dynamic
personality has not utilized the BFI, exclusively
focusing on lexical elements. By incorporating
the BFI, a direct psychological metric, we aim to
bridge the gap between intrinsic personality traits
and extrinsic behavioral patterns.

The BFI is a widely used psychological assess-
ment, which can be decomposed into five dimen-
sions: agreeableness (A), conscientiousness (C),
extraversion (E), neuroticism (N), and openness
(O) (Goldberg, 1993). The BFI excels at efficiently
and accurately obtaining fine-grained information,
while it might interfere with individual subjective
factors (McDonald, 2008). In contrast, lexical ele-
ments offer a more objective psychological inten-
tion but possess a small effect size and semantic
ambiguity (John et al., 1988; Koutsoumpis et al.,
2022).

Specifically, we use these metrics in our frame-
work as follows:
BFI We prompt the agents to express their level
of agreement with each description in the BFI in-
ventory proposed by Johnson (2014) using inte-
ger values ranging from 0 (strongly disagree) to 6
(strongly agree). The responses will be converted
to scores based on the scale setting. Each question
within the scale corresponds to a distinct BFI di-
mension. The aggregate score on each dimension is
the sum of the scores of its respective descriptions.
To avoid potential interference, we instruct agents
not to retain any historical data, including previous
game behaviors and BFI scores.
Word Frequency We analyze the word fre-
quency statistics by semantic categories. For clar-
ity, we denote the set of words with tendencies
to collaboration and defection as Word-Col and

Word-Def, respectively. The aggregate count of
Word-Col and Word-Def (except those after priva-
tive words) in one sentence of personality descrip-
tion in a single generation of evolution represents
the frequency of such words. The lists of Word-
Col, Word-Def, and privative words are given in
Appendix B.
Embedding Vectors We employ all-MiniLM-
L6-v2 (Reimers and Gurevych, 2019) and GTE
(Li et al., 2023b) to get embedding vectors of the
personality description. Both models are general
LLMs for text embedding extraction. Resultant
embedding vectors serve as corresponding lexical
features upon the input text into these models. The
embedding size of GTE and all-MiniLM-L6-v2 are
768 and 384, respectively.

4 Results

In this section, we present our framework’s results,
focusing on three key aspects: the impact of dy-
namic personality on agent behavioral evolution,
the correlation between dynamic personality traits
and behavioral patterns, and the predictive accuracy
of different personality metrics on agent behavior.
These analyses offer insights into the interplay be-
tween personality evolution and behavioral dynam-
ics in our simulation.

4.1 Dynamic Evolution of Behavior

To analyze dynamic personality’s impact on agent
behavior, we focus on the collaboration rate—the
proportion of collaborative behavior per generation.
Its variation reveals behavioral tendencies, serv-
ing as a key metric for behavioral patterns in the
Prisoner’s Dilemma.

Our findings diverge substantially from Suzuki
and Arita (2024) due to the modification within
the simulation. Let ci(t) denote the proportion of
collaborative choices made by agent i across all de-
cisions in generation t and c(t) denote the average
ci(t) of all agents. The initial collaboration rate
c(0) is is related to the base type of LLM (GLM-4:
c(0) ≈ 63%; Deepseek-V3: c(0) ≈ 42%). After
generations of evolution, the behaviors of the agent
groups have a roughly equal probability towards
one of two stable states: extreme collaboration
(c(t) ≈ 95% = 1 − pr) and extreme defection
(c(t) ≈ 5% = pr). We refer to this phenomenon
as convergence. By this time, most agents behave
in accordance with the Nash Equilibrium.

To emphasize behavioral patterns in convergence
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Base LLM pm τ G-Col G-Def
GLM-4-Air 0.05 0.95 25/50 22/50
GLM-4-Air 0.10 0.95 7/16 9/16
GLM-4-Air 0.05 0.75 10/16 4/16
Deepseek-V3 0.05 0.95 10/16 5/16
Deepseek-V3 0.10 0.95 15/16 0/16
Deepseek-V3 0.05 0.75 9/16 6/16

Table 1: The proportions of Group-Col (G-Col) and
Group-Def (G-Def) when t = tmax = 50 under differ-
ent base LLM, mutation probability (pm), and tempera-
ture parameter (τ ). The sum of Group-Col and Group-
Def is not necessarily equal to the total number of ex-
periments in certain settings due to non-convergence.
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Figure 2: The variation of collaboration rate c(t) among
50 experiments with GLM-4-Air (pm = 0.05, τ =
0.95), whose results are classified in Group-Col (green),
Group-Def (red), and non-convergence (orange).

states, we categorize experiments into two dif-
ferent groups. Group-Col includes experiments
where c(t) stabilizes in (0.75, 1) for over 10 genera-
tions, showing consistent collaboration. Group-Def
includes those where c(t) stabilizes in (0, 0.25),
showing consistent defection. Few experiments
fail to stabilize c(t) in either interval, and we re-
fer to this as non-convergence. The proportions of
Group-Col and Group-Def under different experi-
mental settings are shown in Table 1. The instanced
variation of c(t) for single experiments is shown in
Figure 2.

The significant differences between Group-Col
and Group-Def, as confirmed by ANOVA results,
reveal the profound impact of environmental feed-
back on behavioral evolution. In Group-Col, the
positive feedback from high c(t) reinforces altru-
istic strategies, leading to a self-sustaining cycle
of collaboration. In contrast, the dominance of de-
fection creates a competitive environment in which

Metric GLM-4-Air Deepseek-V3
BFIA(t) 0.693 0.922
BFIC(t) 0.424 0.514
BFIE(t) 0.611 0.399
BFIN(t) -0.538 -0.303
BFIO(t) 0.824 0.472
WFCol(t) 0.745 0.083
WFDef(t) -0.651 -0.447

Table 2: The median average correlation coefficient
among all experiments of agents between certain per-
sonality metrics and the collaboration rate of agents
using different base LLM (pm = 0.05, τ = 0.95).

individual rationality overrides collective welfare
in Group-Def, driving the system towards the Nash
Equilibrium. In particular, even for agents with
the same initial personality description, the evolu-
tionary results can be drastically different for the
directional randomness of the mutation process.
An instance is shown in Figure 3.

We quantitatively measure the level of conver-
gence at generation t by

γ(t) = | − 2c(t) + 1|. (4)

Obviously, γ(t) ∈ [0, 1]. The level to which γ(t)
is close to 1 is positively related to the behavior
consistency of agents in the same experiment. Fig-
ure 4 shows that the agents converged significantly
within 30 generations in all experiment settings.
Increasing both the temperature parameter t and
the mutation probability pm can help to accelerate
convergence when Deepseek-V3 is used as base
LLM. However, this phenomenon is not be ob-
served when using GLM-4-Air.

4.2 Correlation between Personality and
Behavior

To find the associations between the new behav-
ioral phenomena and the dynamic personality traits,
we investigate the correlation coefficient between
collaboration rate and several personality metrics,
including the BFI scores and word frequency. We
observe a strong correlation between personality
metrics and behaviors. These results directly re-
flect the effect of dynamic personality traits on the
behavioral patterns of agents.

For clarity in expression, we denote BFI score
in Dimension X (X = A, C, E, N, O) of agent i at
generation t as BFIXi(t) and denote the average
score of all agents in the corresponding dimension
as BFIX(t). Similarly, we denote WFColi(t) as
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Cautiously open, yet guarded in trust.

N -18 E 3 O 7 A 28 C 14
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Figure 3: An instance of personality mutation. In two different experiments, agents with the same initial personality
description can mutate towards different directions. The values of each BFI dimension corresponding to the agent
are marked below the personality description.
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Figure 4: The variation of level of convergence γ(t)
with different base LLM (GLM-4-Air: red; Deepseek-
V3: blue), mutation probability and temperature param-
eters (pm = 0.05, τ = 0.95: solid line; pm = 0.1, τ =
0.95: dashed line; pm = 0.05, τ = 0.75: dotted line).

the Word-Col frequency of agent i at generation t
and the average frequency is WFCol(t). A similar
definition also applies to the Word-Def frequencies
WFDef i(t) and their average WFDef(t).

The correlation coefficients between these met-
rics and c(t) in Appendix C show that Dimension

O (openness) in BFI exhibits the strongest associa-
tion with behavior when agents use GLM-4-Air as
the base LLM, and Dimension A (agreeableness)
in BFI demonstrates a notable correlation with be-
havior of Deepseek-V3 agents. These correlations
suggest that certain dimensions in BFI exert a deci-
sive effect on collaborative behavior.

4.3 Predictive Accuracy of Different
Personality Metrics on Behavior

Our experiments show that the BFI score can rival
or even exceed word frequency and text embed-
dings in predicting game behavior. This compar-
ison allows us to assess the ability to capture the
behavioral traits of different personality metrics.

To ensure a unified standard for comparing dif-
ferent personality metrics, we construct feature
vectors for each metric and apply K-Means un-
supervised clustering to predict game behaviors.
Specifically, we regard the combined vector

BFIXY···i(t) = [BFIXi(t),BFIYi(t), · · ·] (5)

involving BFI scores at the end of the generation as
the feature vector of personality traits of agent i at
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Feature Vector GLM-4-Air Deepseek-V3
BFIACENOi(t) 86.1% 79.0%
BFIAi(t) 79.4% 78.9%
BFICi(t) 75.9% 52.9%
BFIEi(t) 70.8% 69.6%
BFINi(t) 67.0% 62.1%
BFIOi(t) 92.9% 60.1%
WFColi(t) 86.1% 75.6%
WFDefi(t) 74.0% 58.9%
Embdi(t) (GTE) 92.5% 79.0%
Embdi(t) (all-MiniLM-L6-v2) 85.9% 78.2%

Table 3: The predictive accuracy on game behaviors of different personality feature vectors. Mutation probability
pm = 0.05, temperature τ = 0.95.

generation t. X,Y, · · · represent different dimen-
sions. These vectors are divided into two groups
while clustering, representing collaboration and de-
fection as predictions for game behaviors. To keep
consistency with the predictions, we dichotomize
the collaboration tendency Coi(t) for agent i, de-
fined as

Coi(t) =

{
1, ci(t) ≥ 0.5
0, ci(t) < 0.5

, (6)

which serves as the ground truth. Similarly, we can
obtain the predictive accuracy of the 1-dimension
feature WFColi(t)/WFDefi(t) derived from the
word frequency statistics and the high-dimension
embedding Embdi(t).

Our results in Table 3 show that certain BFI
vectors (e.g. BFIOi(t) for GLM-4-Air, BFIAi(t)
and BFIACENOi(t) for Deepseek-V3) rivals or out-
performs the 768-dimension GTE embedding and
the 384-dimension all-MiniLM-L6-v2 embedding.
These results reveal the bridge-like role of BFI
traits between the intrinsic attributes and extrinsic
behaviors of the agents.

5 Discussion

5.1 Intrinsic Mechanism Linking Personality
to Behavior

The impact of personality traits on behavior in our
framework potentially arises from hybrid reasons,
including randomness of initial personality distri-
bution, emergence from sufficient behavioral space,
and semantic priming mechanism.
Initial Personality Distribution Although we
distribute the initial description of personality as
evenly as possible, the randomness in the distri-
bution may have the potential for subtle imbal-

ances. If the initial personality of agents has a
higher proportion of collaborative description, the
system may probably evolve towards a collabora-
tive convergence (Group-Col).
Sufficient Behavioral Space In our framework,
the adequate probabilities of personality mutation
pm and decision reversal pr probably lead to explor-
ing the behavioral space. Over time, the broader
behavioral space is likely to allow for the natural
emergence of equilibrium strategies through trial
and error. As a result, the agents might adopt the
stable game behavior, driving the system towards
the Nash Equilibrium.
Semantic Priming Mechanism Semantic prim-
ing refers to the phenomenon in which exposure
to certain words influences subsequent behavior or
language generation (Vigliocco et al., 2009; Liu
et al., 2023). In our experiments, for instance,
words like "collective" or "teamwork" potentially
activate semantic priming to obtain collaborative
linguistic patterns, increasing the likelihood of se-
lecting collaboration. In addition, the excellent
semantic representative performance of certain BFI
dimensions may probably contribute to their high
predictive accuracy of behavior.

5.2 Comparison with Human Experiments
Empirical studies (Perc, 2016; Montero-Porras
et al., 2022) in game psychology show collabora-
tion benefits outweigh costs and spread more easily
only when collaborators reach a threshold. This
perspective is substantiated by our experimental
results, demonstrating our framework’s dynamic
personality simulation aligns with human collabo-
ration mechanisms.

In specific human experiments in the Prisoner’s
Dilemma (Pothos et al., 2011; Kagel and McGee,
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2014), Dimension A (agreeableness) exhibits the
strongest correlation with collaborative behavior
among the five dimensions of BFI in real-world
contexts. However, in our experiment, while agree-
ableness exhibits a high correlation with behav-
ior (especially in Deepseek-V3), the correlation of
Dimension O (openness) is higher in GLM-4-Air.
This discrepancy may be attributed to the relevant
training corpus. Unlike humans with intrinsic so-
cial motivation, the behavioral patterns of LLM
agents are primarily driven by semantic connec-
tions and environmental feedback. Additionally,
implicit biases in training data may cause differ-
ences in how personality metrics map to behavior
between agents and humans.

5.3 Future Work

The generalizability of our results requires further
extensive experiments. Potential directions for fur-
ther research are as follows:

1. Modifying the architecture or parameters of
LLMs to verify whether the conclusions are
limited by the characteristics of the specific
LLM (e.g. pre-training or post-training cor-
pus).

2. Changing simulation parameters (e.g. pf , pg
or tmax) to analyze their influence on the dy-
namic behavioral variation of agents.

3. Adjusting the description and distribution of
the initial personality to better reflect authen-
tic group-level personality traits.

4. Adding factors of environmental feedback by
integrating a reputation system or an emo-
tional reward to simulate complex selection
pressures.

5. Exploring variations in behavior and person-
ality metrics across various game scenarios,
including the negotiation and resource alloca-
tion tasks, to investigate the effects of specific
scenarios on behavior and personality traits.

6. Incorporating agents with diverse cultural
backgrounds and conducting comparative
studies within the same scenario to avoid the
limitation of a monocultural background in
shaping the agents (Henrich et al., 2010).

6 Conclusion

We propose a framework using LLM agents to sim-
ulate and evaluate dynamic personality traits in the
Prisoner’s Dilemma. Dynamic personality intro-
duction results in two behavioral tendencies: stable
collaboration and stable defection, strongly cor-
relating with specific personality metrics, notably
BFI’s Dimension O (openness) for GLM-4-Air and
Dimension A (agreeableness) for Deepseek-V3.
Certain BFI dimensions approach or surpass word
frequency and embedding vectors, underscoring
dynamic personality’s role in agent behavior.

This study contributes to anthropomorphic AI
and social psychology by elucidating dynamic per-
sonality evolution under environmental feedback.
It provides a direct evaluation framework and com-
parisons with human experiments, offering insights
into AI and social psychology. Future research can
extend our framework in promising directions.

Limitations

The implementation of our framework is limited
to the Prisoner’s Dilemma scenario with parame-
ters maintained at fixed values. In addition, the
selection of LLMs is restricted. Consequently, the
results may exhibit variability when subjected to
different experimental setups.
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A Prompts

A.1 The Prisoner’s Dilemma

To maximize control variables, we keep the
prompts in the Prisoner’s Dilemma (except the mu-
tation process) consistent with Suzuki and Arita
(2024) as much as possible.

Game Rules Answer the questions, please
act as if your personality trait is
${personality_description}. This is an
experimental study of strategy choices
in different situations. You and your
partner have an opportunity to earn money
based on individual decisions. You and
your partner will independently choose
one of two strategies: ’Strategy A’ or
’Strategy B’. Your earnings will depend
on the combination of your choice and
your partner’s choice. If both of you
choose ’Strategy A’, each of you earns $4,
which is a mutually intermediate amount.
If you choose ’Strategy A’, and your
partner chooses ’Strategy B’, you earn $0,
which is the smallest, and your partner
earns $5, which is the largest. If you
choose ’Strategy B’, and your partner
chooses ’Strategy A’, you earn $5, which
is the largest, and your partner earns
$0, which is the smallest. If both of
you choose ’Strategy B’, each of you
earns $1, which is not zero but smaller
than $4. For example: If you choose
’Strategy A’ and your partner also chooses
’Strategy A’, both of you will earn $4
each. However, if you choose ’Strategy
A’ and your partner chooses ’Strategy B’,
you will earn nothing, while your partner
will earn $5. Your goal is to maximize the
total money you receive through repeated
rounds of decisions regardless of the
other’s money. Not a combined earning but
your own money. Predicting your partner’s
choice and considering your personality
trait, which strategy do you choose in
the next round? Please answer using the
format ’I choose Strategy *.’ No further
mentions are allowed, but you may ask the
reason for your choice later.

Initial Personality Description

1. Pursues personal gain consistently,
neglecting mutual or group benefits
entirely.

2. Open to team efforts, but
self-interest frequently overrides
collective goals.

3. Recognizes cooperation’s value but
often demands trust before committing
fully.

4. Balances between individual needs and
team benefits based on situations.

5. Values collaboration, though,
retains a watchful eye for possible
betrayals.

6. Favors group outcomes, believes in
shared growth, occasionally sets
limits.

7. Commits wholly to teamwork, placing
the group’s interests above personal
ones.

Prompting agents to make a choice
Predicting your partner’s choice and
considering your personality trait,
which strategy do you choose in the next
round? Please answer using the format ’I
choose Strategy *.’ No further mentions
are allowed, but you may ask the reason
for your choice later.

Showing results to agents You chose
${strategy_name_1} and your partner chose
${strategy_name_2} in the ${round_count}
round. So, you got $${points_1} and
your partner got $${points_2} in the
${round_count} round.

The mutation process of personality Answer
the questions. The following text
describes the character of a person.
${personality_description} Please
rephrase the description of a personality
trait within 10 words. Your answer starts
with ’Rephrased text:’
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A.2 BFI Evaluation

The ${self_description} in our BFI evaluation
prompts is based on the inventory proposed by
Johnson (2014).

Prompting agents to give self-evaluation You
will be asked a question, please
please act as if your personality
trait is ${personality_description} when
answering the question. Do you think
the description "You ${self_description}"
applies to you? Please rate your level of
agreement on a scale from 0 to 6: 0 means
completely disagree, 1 means strongly
disagree, 2 means a little disagree, 3
means neither agree nor disagree, 4 means
little disagree, 5 means strongly agree,
6 means completely disagree. Please ONLY
output the number and DO NOT add any
additional field or line break to your
response!

B Word Lists for Word Frequency
Statistics

B.1 Words with Behavioral Semantic

• Collaboration (W-Col): altruistic, cohesion,
collaboration, collective, communal, commu-
nity, cooperative, generous, group, helpful,
others, selfless, share, supportive, team, team-
work, team-centered, team-oriented, unite,
unity

• Defection (W-Def): boundary, egocentric, in-
dependence, independent, individual, individ-
ualistic, limits, narcissistic, own, personal,
self-absorbed, self-centered, self-focused,
self-interest

B.2 Privative Words

Only the verb prototype is listed.

• above, disregard, ignore, neglect, over, rather
than, undervalue

C Variation of Personality Metrics

Figure 5 and Figure 6 show the variation of BFI
scores and word frequency in Group-Col and
Group-Def. The separation effects of BFIA(t) and
WFCol(t) are significant under both GLM-4-Air
and Deepseek-V3, while the separation of BFIO(t)
is only significant under GLM-4-Air.

D AI Assistance Disclosure

The authors acknowledge the use of AI-assisted
tools for non-content aspects of this paper. As non-
native English speakers, we employed AI tools
to refine the linguistic expression of certain sec-
tions, particularly focusing on enhancing readabil-
ity. However, we emphasize that all research ideas,
methodological designs, and coding implementa-
tions were developed without AI involvement.
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Figure 5: General variations of personality metrics in Group-Col (green) and Group-Def (red) among 50 experiments.
Agents use GLM-4-Air as base LLM (pm = 0.05, τ = 0.95). The solid line represents the average score, and the
shaded area shows the 95% distribution range of experimental results.
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Figure 6: General variations of personality metrics in Group-Col (green) and Group-Def (red) among 16 experiments.
Agents use Deepseek-V3 as base LLM (pm = 0.05, τ = 0.95). The solid line represents the average score, and the
shaded area shows the 95% distribution range of experimental results.
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