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Abstract

Humor is prevalent in online communications
and it often relies on more than one modality
(e.g., cartoons and memes). Interpreting humor
in multimodal settings requires drawing on di-
verse types of knowledge, including metaphor-
ical, sociocultural, and commonsense knowl-
edge. However, identifying the most useful
knowledge remains an open question. We in-
troduce BOTTLEHUMOR, a method inspired by
the information bottleneck principle that elic-
its relevant world knowledge from vision and
language models which is iteratively refined
for generating an explanation of the humor
in an unsupervised manner. Our experiments
on three datasets confirm the advantage of our
method over a range of baselines. Our method
can further be adapted in the future for addi-
tional tasks that can benefit from eliciting and
conditioning on relevant world knowledge and
open new research avenues in this direction.

1 Introduction

Humor is an effective communication tool (Stauf-
fer, 1999; Wanzer et al., 2010; Vartabedian, 1993;
Kasulis, 1989) that can manifest in various forms,
including puns, exaggerated facial expressions, ab-
surd behaviors, and incongruities (Shaw, 2010). It
is shaped by multiple factors such as culture, so-
cial interactions, societal phenomena, and personal
imagination (Warren and Mcgraw, 2015; Warren
et al., 2020).

In particular, humor is prevalent in online com-
munications (McCulloch, 2020), often spanning
multiple modalities (e.g., cartoons and memes;
Shifman, 2013). Interpreting humor across modali-
ties requires “reading between the lines”, connect-
ing textual and visual elements to grasp the mean-
ing (Warren et al., 2020). For example, in Fig. 1,
connecting the tooth fairy depicted in the image
carrying a plunger to the caption, “In this econ-
omy, it’s good to have an extra trade”, creates the

Implications: 

A mundane plunger contrasts with 
the magical fairy.

The caption humorously links it to 
economic struggles, suggesting 
even mythical beings need extra 
income.

The child's sleep contrasts with the 
fairy's economic struggles, 
highlighting the absurdity of real-
world hardship.

Image Descriptions:

The bed and the cloud create a 
whimsical and magical scene.

The fairy-like woman has a determined 
expression with a plunger

Candidate Explanation:

The humor comes from the image of the 
Fairy carrying a plunger. This unexpected 
contrast suggests mythical figures need 
side jobs, exaggerating financial 
struggles by mixing whimsy with 
mundane reality.

Task: Explain why the caption is funny 
for a given image. 

Caption: In this economy, it's good to 
have an extra trade.

Relevance

Redundancy

Figure 1: Humor understanding requires understanding
world knowledge. BOTTLEHUMOR aims to reduce re-
dundancy in existing inputs (e.g. image descriptions)
while increasing relevance to candidate explanations.

humorous interpretation that in this state of the
economy, even the imaginary fairy needs a side job
as a plumber.

Several datasets for multimodal humor under-
standing tasks were proposed, where models are
tasked with generating free-text humor explana-
tions for an image and a caption (Hwang and
Shwartz, 2023; Hessel et al., 2023; Nandy et al.,
2024; Hu et al., 2024b). However, they are often
overlooked in vision-and-language models (VLMs)
evaluations, possibly due to the subjective nature
of humor and the challenges in evaluating free-text
explanations. With that said, VLMs have demon-
strated remarkable visual reasoning capabilities on
datasets requiring scientific knowledge (Lu et al.,
2022), commonsense knowledge (Schwenk et al.,
2022), and spatial reasoning (Liu et al., 2023) and
there is a prominent line of work on enhancing mul-
timodal reasoning (Zhang et al., 2024; Mitra et al.,
2024; Mondal et al., 2024; Hu et al., 2024a).

In this paper, we introduce BOTTLEHUMOR, a
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method inspired by the information bottleneck (IB)
principle. BOTTLEHUMOR leverages VLMs to
generate and iteratively refine implications and ex-
planations from an image and text, selecting those
most relevant for explaining the humor in the image
and maximizing information gain. As an off-the-
shelf method, it is applicable to any VLM.

We evaluate BOTTLEHUMOR on three multi-
modal humor explanation datasets: MemeCap
(Hwang and Shwartz, 2023), NewYorker (Hessel
et al., 2023), and YesBut (Nandy et al., 2024).
Prior work relied on reference-based automatic
metrics that overlook lexical variability and the
open-endedness of explanations and costly human
evaluation. Leveraging the strong text understand-
ing capabilities of LLMs, we propose new auto-
matic evaluation metrics that resemble precision
and recall, and better correlate with human judg-
ments. BOTTLEHUMOR improves F1 by up to 8.2,
4.3, and 2.8 points on MemeCap, NewYorker, and
YesBut, respectively, compared to zero-shot base-
lines and outperforms existing self-refine methods
that merely iterate on and refine the explanation
without generating intermediate implications. Our
results highlight the importance of incorporating
implications, paving the way for future research on
incorporating diverse world knowledge in complex
reasoning tasks.1

2 Related Work

Multimodal Humor Understanding. Earlier
works on humor understanding primarily focus on
detection in images and videos (Chandrasekaran
et al., 2016; Castro et al., 2019; Patro et al., 2021).
Recent work shifted to generative tasks, typically
explaining humor in an image (Hwang and Shwartz,
2023; Hessel et al., 2023; Nandy et al., 2024) or
video (Hyun et al., 2024; Hasan et al., 2019). Un-
derstanding and explanation generation remain un-
derexplored due to the complexity of the task and
free-text evaluation. The V-Flute dataset (Saakyan
et al., 2024) addresses this by re-casting this as
predicting whether an image containing humorous
elements or visual metaphors entails a given de-
scription, while providing justification. We focus
on the generative version of this task, proposing a
method to enhance humor explanation and a frame-
work for automatic evaluation.

1Our code and data are available at:
https://github.com/eujhwang/bottle-humor

Iterative LLM-based Reasoning. Many meth-
ods elicit knowledge from the LLM for intermedi-
ate reasoning steps. Shwartz et al. (2020) elicited
clarification questions and answers, then incorpo-
rated these in the input. Modern Few-shot prompt-
ing removed the need for supervision for these ex-
planations (Marasovic et al., 2022; Wiegreffe et al.,
2022). One popular approach is Chain-of-Thought
(CoT; Wei et al., 2022). CoT steers LLMs to gen-
erate intermediate reasoning steps towards the fi-
nal answer, improving multi-step arithmetic, com-
monsense, and symbolic reasoning tasks. Relevant
successor approaches include self-refine (Madaan
et al., 2023) which prompts LLMs to iteratively im-
prove their answers with self-generated feedback.
Eliciting knowledge from LLMs to improve pre-
dictions has been used for opinion understanding
(Hwang et al., 2024; Hoyle et al., 2023), factual-
ity (Akyürek et al., 2024), and consistency (Liang
et al., 2024).

CoT has been adapted to the vision and language
setting (Zhang et al., 2024) by adding external
knowledge (Mondal et al., 2024), extracting a scene
graph (Mitra et al., 2024), or using visual sketches
as intermediate reasoning steps (Hu et al., 2024a).
Most existing works focus on benchmarks such as
ScienceQA (Lu et al., 2022) and visual common-
sense reasoning (Schwenk et al., 2022), with (a)
definitive/objective answers; and (b) simple evalua-
tion metrics (e.g., ScienceQA is multiple-choice).
We focus on multimodal explanation generation
tasks in which the answers are open-ended and nu-
anced. As in CoT, we elicit intermediate reasoning
steps from the models, but propose a novel method
using the information bottleneck principle to guide
generation and selection of useful knowledge for a
correct explanation.

Information Bottleneck Principle. The Infor-
mation Bottleneck principle (IB; Tishby et al.,
1999), based on information theory, extracts rel-
evant information from an input while minimizing
redundancy (Sec. 3.1). It has been applied to a wide
range of tasks (Ben-Shaul et al., 2023), including
representation learning (Wu et al., 2020; Lee et al.,
2021), deep learning (Saxe et al., 2018; Kawaguchi
et al., 2023), summarization (West et al., 2019; Ju
et al., 2021; Li et al., 2021), speech recognition
(Hecht et al., 2009), and multimodal learning (Mai
et al., 2023; Fang et al., 2024). Most prior works ap-
ply the IB principle during training to learn useful
feature representations, with the exception of West
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et al. (2019); Ju et al. (2021), who use IB for unsu-
pervised summarization. In this work, we extend
the IB principle to multimodal humor understand-
ing to identify relevant LLM world knowledge.

3 BOTTLEHUMOR

Given a humoristic image along with an accom-
panying text (caption), our goal is to generate a
descriptive explanation of the humor. For example,
in Figure 2, a fairy woman with a plunger looking
at a boy can be humorously explained as “The hu-
mor comes from a fairy with a plunger, taking a
side job because of a tough economy” (from the
NewYorker dataset; Hessel et al., 2023).

We propose BOTTLEHUMOR (Figure 2), a multi-
hop reasoning method inspired by the IB principle
(Sec. 3.1). We integrate the visual and textual com-
ponents to generate implications (Sec. 3.2). We
then select the most useful implications by employ-
ing the IB principle (Sec. 3.3), and add them to the
input to generate candidate explanations (Sec. 3.4).
This iterative process alternates between refining
implications and explanations.

3.1 The Information Bottleneck Principle
We use the Information Bottleneck principle (IB;
Tishby et al., 1999) to select useful implications in
BOTTLEHUMOR. IB aims to extract the most rele-
vant information from a given input variable while
minimizing redundancy. Specifically, IB seeks to
compress the input source S into a representation
Ŝ while retaining the information most relevant to
predicting the target Y . This objective is formu-
lated as minimizing the following equation:

I(S, Ŝ)− αI(Ŝ, Y )

where I denotes mutual information, and α is a pa-
rameter to balance compression term I(S, Ŝ) with
relevance term I(Ŝ, Y ).

3.2 Eliciting Multi-Hop Implications
First, we generate a set of natural language impli-
cations of the input. The goal of this step is to
discover connections across different objects, con-
cepts, and situations described in the input.

Image Descriptions. As a first step, we provide
the image I to a VLM to generate a detailed image
description D, focusing on the scene and objects
while ignoring the humoristic meaning behind the
image. We limit the description to a maximum of
five sentences.

Implications. Using these descriptions, the VLM
elicits implications: commonsense knowledge, so-
cial norms, and possible connections for the objects
in the description D and the caption C. Impli-
cations generated at hop h are denoted as P h =
{ph1 , ph2 , . . . , phj }.

In the first hop, the implications are derived from
the image I , its caption C, and a subset of two im-
age descriptions D, selected via a sliding window
to balance efficiency (i.e., input length and cost)
and coverage. From the second hop onward, we
provide the VLM with candidate explanations (see
below) and one of the previously selected top-k
implications (Sec. 3.3).

When the number of generated implications ex-
ceeds 15, we cluster them using sentence embed-
dings and select the implications closest to each
cluster’s centroid. This step reduces redundancy
while preserving diversity.

Candidate Explanations. To guide implication
selection for generating the correct output, we pro-
vide the image I and caption C to the VLM to
generate a set of candidate explanations at each
hop: Rh = {rh1 , rh2 , . . . , rhk}. One candidate expla-
nation acts as an initial hypothesis, refined itera-
tively when additional information (implications)
becomes available. In the first hop, we generate
candidate explanations by providing the VLM with
the image I , caption C, and descriptions D. From
the second hop onward, we condition—in addition
to the previous inputs—on each of the k implica-
tions selected in the previous hop (§3.3) to generate
k candidate explanations. The prompts used for
generating image descriptions, implications, and
candidate explanations are in Appendix F.

3.3 Selecting and Refining Useful Implications
We aim to select the top k most useful implications
at each hop, which should add meaningful informa-
tion beyond the image and caption while providing
relevant context for generating a target response.
These requirements lend themselves to the two core
IB components: compression and relevance.

Compression. The compression term is used to
ensure that new implications provide additional
information beyond what is already known. We
measure the redundancy of each implication gener-
ated in the current hop h, {P h

j }Jj=1 with the inputs
Xh = {C,D, P h−1}, which include the image,
caption, and implications generated at previous
hops (when applicable). We can think of this as
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The humor comes from the image of 
the Fairy carrying a plunger. This 
unexpected contrast suggests, …

…

Final Answer

The humor comes from the 
absurd image of the Tooth 
Fairy, known for leaving 
money for lost teeth, now 
wielding a plunger. This 
contrast between the magical 
and mundane highlights the 
absurdity of a mythical 
creature taking a side job in a 
tough economy.

- The caption links it to economic struggles…

- A mundane plunger contrasts with the magical fairy.

- The child's sleep contrasts with the fairy's economic 
struggles, highlighting real-world hardship…

relevant to  
explanations

compression  
with input

Image

Caption
In this economy, it's good 
to have an extra trade

- The fairy-like woman has, …

- The bed and the cloud 

create, …

Image Descriptions

Implications Candidate Explanations

H1

H2

2⃣  Generate Implications 
& Candidate Explanation

1⃣  Generate Descriptions

h iterations

6⃣  Generate Final Explanation

H1

3⃣  Select Top-K Implications

4⃣  Refine 
Candidate 

Explanation

5⃣  Refine 
Implications

Figure 2: Overview of BOTTLEHUMOR. We begin by generating descriptions, implications, and a candidate
explanation (steps 1 and 2). Then, we refine the implications and candidate explanations over h iterations using the
IB principle (steps 3 to 5), ultimately generating a final explanation from the refined implications and candidate
explanations (step 6).

testing whether the new set Xh + {P h
j }Jj=1 can be

easily compressed back to Xh (redundant). To that
end, we embed each of the inputs using sentence
embeddings and compute the maximum cosine sim-
ilarity between the target implication and each in-
put in Xh, representing the maximum redundancy
with existing information:

Î(X,P h
j ) = max

i∈I
(cos(Xi, P

h
j ))

Relevance. The relevance term is used to ensure
that implications provide useful information for
generating a target explanation. Since our method
is unsupervised, we use the VLM to generate can-
didate explanations at hop h− 1: Y = {Rh−1}Ii=1,
which we use as a proxy for the gold standard an-
swer in the next hop h. We measure the relevance
of the target implication P h

j as the maximum prob-
ability (minimum cross entropy loss) for predicting
the candidate explanation from the current (textual)
inputs Ẑh

j = {C,D, P h−1, P h
j }, which include

the caption, image description, implications from
previous hops, and the target implication:

Î(P h
j , Y ) = min

i∈I
(CE(Rh−1

i | Ẑh
j ))

Cross-entropy values tend to be lower for short
candidate explanations, leading to abnormally low
scores for low-quality responses. To address this,
we introduce a length penalty to adjust for devia-
tions from the average response length. Responses
significantly shorter or longer than the average re-
ceive a larger penalty. We incorporate a scaling
factor β, defined as the ratio of the average cross-
entropy to the average length. The length penalty
is then formulated as:

LPi = β · |Li − L̄|, β =
C̄E

L̄

where Li is a length for i-th candidate explanation,
L̄ is the mean token length across all candidate
explanations, and C̄E is the mean cross-entropy
loss across all candidate explanations. The final
relevance term for each implication becomes:

Î(P h
j , Y ) = min

i∈I
(CE(Rh−1

i | Ẑh
j ) + LP )

We use the open/efficient Qwen2-1.5B (Yang et al.,
2024) LLM to compute cross-entropy values.

Selecting Implications. With these compression
and relevance terms, we formulate the final IB-
based objective function. Since the goal is to min-
imize redundancy (maximize compression) and
maximize relevance, we select k implications based
on the following equation:

min
k

j∈J
Î(X,P h

j )− Î(P h
j , Y ) = (1)

min
k

j∈J

{
maxi∈I(cos(Xi, P

h
j )) +

αmini∈I(CE(R
h−1
i | Ẑh

j ) + LP )

}

where α is a hyperparameter that controls the trade-
off between the compression and relevance terms.
In our experiments, we set α = 0.7, based on our
empirical observation. A detailed analysis of the
effect of varying α is provided in Appendix E.

We use the implications in each hop to refine
the candidate explanations in the next hop and vice
versa. To avoid excessive calculation during the
implication refinement step, we keep the number
of candidate explanations to a maximum of three
based on the cross entropy scores computed us-
ing all existing inputs. These inputs, denoted as
Ẑh
j = {C,D, P h

j , R
h−1
i }, include caption, image

descriptions, current hop implications, and previ-
ous hop candidate explanations. We then select
top-k candidate explanations (k = 3) in current
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hop candidate explanations Rh
i that minimize the

cross-entropy:

Rh
top-k = argmini∈I,|I|=k CE(R

h
i | Ẑh

j ) (2)

In our experiments, we set the number of hops H
to 2 and the number of reasoning chains k to 3.

3.4 Generating Final Answer
After H iterations of refinement, we generate the
final answer. As for candidate explanation genera-
tion in earlier hops, we provide the VLM with the
image I , its caption C, the k implications selected
in the previous hop (Eq. 1), and the k candidate
answers selected in the previous hop (Eq. 2), in-
structing it to generate a response.

We used Sentence Transformer2 for all sentence
embeddings. The prompts for generating multi-hop
implications and explanations are in Appendix F.

4 Experimental Setup

4.1 Datasets
We evaluate BOTTLEHUMOR on three multimodal
humor datasets (see examples in Appendix A):

MemeCap (Hwang and Shwartz, 2023). Each
instance includes a meme paired with a title (social
media post to which the meme was attached). The
task is to generate a brief explanation, compared
against multiple reference explanations. The task
requires interpreting visual metaphors in relation to
the text, where models can benefit from reasoning
about background knowledge.

New Yorker Cartoon (Hessel et al., 2023). We
focus on the explanation generation task: given a
New Yorker cartoon and its caption, generate an
explanation for why the caption is funny given the
cartoon, requiring an understanding of the scene,
caption, and commonsense and world knowledge.

YesBut (Nandy et al., 2024). Each instance con-
tains an image with two parts captioned “yes” and
“but”. The task is to explain why the image is funny
or satirical.

Since our method is unsupervised, we use the
test set portions of these datasets. Due to resource
and cost constraints, we don’t evaluate our method
on the full test sets. Instead, from each dataset,
we randomly sample 100 test instances. We re-
peat the process three times using different random
seeds to obtain three test splits and report average
performance and standard deviation.

2BAAI/bge-large-en-v1.5

4.2 Models

We test our method with two closed-source and two
open-source VLMs.

GPT-4o (Hurst et al., 2024) is an advanced,
closed-source multimodal model processing text,
audio, images, and video and generating text, au-
dio, and images. It matches GPT-4’s performance
in English text tasks with improved vision under-
standing.

Gemini (Team et al., 2023) is a closed-source
multimodal model from Google, available in multi-
ple variants optimized for different tasks. We use
Gemini 1.5 Flash for evaluation and Gemini 1.5
Flash-8B for experiments, a smaller, faster variant
with comparable performance.

Qwen2 (Yang et al., 2024) is an open-source
multimodal model built on a vision transformer
with strong visual reasoning. We use the
Qwen2-VL-7B-Instruct model, competitive with
GPT-4o on several benchmarks.

Phi (Abdin et al., 2024) is a lightweight,
open-source 4.2B-parameter multimodal model,
trained on synthetic and web data. We use
Phi-3.5-Vision-Instruct, optimized for pre-
cise instruction adherence.

4.3 Baselines

We compare our method to four prompting-based
baselines:3 zero-shot (ZS), Chain-of-Thought
(COT) prompting, and self-refinement with (SR)
and without (SR-NOC) a critic.

ZS generates a final explanation directly from
the image and caption using VLM. COT follows
a similar setup but instructs the model to produce
intermediate reasoning chains (Wei et al., 2022).
Additionally, we implement SR, a multimodal vari-
ant of self-refinement (Madaan et al., 2023), where
a generator produces a response, and a critic eval-
uates it based on predefined criteria. The critic’s
feedback helps refine the output iteratively4. Evalu-
ation criteria include correctness, soundness, com-
pleteness, faithfulness, and clarity (details in Ap-
pendix H). SR-NOC functions identically to SR
but without a critic model, refining candidate ex-
planations without feedback. This also serves as an
ablation of the implications from BOTTLEHUMOR.
Prompts for baselines are in Appendix H.

3Temperature set to 0.8 for all baselines.
4Refinement steps set to 2 for fair comparison.
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4.4 Evaluation Metrics
While human evaluation is often the most reliable
option for open-ended tasks like ours (Hwang and
Shwartz, 2023), it is costly at scale. LLM-based
evaluations (e.g., with Gemini 1.5 Flash) offer
a more affordable alternative but are not always
reliable (Ye et al., 2024). Prior research in fact
verification has found that modern closed-source
LLMs excel at fact checking when the complex
facts are decomposed into simpler, atomic facts
and verified individually (Gunjal and Durrett, 2024;
Samir et al., 2024). Inspired by this approach, we
propose LLM-based precision and recall scores.

For recall, we decompose the reference ref into
atomic facts: {y1, y2, ..., yn} and check whether
each appears in the predicted response pred.

Recall =
1

n

n∑

i=1

1
(
LLM(yi, pred) = Yes

)

where n is the number of atomic facts in ref .
Precision follows the same process in reverse,

decomposing pred into a list of atomic facts:
{x1, x2, ..., xm} and verifying their presence in
ref :

Precision =
1

m

m∑

i=1

1
(
LLM(xi, ref) = Yes

)

where m is the number of atomic facts in pred.
Both decomposition and verification use Gemini-
Flash-1.5 with a temperature of 0.2.

In preliminary experiments, we observed that
human references tend to omit obvious visual de-
tails, whereas model-generated answers are often
more complete, referencing visual information. To
prevent penalizing the models for these facts, we in-
corporate literal image descriptions (Sec 3) into the
reference by decomposing them and adding them
to the atomic facts for fairer evaluation. Based
on the precision and recall scores, we report the
macro-F1 score.

To assess the reliability of our metrics, we con-
ducted a human evaluation on 130 random samples
across all models and datasets via CloudResearch
(details in Appendix D). Human annotators deter-
mined whether each atomic sentence appeared in
the corresponding text (e.g., reference). The aver-
age agreement between the LLM-based evaluator
and two human annotators was 77.1% (κ = 54.1),
similar to the agreement between the two annota-
tors: 75.4% (κ = 50.8), indicating considerable

Figure 3: An example analysis of the explanations of ZS
and BOTTLEHUMOR for a New Yorker Cartoon, using
SentenceSHAP. Implications are sorted according to
their SentenceSHAP score from most to least important.

alignment with human judgment. Prompts are in
Appendix G.

5 Results

We present the comparison of BOTTLEHUMOR to
the baselines (§5.1), look into the contribution of
each individual component in our method (§5.2),
justify the IB framework (§5.3), and present an
error analysis of our method’s predictions (§5.3).

5.1 Comparison to the Baselines

Table 1 presents the overall experimental results.
Compared to the best of ZS and COT, BOTTLE-
HUMOR improves an average of 4.2, 1.6, and 2.1
F1 points on the MemeCap, NewYorker, and Yes-
But datasets, respectively, across models. Among
all models, GPT-4o performs best, averaging 3.4
F1 point improvement across datasets. BOTTLE-
HUMOR significantly boosts recall while maintain-
ing comparable precision. This suggests that our
method effectively integrates external knowledge
to generate more comprehensive final explanations,
with a slight precision drop due to potential noise.

ZS performs reasonably well, likely due to these
strong VLMs trained on similar tasks. However,
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MemeCap NewYorker YesBut Avg.
Model Method P R F1 P R F1 P R F1 F1

GPT4o

ZS 81.82.0 34.12.6 48.12.8 75.41.4 42.02.5 53.91.9 73.92.3 47.86.6 58.05.5 53.31.9
CoT 78.62.1 34.11.1 47.51.1 76.00.7 26.12.7 38.83.1 74.10.9 26.22.9 38.73.2 41.71.2
SR 75.31.3 31.80.9 44.80.9 75.11.2 44.61.7 56.01.7 69.41.3 46.73.9 55.83.1 52.21.0
SR-noC 81.92.6 33.50.5 47.50.7 75.21.2 45.81.0 56.90.5 72.41.6 46.32.6 56.52.4 53.61.1
BOTTLEHUMOR 79.12.6 38.20.8 51.50.3 74.52.2 47.70.3 58.20.5 73.83.5 51.22.9 60.42.6 56.71.1

Flash1.5

ZS 79.21.7 17.72.3 28.93.0 76.61.2 24.13.1 36.63.7 74.51.8 28.53.5 41.13.7 35.50.4
CoT 79.51.8 16.11.0 26.71.5 76.72.6 13.10.5 22.30.8 77.32.6 16.41.5 27.12.2 25.40.7
SR 76.22.1 19.41.2 30.91.6 73.71.7 22.91.5 34.91.8 72.70.9 28.93.5 41.33.5 35.71.1
SR-noC 80.90.7 19.40.5 31.30.7 74.02.0 21.21.1 32.91.5 71.31.1 26.54.7 38.55.0 34.32.3
BOTTLEHUMOR 79.60.7 20.81.8 32.92.2 76.21.0 24.11.0 36.71.3 73.41.8 30.64.6 43.14.7 37.62.7

Qwen2

ZS 74.32.1 22.81.9 34.82.4 66.71.0 19.40.2 30.10.3 70.01.8 19.70.5 30.70.4 31.91.2
CoT 71.64.0 22.01.2 33.61.5 70.91.5 11.01.4 19.02.1 72.21.6 13.64.4 22.76.3 25.12.6
SR 73.11.5 23.91.2 36.11.5 67.40.9 17.81.1 28.21.4 68.90.7 20.31.7 31.32.1 31.90.3
SR-noC 75.01.4 23.00.8 35.21.0 67.30.4 18.61.1 29.11.4 70.22.5 20.61.5 31.81.5 32.00.2
BOTTLEHUMOR 73.52.3 24.00.8 36.21.2 68.41.3 17.70.1 28.10.2 69.81.2 22.11.2 33.51.2 32.60.9

Phi

ZS 64.21.2 9.81.1 17.01.6 51.21.0 14.80.9 23.00.9 54.41.4 19.34.4 28.34.7 22.72.0
CoT 59.90.9 11.71.1 19.51.5 57.41.5 8.51.3 14.82.1 56.22.1 11.72.4 19.33.2 17.90.9
SR 56.80.3 15.13.9 23.74.9 49.10.6 13.00.2 20.60.2 52.51.4 17.23.5 25.84.2 23.42.5
SR-noC 59.52.5 11.83.0 19.64.3 51.23.7 15.12.2 23.32.6 54.12.1 17.44.2 26.14.9 23.01.2
BOTTLEHUMOR 65.25.2 15.62.3 25.23.0 55.82.1 15.00.4 23.60.4 57.61.3 20.01.0 29.71.1 26.21.5

Table 1: Precision, Recall, and F1 scores of models and baselines on three multimodal humor benchmarks.

Model Input MC NY YB

GPT4o
Imp 47.61.3 53.30.3 54.95.3

Cand 50.01.9 56.52.7 59.73.1

Ours 51.50.3 58.20.5 60.52.5

Flash1.5
Imp 32.50.8 36.80.2 39.05.1

Cand 32.83.2 37.71.1 43.72.7

Ours 32.92.2 36.71.3 43.14.7

Qwen2
Imp 36.22.1 29.20.9 36.21.2

Cand 37.01.0 29.20.9 33.50.7

Ours 36.21.2 28.10.2 33.51.2

Phi
Imp 23.24.0 23.21.4 26.24.2

Cand 27.32.2 23.10.8 28.14.9

Ours 25.23.0 23.60.4 29.71.1

Table 2: F1 score comparison of using a single refined
input: implications (Imp) or candidate explanations
(Cand) vs. using both.

COT causes a substantial performance drop. We
observe that COT’s reasoning often leads the model
to produce more generic explanations and lose fo-
cus on explaining the humor.

The self-refine baselines perform similarly to
ZS, with SR slightly outperforming SR-NOC. This
suggests that merely refining the output without
adding new information might not be beneficial
for these tasks. Furthermore, incorrect feedback
from SR could even negatively impact the perfor-
mance. In contrast, BOTTLEHUMOR outperforms
both self-refinement baselines, improving an aver-
age of 2.8, 2.0, and 3.3 F1 points on the MemeCap,
NewYorker, and YesBut datasets, respectively; sup-

porting our hypothesis that humor understanding
requires additional world knowledge, which BOT-
TLEHUMOR can successfully integrate into the rea-
soning process.

5.2 Contribution of Individual Components

Since our method introduces several modifications
to the standard prompting approach, we assess the
contribution of each individual component to the
final performance. We conduct ablation tests and
employ an explainability technique to point to the
features that the model relies on most.

Ablation study. Table 2 presents an ablation
study where only a single input is provided after
refining implications and candidate explanations.
GPT-4o and Phi perform better with both inputs,
suggesting they effectively integrate relevant infor-
mation from both to generate improved explana-
tions. In contrast, Flash-1.5 and Qwen2 models
rely more on the candidate explanations, which
contain more readily-useful information than the
implications, indicating these models are less profi-
cient at ignoring noisy or irrelevant implications.

Feature importance. To further pinpoint the con-
tribution of individual implications to the final
explanations, we turn to interpretability methods.
We adapt TokenSHAP (Horovicz and Goldshmidt,
2024), which estimates the importance of individ-
ual tokens to the model’s prediction using Monte
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Carlo Shapley value estimation, to a sentence-level
variation that we refer to as SentenceSHAP (see
Appendix B for details). This approach visualizes
each sentence’s contribution to the final explana-
tion, as shown in Figure 3. The explanation from
ZS misses the humor in the long CVS receipt that
the officer is holding as a badge of honor, while
BOTTLEHUMOR is directly informed by the top
implication.

5.3 Assessment of the IB Framework

IB component analysis. We focus on GPT4o,
the best performing model across all datasets, and
analyze the contribution of each IB component in
our method through ablation tests. We evaluate four
implication selection approaches (iterative refine-
ment; Sec. 3.3): (1) Random, where implications
are selected randomly; (2) Cosine, which selects
implications with the lowest cosine similarity to
the previous inputs; (3) CE, which selects impli-
cations that yield the lowest cross-entropy value
when we condition on them to generate the candi-
date explanations; and (4) Cosine+CE, our method
presented in Sec. 3.3 that combines cosine simi-
larity and cross-entropy based on the IB principle.
We conduct the analysis on 100 random instances
from each dataset. Figure 4 shows that Cosine+CE
method outperforms the Cosine and CE baselines,
improving F1 score by 4.8 and 2.3 points, respec-
tively, confirming the importance of balancing re-
ducing redundancy with increasing the signal.

Quality of intermediate explanations. To ana-
lyze whether the candidate explanations improve
across iterations, we randomly sample 50 examples
from each dataset and their outputs generated by
GPT-4o and Flash1.5. Since each iteration gen-
erates three candidate explanations, we report the
highest F1 score among them, and the correspond-
ing precision and recall values in Table 3. For
GPT-4o, F1 scores consistently improve across iter-
ations, primarily driven by recall, which increases
by an average of 11.4 points at h2 compared to the
initial hop. Precision also improves significantly at
h1, averaging an 8.0 point gain across datasets, then
stabilizes. A similar trend is observed in Flash1.5-
8B, a considerably smaller model, except for the
MemeCap, where F1 scores peak at h1 but decrease
by 2.5 points at h2. While precision remains simi-
lar at the final hop compared to h1, recall drops by
2.4 points, suggesting smaller models are more sus-
ceptible to noisy information as iterations progress.

Figure 4: Performance of GPT4o on different IB com-
ponents.

GPT4o Flash1.5
h0 h1 h2 h0 h1 h2

MC P 88.5 92.7 92.7 81.0 92.2 92.3
R 35.6 47.0 48.5 21.0 35.0 32.6
F1 50.8 62.4 63.6 33.3 50.7 48.2

NY P 79.6 86.5 84.7 72.2 83.5 83.5
R 50.6 57.9 62.8 22.9 33.4 34.7
F1 61.9 69.4 72.1 34.8 47.7 49.0

YB P 67.2 82.3 82.0 81.0 92.2 92.3
R 48.2 56.2 57.6 26.2 36.8 38.1
F1 56.2 66.8 67.6 39.6 52.6 54.0

Table 3: Precision, Recall, and F1 scores on interme-
diate explanations across hops. h stands for hop. In
our experiments, hop h = 0 corresponds to k = 0 (no
implications), h = 1 allows up to k = 3 implications,
and h = 2 allows up to k = 6 implications.

Error analysis. We manually analyzed 40 ran-
domly sampled explanations across different mod-
els where implications negatively impacted perfor-
mance. The two most common errors are: dilution
of focus (81.2%) and introducing irrelevant infor-
mation (18.7%). Dilution of focus occurs when im-
plications repeat the same concept multiple times
or include overly generalized statements that over-
ride more specific details. Irrelevant information,
such as common phrases unrelated to the humor
can also distort the explanation. See Appendix C
for examples analyzed using SentenceSHAP.

6 Conclusions

We introduced BOTTLEHUMOR, an unsupervised
method inspired by the information bottleneck prin-
ciple that addresses humor explanation tasks by
eliciting relevant knowledge from VLMs and iter-
atively refining the explanation. Our experiments
show that BOTTLEHUMOR outperforms a range of
baselines on three datasets, underscoring the impor-
tance of incorporating relevant world knowledge
in humor understanding. Our analysis offers in-
sights into the impact of individual components in
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our method, and justifies the use of the IB princi-
ple. We further propose an LLM-based evaluation
framework and an adaptation of an interpretability
technique. While we tested our contributions in
the context of humor interpretation, future work
can adapt them to any task that can benefit from
eliciting and reasoning on world knowledge.

Limitations

Subjective nature of humor understanding. In-
dividuals may interpret humor differently based on
their personal background knowledge. While we
find that the reference in the data is likely the most
representative interpretation of the humor in the
image and caption, other interpretations can also
be valid, which are not captured in our scores.

Evaluation of explanations. Humor explana-
tions are often nuanced and subtle. While breaking
down the explanation into atomic sentences helps
the model verify the accuracy and relevance of each
claim, it may overlook the nuanced meaning that
emerges when all the sentences are combined.

Trade-off between interpretability and effi-
ciency. Our method emphasizes interpretable,
step-by-step controllable reasoning for the humor
explanation tasks, but this comes with increased
resource cost. While the computational cost can be
managed by limiting the number of implications or
image descriptions, the increased cost remains an
inherent trade-off for incorporating interpretable
reasoning steps. In contrast, less interpretable
or controllable approaches may offer greater ef-
ficiency. Each call typically involves ≤500 input
tokens and ≤128 output tokens, with up to 20 calls
per sample. For 100 samples, this results in an esti-
mated total cost of up to $4–5 USD using GPT-4o
and up to $1 USD using Gemini-Flash-1.5-8B.

Ethics Statement

Data. All datasets used in our work, MemeCap,
NewYorker, and YesBut, are publicly available.
The datasets include images, accompanying texts,
and humor interpretations collected from humans
and may contain offensive content to some people.

Models. The LLMs and VLMs we used for the
experiments are trained on a large-scale web cor-
pora and some of them utilize human feedback.
Given their training sources, they could potentially
generate content (i.e., descriptions, implications,
and explanations) that exhibit societal biases.

Data Collection. We use CloudResearch to col-
lect judgments about model-generated explanations
in order to validate our proposed automatic evalu-
ation method. To ensure the quality of evaluation,
we required that workers were located in English-
speaking countries (e.g. US, UK, Canada, Aus-
tralia, and New Zealand), and had an acceptance
rate of at least 93% on 1,000 prior annotations. We
paid $0.20 for the evaluation task, which means
that annotators were compensated with an average
hourly wage of $13, which is comparable to the US
minimum wage. We did not use any personal in-
formation from annotators. We obtained ethics ap-
proval from our institution’s research ethics board
prior to running the study.
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A Dataset Examples

Figure 5 illustrates example data instances from
MemeCap, NewYorker, and YesBut.

B SentenceSHAP

In this section, we introduce SentenceSHAP, an
adaptation of TokenSHAP (Horovicz and Goldsh-
midt, 2024). While TokenSHAP calculates the im-
portance of individual tokens, SentenceSHAP esti-
mates the importance of individual sentences in the
input prompt. The importance score is calculated
using Monte Carlo Shapley Estimation, following
the same principles as TokenSHAP.

Given an input prompt X = {x1, x2, . . . , xn},
where xi represents a sentence, we generate all
possible combinations of X by excluding each sen-
tence xi (i.e., X − {xi}). Let Z represent the set
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Figure 5: Dataset Examples on MemeCap, NewYorker, and YesBut.

of all combinations where each xi is removed. To
estimate Shapley values efficiently, we randomly
sample from Z with a specified sampling ratio, re-
sulting in a subset Zs = {X1, X2, . . . , Xs}, where
each Xi = X − {xi}.

Next, we generate a base response r0 using a
VLM (or LLM) with the original prompt X , and a
set of responses Rs = {r1, r2, . . . , rs}, each gen-
erated by a prompt from one of the sampled com-
binations in Zs.

We then compute the cosine similarity be-
tween the base response r0 and each re-
sponse in Rs using Sentence Transformer
(BAAI/bge-large-en-v1.5). The average simi-
larity between combinations with and without xi is
computed, and the difference between these aver-
ages gives the Shapley value for sentence xi. This
is expressed as:

ϕ(xi) =

1

s

s∑

j=1

(cos(r0, rj | xi)− cos(r0, rj | ¬xi))

where ϕ(xi) represents the Shapley value for sen-
tence xi, cos(r0, rj | xi) is the cosine similarity
between the base response and the response that
includes sentence xi, cos(r0, rj | ¬xi) is the co-
sine similarity between the base response and the
response that excludes sentence xi, and s is the
number of sampled combinations in Zs.

C Error Analysis Based on
SentenceSHAP

Figure 6 presents two examples of negative im-
pacts from implications: dilution of focus and the
introduction of irrelevant information.

D Details on human anntations

We present the annotation interface on
CloudResearch used for human evaluation
to validate our evaluation metric in Figure 7. Refer
to Sec. 6 for details on annotator selection criteria
and compensation.

E Effect of α on explanation quality.

To understand the role of the hyperparameter α in
Eq. (1), we conducted an ablation study evaluating
F1 scores from GPT-4o across all three datasets
(100 samples each), using a fixed random seed. As
shown in Table 4, performance varies with different
α values. When α = 0.0, the model prioritizes rel-
evance alone; when α = 1.0, it focuses exclusively
on compression. Across datasets, the best perfor-
mance tends to occur near α = 0.7, indicating that
a balanced trade-off between compression and rel-
evance yields the most informative and accurate
intermediate explanations.
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Implications:

The reference to "gramma time" suggests a lighthearted and endearing 
celebration of grandmothers, showcasing their unexpected coolness. (7.4)

The use of "alright stop" humorously mirrors the opening lyrics of Vanilla 
Ice's "Ice Ice Baby" reimagining it with a grandmotherly twist. (2.7)

Using "gramma time" subverts the expectations of the original song, 
creating a funny and relatable twist for those familiar with both the song 
and grandparent stereotypes. (1.5)

Ours: The meme poster is humorously reimagining Vanilla 
Ice's "Ice Ice Baby" with a grandmotherly twist.

Base: The meme poster is humorously depicting an elderly 
woman as a cool, hip figure akin to a rap icon.

Reference:  
- Meme poster is trying to convey a joke about how old MC 
Hammer fans are now.  
- Meme poster makes a pun about Hammer time about a 
grandma. 

Implications:

The 'BUT' panel shows a man lying on the ground near his luggage, which 
contrasts with the initial impression of a positive outcome. (1.8)

The contrast between the organized, cheerful woman and the chaotic, 
defeated man underscores the often unpredictable and humorous 
misfortunes that can occur during travel. (1.3)

The image uses this scenario to point out the discrepancy between one's 
expectations upon departure and the reality of potential delays, a universal 
experience for travelers. (0.6)

Reference: The image is ironical, as having breakfast in bed is a luxury. 
However, eating while in bed leads to food crumbs, making the bed 
dirty, along with the need to clean the bed afterwards.

Base: … On the left, we see an elegant woman confidently striding 
through an airport, presumably embarking on her journey with her 
luggage at her side. The right side reveals the disappointing reality of 
her situation: she is sprawled face down on the floor, appearing 
exhausted and defeated. The expectation set by the confident woman 
is humorously subverted by the reality of airport delays, a common 
travel mishap, resonating with anyone who has experienced similar 
frustrations. The caption adds a layer of irony to the situation, as it 
acknowledges that while the journey is underway, it has not gone as 
planned, a sentiment familiar to anyone who has faced travel delays. …

Ours: The humor in the image arises from the stark contrast between 
the woman's confident appearance and the unfortunate reality of the 
flight delay, coupled with the casual acknowledgment in the caption 
"Yes, But" which suggests that despite the optimistic beginning, the 
situation has taken a comically negative turn. This plays on the universal 
experience of travel delays and the frustration they often cause, making 
the situation both relatable and exaggeratedly humorous.

Caption: from London to the Bay

Error: Irrelevant information

Error: Dilution of focus (Over-generalization)

Figure 6: Examples of negative impact from implications from Phi (top) and GPT4o (bottom).

Dataset 0.0 0.3 0.7 1.0

MEMECAP 46.7 51.5 51.5 48.2
NEWYORKER 57.5 57.6 57.7 57.1
YESBUT 58.1 56.2 59.0 55.0

Table 4: Ablation study for the hyperparameter α used
in Eq. (1).

F Generation Prompts for Selection and
Refinement

Figures 8, 9, and 10 show the prompts used for gen-
erating image descriptions, seed implications (1st
hop), and non-seed implications (2nd hop onward).
Figure 11 displays the prompt used to generate can-
didate and final explanations. Image descriptions

are used for candidate explanations when existing
data is insufficient but are not used for final expla-
nations. For calculating Cross Entropy values (used
as a relevance term), we use the prompt in Figure
11, substituting the image with image descriptions,
as LLM is used to calculate the cross entropies.

G Evaluation Prompts

Figures 12 and 13 present the prompts used to cal-
culate recall and precision scores in our LLM-based
evaluation, respectively.

H Prompts for Baselines

Figure 14 presents the prompt used for the ZS, CoT,
and SR Generator methods. While the format re-
mains largely the same, we adjust it based on the
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Figure 7: Annotation interface on CloudResearch used for human evaluation to validate our evaluation metric.

baseline being tested (e.g., CoT requires generating
intermediate reasoning, so we add extra instruc-
tions for that). Figure 15 shows the prompt used
in the SR critic model. The critic’s criteria include:
(1) correctness, measuring whether the explanation
directly addresses why the caption is humorous in
relation to the image and its caption; (2) sound-
ness, evaluating whether the explanation provides
a well-reasoned interpretation of the humor; (3)
completeness, ensuring all important aspects in the
caption and image contributing to the humor are
considered; (4) faithfulness, verifying that the ex-
planation is factually consistency with the image
and caption; and (5) clarity, ensuring the explana-
tion is clear, concise, and free from unnecessary
ambiguity.
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Prompt for Image Descriptions

Describe the image by focusing on the noun phrases that highlight the actions, expressions, and interactions of the main
visible objects, facial expressions, and people.

Here are some guidelines when generating image descriptions:
* Provide specific and detailed references to the objects, their actions, and expressions. Avoid using pronouns in the
description.
* Do not include trivial details such as artist signatures, autographs, copyright marks, or any unrelated background
information.
* Focus only on elements that directly contribute to the meaning, context, or main action of the scene.
* If you are unsure about any object, action, or expression, do not make guesses or generate made-up elements.
* Write each sentence on a new line.
* Limit the description to a maximum of 5 sentences, with each focusing on a distinct and relevant aspect that directly
contribute to the meaning, context, or main action of the scene.

Here are some examples of desired output: —
[Description] (example of newyorker cartoon image):
Through a window, two women with surprised expressions gaze at a snowman with human arms.
—
[Description] (example of newyorker cartoon image):
A man and a woman are in a room with a regular looking bookshelf and regular sized books on the wall.
In the middle of the room the man is pointing to text written on a giant open book which covers the entire floor.
He is talking while the woman with worried expression watches from the doorway.
—
[Description] (example of meme):
The left side shows a woman angrily pointing with a distressed expression, yelling “You said memes would work!”.
The right side shows a white cat sitting at a table with a plate of food in front of it, looking indifferent or smug with the
text above the cat reads, “I said good memes would work”.
—
[Description] (example of yesbut image):
The left side shows a hand holding a blue plane ticket marked with a price of “$50”, featuring an airplane icon and a
barcode, indicating it’s a flight ticket.
The right side shows a hand holding a smartphone displaying a taxi app, showing a route map labeled “Airport” and a
price of “$65”.
—

Proceed to generate the description.
[Description]:

Figure 8: A prompt used to generate image descriptions.

22626



Prompt for Seed Implications

You are provided with the following inputs:
- [Image]: An image (e.g. meme, new yorker cartoon, yes-but image)
- [Caption]: A caption written by a human.
- [Descriptions]: Literal descriptions that detail the image.

### Your Task:
[ One-sentence description of the ultimate goal of your task. Customize based on the task. ]
Infer implicit meanings, cultural references, commonsense knowledge, social norms, or contrasts that connect the
caption to the described objects, concepts, situations, or facial expressions.

### Guidelines:
- If you are unsure about any details in the caption, description, or implication, refer to the original image for
clarification.
- Identify connections between the objects, actions, or concepts described in the inputs.
- Explore possible interpretations, contrasts, or relationships that arise naturally from the scene, while staying grounded
in the provided details.
- Avoid repeating or rephrasing existing implications. Ensure each new implication introduces fresh insights or
perspectives.
- Each implication should be concise (one sentence) and avoid being overly generic or vague.
- Be specific in making connections, ensuring they align with the details provided in the caption and descriptions.
- Generate up to 3 meaningful implications.

### Example Outputs:
#### Example 1 (example of newyorker cartoon image):
[Caption]: “This is the most advanced case of Surrealism I’ve seen.”
[Descriptions]: A body in three parts is on an exam table in a doctor’s office with the body’s arms crossed as though
annoyed.
[Connections]:
1. The dismembered body is illogical and impossible, much like Surrealist art, which often explores the absurd.
2. The body’s angry posture adds a human emotion to an otherwise bizarre scenario, highlighting the strange contrast.

#### Example 2 (example of newyorker cartoon image):
[Caption]: “He has a summer job as a scarecrow.”
[Descriptions]: A snowman with human arms stands in a field.
[Connections]:
1. The snowman, an emblem of winter, represents something out of place in a summer setting, much like a scarecrow’s
seasonal function.
2. The human arms on the snowman suggest that the role of a scarecrow is being played by something unexpected and
seasonal.

#### Example 3 (example of yesbut image):
[Caption]: “The left side shows a hand holding a blue plane ticket marked with a price of ‘$50’.”
[Descriptions]: The screen on the right side shows a route map labeled “Airport” and a price of ‘$65’.
[Connections]:
1. The discrepancy between the ticket price and the taxi fare highlights the often-overlooked costs of travel beyond just
booking a flight.
2. The image shows the hidden costs of air travel, with the extra fare representing the added complexity of budgeting for
transportation.

#### Example 4 (example of meme):
[Caption]: “You said memes would work!”
[Descriptions]: A cat smirks with the text “I said good memes would work.”
[Connections]:
1. The woman’s frustration reflects a common tendency to blame concepts (memes) instead of the quality of execution,
as implied by the cat’s response.
2. The contrast between the angry human and the smug cat highlights how people often misinterpret success as simple,
rather than a matter of quality.

### Now, proceed to generate output:
[Caption]: [ Caption ]

[Descriptions]:
[ Descriptions ]

[Connections]:

Figure 9: A prompt used to generate seed implications.
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Prompt for Non-Seed Implications (2nd hop onward)

You are provided with the following inputs:
- [Image]: An image (e.g. meme, new yorker cartoon, yes-but image)
- [Caption]: A caption written by a human.
- [Descriptions]: Literal descriptions that detail the image.
- [Implication]: A previously generated implication that suggests a possible connection between the objects or concepts
in the caption and description.

### Your Task:
[ One-sentence description of the ultimate goal of your task. Customize based on the task. ]
Infer implicit meanings across the objects, concepts, situations, or facial expressions found in the caption, description,
and implication. Focus on identifying relevant commonsense knowledge, social norms, or underlying connections.

### Guidelines:
- If you are unsure about any details in the caption, description, or implication, refer to the original image for
clarification.
- Identify potential connections between the objects, actions, or concepts described in the inputs.
- Explore interpretations, contrasts, or relationships that naturally arise from the scene while remaining grounded in the
inputs.
- Avoid repeating or rephrasing existing implications. Ensure each new implication provides fresh insights or
perspectives.
- Each implication should be concise (one sentence) and avoid overly generic or vague statements.
- Be specific in the connections you make, ensuring they align closely with the details provided.
- Generate up to 3 meaningful implications that expand on the implicit meaning of the scene.

### Example Outputs:
#### Example 1 (example of newyorker cartoon image):
[Caption]: "This is the most advanced case of Surrealism I’ve seen."
[Descriptions]: A body in three parts is on an exam table in a doctor’s office with the body’s arms crossed as though
annoyed.
[Implication]: Surrealism is an art style that emphasizes strange, impossible, or unsettling scenes.
[Connections]:
1. A body in three parts creates an unsettling juxtaposition with the clinical setting, which aligns with Surrealist themes.
2. The body’s crossed arms add humor by assigning human emotion to an impossible scenario, reflecting Surrealist
absurdity.
...
[ We used sample examples from the prompt for generating seed implications (see Figure 9),
following the above format, which includes [Implication]:. ]
—

### Proceed to Generate Output:
[Caption]: [ Caption ]

[Descriptions]:
[ Descriptions ]

[Implication]:
[ Implication ]

[Connections]:

Figure 10: A prompt used to generate non-seed implications.
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Prompt for Candidate and Final Explanations

You are provided with the following inputs:
- **[Image]:** A New Yorker cartoon image.
- **[Caption]:** A caption written by a human to accompany the image.
- **[Image Descriptions]:** Literal descriptions of the visual elements in the image.
- **[Implications]:** Possible connections or relationships between objects, concepts, or the caption and the image.
- **[Candidate Answers]:** Example answers generated in a previous step to provide guidance and context.

### Your Task:
Generate **one concise, specific explanation** that clearly captures why the caption is funny in the context of the
image. Your explanation must provide detailed justification and address how the humor arises from the interplay of the
caption, image, and associated norms or expectations.

### Guidelines for Generating Your Explanation:
1. **Clarity and Specificity:**
- Avoid generic or ambiguous phrases.
- Provide specific details that connect the roles, contexts, or expectations associated with the elements in the image and
its caption.

2. **Explain the Humor:**
- Clearly connect the humor to the caption, image, and any cultural, social, or situational norms being subverted or
referenced.
- Highlight why the combination of these elements creates an unexpected or amusing contrast.

3. **Prioritize Clarity Over Brevity:**
- Justify the humor by explaining all important components clearly and in detail.
- Aim to keep your response concise and under 150 words while ensuring no critical details are omitted.

4. **Use Additional Inputs Effectively:**
- **[Image Descriptions]:** Provide a foundation for understanding the visual elements."
- **[Implications]:** Assist in understanding relationships and connections but do not allow them to dominate or
significantly alter the central idea.
- **[Candidate Answers]:** Adapt your reasoning by leveraging strengths or improving upon weaknesses in the
candidate answers.

Now, proceed to generate your response based on the provided inputs.

### Inputs:
[Caption]: [ Caption ]

[Descriptions]:
[ Top-K Implications ]

[Implications]:
[ Top-K Implications ]

[Candidate Anwers]:
[ Top-K Candidate Explanations ]

[Output]:

Figure 11: A prompt used to generate candidate and final explanations.
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Prompt for Evaluating Recall Score

Your task is to assess whether [Sentence1] is conveyed in [Sentence2]. [Sentence2] may consist of multiple sentences.

Here are the evaluation guidelines:
1. Mark ’Yes’ if [Sentence1] is conveyed in [Sentence2].
2. Mark ’No’ if [Sentence2] does not convey the information in [Sentence1].

Proceed to evaluate.

[Sentence1]: [ One Atomic Sentence from Decomposed Reference Explanation ]

[Sentence2]: [ Predicted Explanation ]

[Output]:

Figure 12: Prompt for evaluating recall score.

Prompt for Evaluating Precision Score

Your task is to assess whether [Sentence1] is inferable from [Sentence2]. [Sentence2] may consist of multiple sentences.

Here are the evaluation guidelines:
1. Mark "Yes" if [Sentence1] can be inferred from [Sentence2] — whether explicitly stated, implicitly conveyed,
reworded, or serving as supporting information.
2. Mark ’No’ if [Sentence1] is absent from [Sentence2], cannot be inferred, or contradicts it.

Proceed to evaluate.

[Sentence1]: [ One Atomic Sentence from Decomposed Predicted Explanation ]

[Sentence2]: [ Reference Explanation ]

[Output]:

Figure 13: Prompt for evaluating precision score.
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Prompt for Baselines

You are provided with the following inputs:
- **[Image]:** A New Yorker cartoon image.
- **[Caption]:** A caption written by a human to accompany the image.
[ if Self-Refine with Critic is True: ]
- **[Feedback for Candidate Answer]:** Feedback that points out some weakness in the current candidate responses.
[ if Self-Refine is True: ]
- **[Candidate Answers]:** Example answers generated in a previous step to provide guidance and context.

### Your Task:
Generate **one concise, specific explanation** that clearly captures why the caption is funny in the context of the
image. Your explanation must provide detailed justification and address how the humor arises from the interplay of the
caption, image, and associated norms or expectations.

### Guidelines for Generating Your Explanation:
1. **Clarity and Specificity:**
- Avoid generic or ambiguous phrases.
- Provide specific details that connect the roles, contexts, or expectations associated with the elements in the image and
its caption.

2. **Explain the Humor:**
- Clearly connect the humor to the caption, image, and any cultural, social, or situational norms being subverted or
referenced.
- Highlight why the combination of these elements creates an unexpected or amusing contrast.

3. **Prioritize Clarity Over Brevity:**
- Justify the humor by explaining all important components clearly and in detail.
- Aim to keep your response concise and under 150 words while ensuring no critical details are omitted.

[ if Self-Refine is True: ]
4. **Use Additional Inputs Effectively:**
- **[Candidate Answers]:** Adapt your reasoning by leveraging strengths or improving upon weaknesses in candidate
answers.
[ if Self-Refine with Critic is True: ]
- **[Feedback for Candidate Answer]:** Feedback that points out some weaknesses in the current candidate responses.

[ if CoT is True: ]
Begin by analyzing the image and the given context, and explain your reasoning briefly before generating your final
response.

Here is an example format of the output:
{{
"Reasoning": "...",
"Explanation": "..."
}}

Now, proceed to generate your response based on the provided inputs.

### Inputs:
[Caption]: [ Caption ]

[Candidate Answers]: [ Candidate Explanations ]

[[Feedback for Candidate Answer]:]: [ Feedback for Candidate Explanations ]

[Output]:

Figure 14: A prompt used for baseline methods, with conditions added based on the specific baseline being
experimented with.
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Prompt for Self-Refine Critic

[ Customize goal text here: ]
MemeCap: You will be given a meme along with its caption, and a candidate response that describes what meme poster
is trying to convey.
NewYorker: You will be given an image along with its caption, and a candidate response that explains why the caption
is funny for the given image.
YesBut: You will be given an image and a candidate response that describes why the image is funny or satirical.

Your task is to criticize the candidate response based on the following evaluation criteria:
- Correctness: Does the explanation directly address why the caption is funny, considering both the image and its
caption?
- Soundness: Does the explanation provide a meaningful and well-reasoned interpretation of the humor?
- Completeness: Does the explanation address all relevant aspects of the caption and image (e.g., visual details, text) that
contribute to the humor?
- Faithfulness: Is the explanation factually consistent with the details in the image and caption?
- Clarity: Is the explanation clear, concise, and free from unnecessary ambiguity?

Proceed to criticize the candidate response ideally using less than 5 sentences:

[Caption]: [ caption ]

[Candidate Response]:
[ Candidate Response ]

[Output]:

Figure 15: A prompt used in SR critic model.
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