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Abstract

Current exploration on creative generation fo-
cuses mainly on short stories, poetry, and
scripts. With the expansion of Large Language
Models (LLMs) context windows, "novel"1 av-
enues emerge. This study aims to extend the
boundaries of Natural Language Generation
(NLG) evaluation by exploring LLMs’ capa-
bilities in more challenging long-form fiction.
We propose a new multi-level evaluation frame-
work that incorporates ten metrics across the
Macro, Meso, and Micro levels. An anno-
tated fiction dataset, sourced from human au-
thors, LLMs, and human-AI collaborations in
both English and Chinese is then constructed.
Human evaluation reveals notable disparities
between LLM-generated and human-authored
fictions, particularly the “high-starting, low-
ending” pattern in LLM outputs. We further
probe ten high-performing LLMs through dif-
ferent prompt templates, achieving moderate
correlations by strategically utilizing diverse
LLMs tailored to different levels, as an initial
step towards better automatic fiction evalua-
tion. Finally, we offer a fine-grained analysis
of LLMs capabilities through six issues, provid-
ing promising insights for future advancements.
Our dataset and code are publicly available2.

1 Introduction

Fiction is widely recognized as a cornerstone of
literary expression (Song and Liu, 2024), which
plays a crucial role in fostering empathy (Hale,
2020), moral reflection (Eliot, 2010), and cultural
engagement in an increasingly globalized world
(Grancher, 2023). Recent advances has demon-
strated the potential of Large Language Models
(LLMs) in various Natural Language Generation
(NLG) tasks, ranging from traditional tasks like

1To clarify, the 3K–20K word fiction we study isn’t novel-
length. We used “novel” in quotes to convey both its “fiction”
and “new” meanings.

2https://github.com/wenqing-01/Fiction_Eval

automatic summarization (Chang et al., 2024; Patel
et al., 2024) to more creative domains such as story-
telling (Tian et al., 2024; Subbiah et al., 2024), yet
their potential within the long-form literary fiction
remains largely unexplored.

With the recent orders-of-magnitude growth in
LLMs context window sizes, enabling them to pro-
cess inputs over 100K tokens (An et al., 2024; Fu
et al., 2024) and generate outputs of up to 10K
tokens (Pham et al., 2024; Bai et al., 2024b), ex-
ploring their potential in literary fiction has become
more attainable. Current efforts have incorporated
long-form fiction texts to facilitate tasks in quo-
tation attribution (Vishnubhotla et al., 2022), and
evaluate LLMs capabilities in comprehension and
reasoning (Yu et al., 2024b; Karpinska et al., 2024),
yet none have specifically targeted the fiction eval-
uation task. This paper aims to fill this gap by
exploring automatic fiction evaluation using long-
context LLMs with context windows of at least
128K, thereby providing a more comprehensive
understanding of LLMs’ evaluation abilities.

The overall pipeline of our work is illustrated
in Figure 1. Specifically, we constructed a diverse
fiction dataset in both English and Chinese, en-
compassing award-winning and ordinary works by
human authors, generated fictions from two LLMs
under different prompts, and human-AI collabo-
rative works (Zhang et al., 2024), spanning seven
mainstream genres: Fantasy, Sci-Fi, Mystery, Mar-
tial Arts, Romance, Coming-of-Age, and Realism.
Our focus is on entertainment-oriented short fic-
tion (3K-20K3), targeted at adult audiences. Given
that literary fiction poses increased challenges for
NLG Evaluation (Vaezi and Rezaei, 2019), with
complex plot arcs, diverse character ensembles, so-
phisticated narrative techniques, profound thematic
depth, and high demands for originality and linguis-

3Please note that throughout this paper, length is measured
in words (or characters for Chinese) rather than tokens.
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Figure 1: Overview of the fiction dataset construction and evaluation pipeline. Top: Excerpts from human writers,
LLMs, and human-LLM collaboration, with Red highlighting well-written spans and Blue for poor ones. Bottom:
Human annotation and and automatic evaluations within a unified framework. LLMs’ evaluation capability is
assessed by its correlation with human annotations.

tic skill, across extended contexts and varied genres,
we designed a robust fiction evaluation framework
featuring 10 metrics across 3 levels, with specific
exceptions tailored for certain genres. We affirm
its validity both theoretically through domain ex-
perts and empirically through consistent human
evaluation, achieving a Krippendorff’s α of 0.74.
Building upon the raw dataset and framework for
literary fiction, rigorous human assessments and
automated evaluation involving 5 openly available
and 5 closed-source LLMs were systematically con-
ducted, along with different prompt strategies. We
conducted an in-depth analysis of LLMs capabili-
ties, centering on three primary issues. Based on
the analysis, we found that LLMs produce strong
writing in the first 40%-60% of the text, but de-
cline as the fiction progresses. Additionally, we
highlight their potential in evaluation tasks with a
moderate correlation, their inherent biases, and a
strong correlation between their writing and evalu-
ation capabilities within the same dimensions. To
summarize, our contributions are:

• We are the first to explore LLMs in long-form
fiction evaluation and propose a multi-level
framework for quantitative analysis;

• We release an annotated fiction dataset with
various sources in both English and Chinese,
along with our refined guidelines, to bench-
mark literary fiction evaluation;

• We evaluate ten top LLMs, initially enhancing
automated fiction evaluation through utilizing
different LLMs with diverse prompt strategies,
and provide valuable insights to enhance their
capabilities based on a fine-grained analysis.

2 Fiction Evaluation Framework

The intricate nature of literary fiction can cause
ambiguities in setting evaluation criteria. To ad-
dress this, we developed a comprehensive evalu-
ation framework through expert consultation and
iterative refinement. It is a dual-part framework that
assesses fiction utilizing 10 universal metrics en-
compassing cognitive and emotional factors, while
also accommodating Genre-Specific Exceptions,
such as intentional violations of physics in Fantasy
genre4. Each criterion is rated on a 5-point Likert
scale, with higher scores indicating better quality.

2.1 �Macro-level Evaluation

Macro-level focuses on the overall structure of the
fiction, considering its narrative structure, creativ-
ity, and ability to resonate with the reader.
Narrative Complexity (Somasundaran et al.,
2018): Strategic utilization of literary skills—like
non-linear narration, plot twists, and double per-
spectivation—to enrich plot development.

4Limited space permits us to present only the universal
metrics here. The second part of our framework are Genre-
Specific Exceptions, which are also incorporated in the human
and automated evaluation process. Please refer to §A.
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Creativity (Sternberg, 2006): Degree of originality
exhibited in the core premises, narrative perspec-
tives, and structural design.
Emotional Resonance (Schrock et al., 2004): Ef-
fectiveness to evoke empathy in readers, fostering
immersive identification with characters and cogni-
tive involvement with the narrated experiences.

2.2 Meso-level Evaluation
Meso-level is centered on the core elements—plot,
characters, and setting. Building upon the MQM
(Burchardt, 2013) framework, we implemented a
point deduction policy to prevent score inflation,
complemented by bonus categories to distinguish
outstanding work, as illustrated in Table 1.
Plot Structure: Events arrangement in the fiction,
evaluated for its logical coherence, conflict devel-
opment, and resolution effectiveness.
Character Development: Portrayal and growth
of the protagonist within the fiction, evaluated for
authenticity, depth, and evolution.
Setting Description: Depiction of the physical,
temporal, and cultural environment, evaluated for
its contribution to atmosphere building, character
development, and plot advancement.

2.3 Micro-level Evaluation
Micro-level evaluation targets sentence-level gram-
mar, fluency, and diversity to ensure linguistic clar-
ity and readability, in contrast to the broader narra-
tive focus of Macro and Meso levels.
Grammaticality: Adherence to rules of grammar,
syntax, and sentence structure, as noted in Chiang
and Lee (2023a); Li et al. (2023b); Hong et al.
(2024). Capitalization is not factored in.
Fluency: Smoothness and natural flow of the
language, utilized in Sottana et al. (2023); Razu-
movskaia et al. (2024); Migal et al. (2024).
Diversity: Variety in linguistic expression, includ-
ing rich vocabulary and varied sentence structures,
is especially crucial in fiction to avoid monotony
over long contexts (Hong et al., 2024).

2.4 Overall Quality Evaluation
Finally, we measure the Overall Quality of the
fiction, considering all assessment aspects across
the aforementioned levels and granularities.

3 Raw Fiction Dataset

We constructed a bilingual fiction dataset from
three sources: existing literary works, LLM gen-
eration, and human-AI collaboration, referred to

as Authentic Fictions, Synthetic Fictions, and
Collaborative Fictions, respectively. The context
length is restricted to 3K–12K words for English
fictions and 6K–20K characters for Chinese5.

3.1 Authentic Fictions

The Authentic fictions corpus consists of two cate-
gories under the Realism genre: Award-winning
works from the O. Henry Award for English and
the Lu Xun Literary Prize for Chinese, along with
ordinary works collected through random Web-
scraping.6 The raw corpus underwent strict pre-
processing, involving manual removal of metadata
like authorship and publication details, and filtering
out works outside predefined length range. Web-
scraped fictions created by award-winning authors
and translated versions from other languages were
excluded. We examined the genre of each fiction
and discarded the ones that were not Realism genre.

3.2 Synthetic Fictions

We employed two LLMs for generating Synthetic
fictions: the closed-source GPT-4o (OpenAI, 2024),
referred to as GPT-writer and open-weight Long-
Writer (Bai et al., 2024b), which is optimized for
long-context writing based on GLM-4-9B (GLM
et al., 2024), named GLM-writer. Given GPT-4o’s
limit of producing outputs of over 2,000 words in
a single run (Bai et al., 2024b), we implemented a
plan-then-write pipeline (Seredina, 2024) involving
several steps: First, generate a high-level outline
of the fiction’s structure, including the beginning,
setup, climax, resolution, and conclusion. Next,
break each chapter into multiple paragraphs, de-
tailing content and word count requirements. The
LLM then writes each chapter while ensuring log-
ical coherence by referencing previously written
chapters. Finally, compile and verify the chap-
ters for length, with instructions to regenerate if
the word count is insufficient. In contrast, GLM-
writer produces full-length fiction directly from
initial instructions. Fiction-writing prompts are
designed for two scenarios: using human-written
titles randomly selected from the Authentic subset
and limited to the Realism genre for alignment; and

5This gap in length corresponds with our observations of
bilingual fiction translations, where Chinese texts are nearly
twice as long as their English counterparts, a similar pattern
also noted in Bai et al. (2024a).

6English fictions were obtained from
https://novel.tingroom.com/, and Chinese from
https://www.chinawriter.com.cn/, both offering short
fiction panels, ensuring access to our target corpus.
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Plot Structure Character Development Setting Description

 Unresolved Subplots (Ackerman,
2022): Secondary storylines remain in-
complete or abandoned, leaving unre-
solved elements that disrupt the cohe-
sion and impact of the main plot.

 Implausible Alterations (Corbett,
2013): Unexplained shifts in a char-
acter’s actions, beliefs, or personality
across scenes, undermining their con-
sistency and believability.

 Stage Dressing (Ackerman, 2022):
Treating the setting as a mere decorative
backdrop rather than an integral element
that enhances the narrative or contributes
to character development.

 Continuity Errors (Ackerman,
2022): Discrepancies within the narra-
tive, arising from internal contradictions
or external factual errors, undermining
plot cohesion and credibility.

 Absence of Human Foibles (Jenk-
ins, 2024): Characters are portrayed as
one-dimensional paragons, devoid of re-
deemable human flaws, resulting in un-
realistic or overly idealized portrayals.

 Monosensory Description (Acker-
man, 2022): Relying exclusively on a
single sensory modality, typically visual,
to describe settings, leading to a flat am-
biance and limiting immersion.

 Well-Executed Plot Twists (Truby,
2008): The incorporation of unexpected
yet plausible plot twists that enhance nar-
rative complexity and engagement, sur-
prising readers while preserving logical
consistency.

 Dynamic Character Arcs (McKee,
1997): Depicting a character’s grad-
ual evolution throughout the narrative,
marked by significant personal growth
or a meaningful transformation in be-
liefs, behavior, or emotional depth.

 Enviro-Social Dynamics (Malewitz,
2021): Skillfully integrating natural and
social environments with multisensory
details to enhance the emotional tone
and reflect the era and relationships driv-
ing the plot.

• Others: Additional plot-related merits
or demerits to be enumerated.

• Others: Additional character-related
merits or demerits to be enumerated.

• Others: Additional setting-related
merits or demerits to be enumerated.

Table 1: Definition of Deductions and Bonus reasons in Meso-level Evaluation.

employing LLM-generated titles under the other
six genres outlined in §1, combined with three nar-
rative settings and two writing constraints. Full
prompts can be found in §B.1. Furthermore, an
originality check was also conducted to eliminate
any plagiarized content, as detailed in §B.2.

3.3 Collaborative Fictions

Inspired by Zhang et al. (2024), we additionally
constructed a Collaborative7 fiction subset that
integrates both human- and AI-written content to
explore the potential for human-machine collabo-
ration in fiction writing. Specifically, we randomly
selected 100 fictions from Authentic subset, with
an equal split between Chinese and English, and
provided them to GPT-4o for initial comprehen-
sion and summarization into outlines. The original
fictions were then discarded, and GPT-4o was em-
ployed to rewrite the content solely based on the
generated outlines (See the full prompt in §B.3).

3.4 Data Statistics

Ultimately, we obtained a diverse fiction dataset
with 500 entries spanning 2 languages, 3 sources
featuring 5 categories, and 7 genres. Each lan-
guage accounts for half of the dataset, with each
category contributing 50 entries per language. On
average, English fictions consist of 6,338.68 words,
while Chinese contains 10,734.33 characters, with

7Notably, although referred to as "Collaborative" in ac-
cordance with Zhang et al. (2024), the construction does
not involve real-time human-AI interaction; the term "Semi-
synthetic" may be more accurate.

detailed statistics available in §B.4 Table 8.

4 Human Annotation

The assessment of literary fiction differs from gold-
standard evaluations as it cannot rely on references.
Therefore, both human annotation and LLM’s au-
tomatic evaluation are reference-free.

4.1 Annotation Protocol
We recruited eight annotators from the Faculty of
Arts, all highly proficient in both Chinese and En-
glish, with extensive experience in reading liter-
ary works. Each annotator first completed pre-
annotation training and quality testing, with a strict
quality control mechanism applied during the anno-
tation process. Detailed annotation procedure and
full guidelines are publicly available in §C.

In the annotation interface, fictions—whether
human-authored or LLM-generated8—are dis-
played anonymously on the left to prevent bias,
while the scoring rubric is presented on the right.
The procedure consists of four steps: Annotators
first label the well and poorly written spans on the
fiction text. They then answer a GPT-4o-generated
Attention Check Question based on original text
details. After fully understanding the content, they
rate each of the ten evaluation criteria on a 5-point
Likert scale. During the Meso-level evaluation, an-
notators are required to label predefined deductions
and bonuses as the rationale, but these do not need

8Special tokens, such as "###", "***", or other redundant
texts (e.g. "Title:..."), have been manually removed prior to
annotation to avoid interference.
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to exactly align with the score to avoid bias (Guan
et al., 2021). Finally, they determine whether the
fiction was human-authored or LLM-generated.

Each sample was annotated by two distinct anno-
tators, with the final score determined by averaging
their ratings. For binary authorship classification, a
third annotator made the final decision in case of
disagreement. Inter-Annotator Agreement (IAA)
was evaluated using Krippendorff’s α (Krippen-
dorff, 2011) for the ten evaluation criteria and Co-
hen’s Kappa (Cohen, 1960) for authorship determi-
nation. The results showed a substantial IAA, with
Krippendorff’s α = 0.735 and κ= 0.743 in English
and α = 0.754 and κ = 0.770 in Chinese. Table 9 in
§C.1 displays the IAA for each metric and genre,
demonstrating the high consistency of human an-
notation and the framework’s applicability across
literary fiction with various genres.

4.2 Annotation Result
Table 2 presents the average annotation scores for
each fiction category. In this section, we conducted
a detailed analysis of the annotation results by an-
swering the following three questions.
1) Can LLMs compete with human novelists,
both ordinary and award-winning? The answer
is No. Both Table 2 and Figure 14 in §E.2 shows
that LLMs’ fiction-writing capabilities are obvi-
ously inferior to web-scraped works and far behind
top novelists. Their writing style is distinguish-
able, featuring a homogeneously positive tone, frag-
mented narratives, and AI-like subheadings, as il-
lustrated in Figure 1 Blue spans. These style pat-
terns are also observed in shorter storytelling (Tian
et al., 2024). However, a more distinguished flaw
in LLM-generated fictions is repetitive narration, as
discussed in §E.1. This is also supported by Table
2 where LLMs are competitive with human authors
in terms of grammaticality and fluency at the Micro
level, but fall short in linguistic diversity. Notably,
Collaborative fictions outperform purely Synthetic
ones, highlighting the potential of human-AI col-
laboration to enhance LLMs’ capabilities.
2) Are LLMs biased towards certain languages,
genres, or prompts in fiction creating? The an-
swer is Yes. Table 2 highlights this score disparity
between the two languages. For more precise com-
parison, we calculated the intra-individual annota-
tion score differences between each Collaborative
fiction and its corresponding Authentic fiction, as
they are paired, allowing a direct comparison of
the human-LLM gap between the two languages.

Figure 2: LLM-Human performance gap in English and
Chinese. Negative scores indicate that Collaborative
fictions are rated lower than Authentic ones.

The results in Figure 2 show that the GPT-4o’s
gap with human authors is consistently larger in
Chinese (average score difference of -0.90) than
in English (-0.56). Regarding genres and prompt
templates, the spider plot of the average scores for
each setup in §E.2 Figure 13, indicates that LLMs
shows no dependence on prompt templates, but
exhibits a preference for genres, with Sci-Fi and
Fantasy genres achieving strong performance while
Coming-of-age consistently lags in all dimensions.
3) Is length a factor in LLM performance for
fiction creation? The answer is Yes. Figure 3
and 15 illustrate that the fictions generated by the
two LLMs follows a “high-starting, low-ending”
pattern in both English and Chinese, with strong
performance primarily concentrated in the initial
40%-60% of the text, unlike the consistently high
quality of Authentic fiction. This explains LLMs’
high performance in shorter creative tasks (Gómez-
Rodríguez and Williams, 2023; Franceschelli and
Musolesi, 2024; Marco et al., 2025), which typi-
cally fit within their optimal performance window
with 20%-50% of the fiction length. One reason
for the quality decline in later chapters is its ex-
cessive overlap with earlier content, which can be
inferred from the lower diversity and the deductions
of repetitive narrative, as analyzed in Question 1).

5 Experiments

Due to the limited training data, our goal in this sec-
tion is to investigate the LLMs’ current capabilities
in fiction evaluation through prompting rather than
developing an advanced system through training.
Long-context LLMs. We evaluated ten high-
performing long-context LLMs, including 5 pro-
prietary models, namely GPT-4-TURBO, GPT-
4O, O1-PREVIEW, CLAUDE-3.5-SONNET-V2, and
GEMINI-2.0-FLASH, along with 5 open-source
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English Fiction Chinese Fiction

Authentic Synthetic Collaborative Authentic Synthetic Collaborative
Award Web GPT GLM Award Web GPT GLM

�Macro-
level

Narrative 4.32 3.78 3.05 2.81 3.40 4.35 3.85 2.26 2.03 3.12
Creativity 4.16 4.19 2.94 2.65 3.51 4.31 3.77 2.37 2.06 3.14
Emotional 4.63 3.89 2.91 2.83 3.91 4.59 4.10 2.25 1.89 3.46

Meso-
level

Plot 4.40 4.09 3.11 2.71 3.52 4.61 4.11 2.12 1.68 2.96
Character 4.56 4.16 3.60 3.06 3.87 4.54 4.13 2.34 2.01 3.26
Setting 4.63 4.19 3.78 3.55 4.08 4.61 4.01 2.50 2.19 3.37

Micro-
level

Grammaticality 4.90 4.83 4.83 4.73 4.86 4.71 4.43 4.57 4.51 4.62
Fluency 4.57 4.20 4.39 4.10 4.35 4.50 4.18 3.75 3.67 4.17
Diversity 4.46 4.18 2.78 2.61 3.39 4.45 3.93 2.21 1.86 3.04

Overall Quality 4.60 4.08 2.91 2.50 3.65 4.69 4.03 2.24 1.76 3.19

Avg. 4.52 4.16 3.43 3.16 3.85 4.54 4.05 2.66 2.37 3.43

Authorship Determination (%Acc.) 84.00 76.00 56.00 72.00 36.00 80.00 76.00 76.00 80.00 48.00

Table 2: Human evaluation average scores and author identification accuracy across three fiction sources in two
languages. As the recognition for authorship may improve along the evaluation process (Marco et al., 2024a), we
calculated determination accuracy only relied on the annotation results from the latter half.

Figure 3: Scatter plot of highlighted spans from three fiction sources in English (Chinese in Figure 15), with Red
dots indicating well-crafted spans and Gray denoting poor ones. The x-axis represents the span’s relative position in
the fiction, and the y-axis denotes the span’s length, combining results from two annotators for each LLM-generated
fiction. Collaborative fictions exhibit sparser distributions due to containing half the data volume of other types.

ones: LLAMA3.1-8B, LLAMA3.1-70B, GLM-4-
9B, QWEN2.5-72B, and DEEPSEEK-V3. We set
the output temperature T of 0.5, and results were
averaged over three runs following Wang et al.
(2022). Please see §D.1 for detailed model cards.
Prompting Strategies. We prompted each model
with the full fiction text and identical evaluation
instructions based on human assessments in a zero-
shot manner9. We first conducted a pilot study on
50 fictions, comparing three prompt formats (pro-
vided in §D.2): Rate-only, Rate-then-explanation,
and Explanation-then-rate. We selected the best-
performing Explanation-then-rate format, in which
the model first explains its reasoning before as-
signing a final score, aligning with the Chain-of-
Thought prompting (Wei et al., 2023).
Evaluation Metrics. We assessed model-human
rating alignment using Pearson (r) and Spearman
(ρ) correlation coefficients.

9Due to the extensive length of fictions, few-shot prompt-
ing was not utilized.

6 Results and Analysis

This section aims at analyzing LLMs’ capabilities
in fiction evaluation through three questions.

1) Are LLMs effective at evaluating fictions?
The answer is: They Show Promise. As illustrated
in Table 3 and Table 13 in §F.1, LLMs achieve at
best moderate correlations (> 0.45), but weak at
the Meso-level. No single LLM stands out across
all levels: CLAUDE-3.5-SONNET-V2 excelled at
Macro-level and Overall quality, potentially benefit-
ing from its 200K context window, while GPT-4O

dominated Micro-level evaluations, aligning with
its performance in fiction writing. Nevertheless,
none of the LLMs showed consistently strong per-
formance at the Meso-level, with particularly weak
correlations (< 0.3) for Synthetic fiction. Anno-
tation analysis in §E.1 found frequent undefined
deduction/bonus reasons (i.e., “Others”) in LLM-
generated fictions. Motivated by this, we further de-
veloped an Extended-Criteria Prompt that incor-
porates the top-three sub-reasons from the “Others”

21653

https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
https://huggingface.co/meta-llama/Llama-3.1-70B-Instruct
https://huggingface.co/THUDM/glm-4-9b-chat
https://huggingface.co/THUDM/glm-4-9b-chat
https://huggingface.co/Qwen/Qwen2.5-72B-Instruct
https://api-docs.deepseek.com/


LLMs for Evaluation �Macro-Eval Meso-Eval Micro-Eval Overall-Eval
Aut Syn Col Avg. Aut Syn Col Avg. Aut Syn Col Avg. Aut Syn Col Avg.

English Fiction
GPT-4-TURBO 0.26 0.22 0.21 0.23 0.20 0.24 0.27 0.24 0.26 0.22 0.21 0.23 0.21 0.17 0.18 0.19
GPT-4O 0.33 0.44 0.24 0.34 0.38 0.23 0.34 0.31 0.49 0.41 0.54 0.48 0.30 0.29 0.22 0.27
O1-PREVIEW 0.42 0.29 0.17 0.29 0.38 0.16 0.21 0.25 0.43 0.36 0.42 0.40 0.23 0.24 0.26 0.24
CLAUDE-3.5-SONNET-V2 0.49 0.49 0.51 0.50 0.39 0.26 0.28 0.31 0.47 0.37 0.52 0.45 0.45 0.46 0.51 0.47
GEMINI-2.0-FLASH† 0.52 0.34 0.39 0.42 0.42 0.16 0.26 0.28 0.41 0.37 0.33 0.37 0.34 0.41 0.32 0.36

LLAMA3.1-8B† 0.11 0.19 0.15 0.15 0.10 0.13 0.16 0.13 -0.05 0.05 0.15 0.05 -0.01 0.15 0.11 0.08
LLAMA3.1-70B 0.25 0.18 0.26 0.23 0.28 0.23 0.28 0.26 0.26 0.26 0.12 0.22 0.24 0.36 0.13 0.24
GLM-4-9B† 0.20 0.16 0.15 0.17 0.19 0.05 0.19 0.14 0.23 0.12 0.13 0.16 0.18 0.16 0.10 0.15
QWEN2.5-72B 0.18 0.21 0.18 0.19 0.26 0.17 0.20 0.21 0.26 0.25 0.32 0.28 0.23 0.21 0.20 0.21
DEEPSEEK-V3 0.37 0.36 0.41 0.38 0.38 0.29 0.34 0.33 0.32 0.36 0.50 0.39 0.34 0.48 0.45 0.42

Chinese Fiction
GPT-4-TURBO 0.24 0.21 0.24 0.23 0.27 0.10 0.20 0.19 0.22 0.27 0.23 0.24 0.22 0.27 0.20 0.23
GPT-4O 0.26 0.22 0.37 0.28 0.26 0.20 0.40 0.29 0.40 0.42 0.42 0.41 0.33 0.21 0.24 0.26
O1-PREVIEW 0.18 0.16 0.25 0.20 0.26 0.13 0.29 0.23 0.30 0.34 0.30 0.31 0.25 0.13 0.30 0.23
CLAUDE-3.5-SONNET-V2 0.52 0.44 0.47 0.48 0.33 0.26 0.34 0.31 0.33 0.38 0.34 0.35 0.43 0.47 0.53 0.48
GEMINI-2.0-FLASH† 0.34 0.23 0.35 0.31 0.20 0.16 0.42 0.26 0.21 0.20 0.40 0.27 0.23 0.26 0.50 0.33

LLAMA3.1-8B† 0.22 0.27 -0.04 0.15 0.10 0.07 0.10 0.09 0.10 0.10 -0.06 0.05 0.04 0.24 -0.03 0.08
LLAMA3.1-70B 0.38 0.30 0.11 0.26 0.24 0.17 0.12 0.18 0.31 0.24 0.14 0.23 0.20 0.35 0.26 0.27
GLM-4-9B† 0.17 0.15 0.03 0.12 0.03 0.13 0.04 0.07 0.10 0.10 0.22 0.14 0.11 0.13 0.01 0.08
QWEN2.5-72B 0.29 0.11 0.10 0.17 0.14 0.12 0.11 0.12 0.16 0.19 0.07 0.14 0.20 0.25 0.13 0.20
DEEPSEEK-V3 0.47 0.41 0.26 0.38 0.36 0.23 0.42 0.34 0.44 0.38 0.27 0.36 0.33 0.46 0.47 0.42

Table 3: Pearson correlation between 5 Proprietary and 5 Open-source models with human ratings on Authentic
fictions (Aut), Synthetic fictions (Syn), Collaborative fictions (Col), and the average score (Avg.), comparing English
(top) and Chinese fictions (bottom). † indicates that the model’s results are not computed on full datasets due to
missing expected outputs (§D.3). The corresponding Spearman coefficients can be found in §F.1 Table 13.

LLMs w/ Prompt Strategies
Authentic Synthetic Collaborative Average

EN CH EN CH EN CH EN CH
r ρ r ρ r ρ r ρ r ρ r ρ r ρ r ρ

GPT-4O 0.38 0.29 0.26 0.19 0.23 0.24 0.20 0.20 0.34 0.35 0.40 0.38 0.31 0.29 0.29 0.26
+ Extended 0.25 0.24 0.27 0.16 0.49 0.44 0.44 0.48 0.47 0.46 0.43 0.47 0.40 0.38 0.38 0.37
- Direct 0.41 0.44 0.40 0.41 0.42 0.44 0.36 0.43 0.41 0.45 0.46 0.44 0.41 0.44 0.41 0.43

CLAUDE-3.5-SONNET-V2 0.39 0.33 0.33 0.32 0.26 0.26 0.26 0.30 0.28 0.29 0.34 0.43 0.31 0.30 0.31 0.35
+ Extended 0.33 0.38 0.28 0.17 0.48 0.51 0.46 0.49 0.40 0.42 0.32 0.33 0.40 0.43 0.35 0.33
- Direct 0.46 0.44 0.45 0.48 0.48 0.47 0.49 0.49 0.42 0.43 0.41 0.34 0.45 0.45 0.45 0.43

GEMINI-2.0-FLASH 0.42 0.35 0.20 0.17 0.16 0.15 0.16 0.22 0.26 0.28 0.42 0.43 0.28 0.26 0.26 0.27
+ Extended 0.37 0.36 0.18 0.20 0.40 0.37 0.43 0.46 0.34 0.35 0.48 0.45 0.37 0.36 0.36 0.37
- Direct 0.48 0.46 0.30 0.26 0.39 0.36 0.36 0.36 0.37 0.36 0.38 0.42 0.41 0.39 0.34 0.34

DEEPSEEK-V3 0.38 0.32 0.36 0.35 0.29 0.29 0.23 0.21 0.34 0.34 0.42 0.39 0.33 0.32 0.34 0.32
+ Extended 0.28 0.23 0.36 0.37 0.50 0.52 0.47 0.55 0.41 0.38 0.46 0.39 0.40 0.38 0.43 0.44
- Direct 0.47 0.50 0.50 0.51 0.48 0.46 0.36 0.38 0.46 0.44 0.49 0.42 0.47 0.47 0.45 0.44

Table 4: Pearson (r) and Spearman (ρ) coefficients for the top 4 performing models at Meso-level evaluations. For
each model: Row 1 presents the original prompt results, while Rows 2-3 show results from two optimized prompts.
Underperforming scores compared to the baseline in Row 1 are marked in Gray.

category in §E.1, requiring LLMs to identify and
explain the six predefined deduction/bonus types
before scoring. We also designed a Direct-Scoring
Prompt that aligns with the other two levels by
omitting explicit identification. As shown in Table
4, both prompts enhanced performance by approxi-
mately 10% and achieved a moderate correlation.
Interestingly, the Direct-Scoring Prompt outper-
formed the two identification-based methods, and
Extended-Criteria boosted Synthetic fiction consis-
tency by 23.3% but reduced Authentic fiction by
8.5%. This divergence suggests differing deduc-
tion/bonus patterns between AI and human writing,
emphasizing the need for caution in future work to
evaluate both types together in beneficial ways. Our

exploration demonstrates the potential of LLMs for
effective fiction evaluation by strategically using
different models suited to each level.
2) Do LLMs enjoy their self-generated fictions
more? The answer is Yes. We calculated the score
discrepancies across all metrics between human
evaluations and two LLMs, GPT-4o and GLM-4,
which participated in both the creation and evalu-
ation tasks. The delta distributions are shown in
Figure 4. Both models displayed positive discrep-
ancies for all LLM-generated fictions, with a no-
ticeable preference for their self-generated ones, es-
pecially in the case of GPT-4o. Moreover, GPT-4o
showed a significantly lower preference for Collab-
orative fiction compared to its entirely self-written

21654



Figure 4: Dumbbell plot of the average difference be-
tween LLMs and human ratings on five fiction cate-
gories, with GPT-4o on the left and GLM-4 on the right.

works, underscoring a clear distinction between
Collaborative and purely Synthetic fiction.
3) Is there a correlation between LLM fiction
writing and evaluation abilities? The answer is

Figure 5: Heatmap of Pearson correlation between GPT-
4o writing and evaluation capabilities across different
dimensions. GLM-4 is shown in §F.2 Figure 16.

Yes. We assess LLM’s fiction writing ability for
each dimension (i) using human-annotated scores,
denoted as write_dim(i) = human_dim(i), where
write_dim(i) represents the LLM’s writing capa-
bility for the i-th dimension, and human_dim(i)
is the corresponding human score. LLM’s eval-
uation ability is quantified as: eval_dim(i) =

1− |LLM_dim(i)−human_dim(i)|
4 , with eval_dim(i) rep-

resenting the LLM’s evaluation capability and
LLM_dim(i) being the LLM-rated score. The de-
nominator of 4 accounts for the maximum score
discrepancy. More detailed formula can be found
in §F.3. Pearson correlation is calculated using all
samples for each dimension, and Figures 5 and 16
reveal a strong correlation between LLMs’ evalua-

tion performance and their inherent writing abilities
with the same dimensions. GPT-4o, in particular,
demonstrates a high Micro-level correlation, likely
due to its outstanding Micro-level alignment in
writing (Table 2) and evaluation (Table 3) tasks.
This indicates that future work could boost LLMs’
evaluation abilities by improving their generation
capabilities.

7 Related Work

Creative Generation by LLMs. The advent
of LLMs marks a significant shift in the land-
scape of creative generation (Zhao et al., 2023;
Harel-Canada et al., 2024), displaying compara-
ble performance in a range of automatic genera-
tion tasks, such as short storytelling (Huang et al.,
2023; Xie and Riedl, 2024), poetry (Chen et al.,
2024; Yu et al., 2024a) and creative writing (Ip-
polito et al., 2022; Gómez-Rodríguez and Williams,
2023). Nevertheless, the expansion of LLMs’ con-
text windows size has prompted us to explore more
intricate tasks. In this study, we take a preliminary
step toward exploring literary fiction and utilize
long-context LLMs to generate long-form fiction.
Natural Language Generation Evaluation. Re-
cent studies in NLG evaluation have been predom-
inantly driven by LLM-based methods (Liu et al.,
2023; Chiang and Lee, 2023b; Hu et al., 2024; Kim
et al., 2024) and applied to various tasks (Tian et al.,
2024; Chakrabarty et al., 2024; Chhun et al., 2024;
Marco et al., 2024a; Walsh et al., 2024). The most
relevant work to ours is Vaezi and Rezaei (2019),
who introduced a fiction rubric. Nevertheless, their
focus was solely on the creation of literary cri-
teria, without considering LLM-based evaluation,
thereby leaving an absence in the NLG evaluation
domain for literary fiction. In response to Gao et al.
(2024), who advocates for exploring new task sce-
narios across different languages, our work bridges
this gap in literary fiction and provide a more com-
prehensive understanding of LLMs’ capabilities.

8 Conclusion

This work aims to enhance the understanding of
LLMs’ capabilities by incorporating challenging lit-
erary fiction tasks. We developed a multi-level eval-
uation framework and constructed the first fiction
dataset through LLM-assisted writing with quality
annotations in both Chinese and English. Through
human evaluation, we identified key distinctions
between human and LLM-generated capabilities
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in fiction creation. We also evaluated ten LLMs
and, based on our analysis, proposed a promising
evaluation strategy by applying various models to
different levels, establishing a benchmark for fu-
ture study. We believe that our efforts lays the
groundwork for a more systematic exploration of
literary fiction and hope that the framework, dataset
and proposed perspectives will attract broader aca-
demic interest to advance literary fiction evaluation.

Limitations

Evaluating literary fiction is a challenging task.
This paper acts as a preliminary exploration in
expanding NLG evaluation scope by examining
literary fiction from a macro viewpoint, which in-
herently limits the study’s depth. Finer granularity,
such as the internal consistency of long-form fic-
tion, require further in-depth investigation. Due
to the current limitations on the output windows
of LLMs, this study is confined to short fictions
within 20K words or characters, leaving the anal-
ysis of medium and long-form fictions for future
exploration. Additionally, only English and Chi-
nese languages are evaluated, necessitating the in-
vestigation of lower-resource languages to achieve
a more comprehensive understanding of LLM ca-
pabilities. Nonetheless, we would anticipate an
even greater disparity between LLMs and human
writers in other languages that have fewer online
resources.

Ethics Statement

We recruit annotators from a college campus, and
their participation in our annotation process is en-
tirely voluntary. All our annotators read these fic-
tions with copyright and give informed consent for
the use of their evaluations in LLM assessment.
The payment is $9 per hour, which is higher than
the local minimum wage. No personal informa-
tion is included in our collected dataset, and any
identifying information is removed after annotation.
Additionally, LLM-generated fictions might con-
tain toxic language, which could cause discomfort
for the annotators. We reviewed the data prior to
annotation and found no problematic samples. We
check the licenses of the artifacts used in this study
and do not find conflicts. The license of the dataset
we will release is CC BY-NC 4.0.

Due to copyright restrictions, the Authentic fic-
tions corpus will not be publicly distributed, but
metadata including titles, authors, and annotation

results will be made available for individual acqui-
sition of the subset. Furthermore, the Synthetic
and Collaborative fictions, which aren’t limited by
copyright, will be released in full.
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A Genre-Specific Exemptions

Based on ten universal criteria, we additionally de-
fine exceptions for certain genres to acknowledge
conventions that might seem flawed by universal
standards but are essential within their particular
traditions, ensuring more equitable assessments.
The Genre-Specific Exemptions is the second part
of our fiction evaluation framework, which is also
incorporated in both human and automatic evalua-
tions procedures.
º Fantasy and Sci-Fi Genres: Evaluation should
exempt Plot Structure and Character Development
criteria. Specifically, magic, supernatural events,
or futuristic technology should not be dismissed
illogical simply for defying real-world physics, pro-
vided they maintain internal consistency. Similarly,
characters with extraordinary abilities can remain
credible if their core motivations and emotional
struggles are compelling.
© Martial Arts Genre: Evaluation should ex-
empt Grammaticality, Fluency, and Diversity cri-
teria, i.e., the use of dialects, archaic expressions,
or other non-standard grammar are acceptable in
martial arts narratives if it serves a deliberate liter-
ary purpose rather than stemming from accidental
errors.
ü Mystery Genre: Evaluation should exempt Cre-
ativity and Emotional Resonance criteria. Classic
detective archetypes (e.g., private investigators, po-
lice detectives) and familiar scenario setups (e.g.,
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locked-room mysteries, serial killers) are inher-
ent to the genre and should not be dismissed as
overused clichés. Furthermore, exploring the ethi-
cal and societal foundations of crime should not be
penalized for its dark themes.
1 Coming-of-Age, Romance, and Realism Gen-
res: Evaluation should exempt Narrative Complex-
ity and Creativity criteria. Fictions centered around
personal growth, self-reflection, or everyday life
should not be regarded as plain narrative. Their
depth often arises from emotional nuance, societal
insights, or well-developed character arcs rather
than intricate narrative techniques.

B Dataset Construction Details

This section provides additional details on the con-
struction of the fiction dataset, including prompts
designed to instruct the model in generating fiction,
originality verification for the generated fictions,
and data statistics.

B.1 Prompts for Synthetic Fiction

This section provides detailed prompts for generat-
ing Synthetic fictions. Figures 6 illustrate the plan-
then-write pipeline utilized by GPT-wirter: first,
generating a high-level outline of the fiction’s chap-
ters; second, breaking down each chapter into mul-
tiple paragraphs with specified content and word
count requirements; and third, expanding each
chapter into a fully developed narrative based on
the planned structure. Figure 7 presents the prompt
of GLM-writer, which directly generates fictions
from an initial instruction without prior planning.

The fiction writing instructions are further di-
vided into two main categories: model-generated
titles and given human-authored titles (Title-Based
Prompt), following Marco et al. (2024b), who
found that LLMs produce higher-quality writing
when using human-written titles rather than self-
generated ones. We randomly selected 14 titles
from Authentic fictions and instructed the LLMs
to generate content of Realism genre based solely
on these titles. To prevent data contamination and
ensure reliance of parametric knowledge, we mea-
sured the similarity10 between the generated and
original Authentic content, replacing the title and
regenerating the fiction when a high similarity was
detected. Details of the similarity computation
are provided in the §B.2. For model-generated ti-

10https://github.com/UKPLab/
sentence-transformers

tles, there are 36 combinations encompassing 6
genres: Fantasy, Martial Arts, Coming-of-Age,
Sci-Fi, Mystery, and Romance; 3 narrative set-
tings: Basic Prompt, which only defines the genre;
Theme-Oriented Prompt, which further refines the
genre with a specific theme; and Character-Centric
Prompt, which designates the protagonist’s iden-
tity; and 2 writing scenarios with or without quality
requirements, as detailed in Table 5.

The only difference between English and Chi-
nese prompts lies in the word limit, with the Chi-
nese prompt allowing up to 12,000 characters. The
word count specifications for both English and Chi-
nese prompts are based on the average length of
Authentic fiction collected.

B.2 Originality Check for Synthetic Fiction
To ensure originality and prevent plagiarism in
LLMs writing based on Title-Based Prompt, we
calculated the similarity between the generated and
source Authentic fictions utilizing Sentence-BERT
(Reimers and Gurevych, 2019). This involves two
challenges: calculating similarity over long con-
texts and determining an appropriate threshold.

Given BERT’s 512-token limit, we split both
the generated and original texts into 300-word or
character chunks, computing embeddings for each.
Pairwise similarity scores were then calculated for
all embedding combinations, with the highest score
serving as the final similarity, as illustrated in Fig-
ure 8. Determining similarity thresholds proves
challenging, as noted by Cadamuro and Gruppo
(2023), who set thresholds by analyzing similarity
score distributions. Silimarly, we first computed
pairwise similarities for the 50 award-winning fic-
tions in each language and plotted the similarity
distribution for the C(50, 2) = 1,225 combinations,
as shown in Figure 9. The majority of similarity
scores clustered in 0.4-0.5 range. Considering the
potential keyword overlap due to identical titles, we
set the threshold within right-side range at 0.5. Ta-
ble 7 presents the BERT-Sentence similarity scores
for all the Title-Based Synthetic fictions in Chinese
and English from the existing dataset, along with
their BLEU (Papineni et al., 2002) scores computed
in the same approach.

Additionally, we also utilized an online plagia-
rism detection tool following Harel-Canada et al.
(2024) to further ensure the originality of the LLM-
generated content, both Synthetic and Collabora-
tive fictions showed a low probability of plagiarism,
with an average of 8% and a maximum of 34%.

21660

https://github.com/UKPLab/sentence-transformers
https://github.com/UKPLab/sentence-transformers


Narrative Settings

Basic Prompt:
Please compose a {Genre} short fiction with a compelling title, comprising approximately 6,000 words.
Theme-Oriented Prompt:
Please compose a {Genre} shot fiction with the theme: {Theme}. The fiction should have a compelling
title and be approximately 6,000 words in length.
Character-Centric Prompt:
Please compose a {Genre} short fiction centered around {Description of the Protagonist}. The fiction
should have a compelling title and be approximately 6,000 words in length.

Writing Constraints

Prompt w/ Constraints
{Narrative Setting Prompt}. The fiction should feature engaging narrative techniques, creative origi-
nality, emotional depth, a coherent plot, compelling character development, immersive settings, and
grammatically sound, fluent, diverse language to ensure overall literary excellence.
Raw Prompt
{Narrative Setting Prompt}.

Human-authored
Title

Title-Based Prompt
Please compose a Realism genre short fiction titled “{Title}” with approximately 6,000 words. The
fiction should feature engaging narrative techniques, creative originality, emotional depth, a coherent
plot, compelling character development, immersive settings, and grammatically sound, fluent, diverse
language to ensure overall literary excellence.

Table 5: Fiction writing instructions utilized to generate Synthetic fictions for both GPT-writer and GLM-writer.
The themes and protagonist settings in purple are detailed in Table 6. The top two rows represent model-generated
title prompts, while the bottom row provides a human-authored title.

Genre Theme Protagonist
Fantasy Courage and friendship A young magic apprentice
Martial Arts Loyalty and betrayal A young swordsman
Coming-of-Age Self-identity and the pursuit of dreams A group of high school friends
Mystery Conflict between justice and revenge A retired detective
Romance Loneliness and connection in modern interpersonal relationships A corporate elite
Sci-Fi Ethical dilemmas and societal transformations faced by human

society in coexistence with Artificial Intelligence
A genius scientist

Table 6: The distinct themes and protagonist settings tailored to each genre that utilized in the Basic Prompt,
Theme-Oriented Prompt, and Character-Centric Prompt to generate a diverse range of Synthetic fictions. These
settings are derived from GPT-4o’s brainstorming.

B.3 Prompts for Collaborative Fiction
For Collaborative fiction, we adopted the rewrite
method from Zhang et al. (2024). The difference
from Synthetic fictions lies in Step I, where it re-
quires reading and analyzing the provided fiction
content first. The generation of the high-level out-
line is based on extraction and summarization of
Authentic fiction rather than self-composing, as
shown in Figure 10. The subsequent two steps
align with Synthetic fictions, which can be refer-
enced in Figure 6.

B.4 Detailed Dataset statistics
Table 8 provides detailed data statistics for each fic-
tion source in both Chinese and English. The Syn-
thetic fiction encompasses six genres with model-
generated titles, as well as Realism genre generated
under Title-Based Prompts, making a total of seven
categories. Collaborative fiction involves rewrites
of Authentic fiction and therefore keeps aligned

with it in genre.

C Fiction Annotation

C.1 Annotation Details

This section outlines the detailed procedure for
carrying out the annotation work. Initially, each an-
notator was provided with an annotation guideline,
which is publicly available in §C.2 and underwent
a training process to ensure a thorough understand-
ing of our evaluation framework. Before formal
annotation, we conducted a qualification test with
10 fiction samples and provided one-on-one feed-
back on their initial annotation results, along with
a chance for revision. The feedback are reminders
about overly strict or lenient evaluations, treating
each metric independently, insufficient span high-
lighting, etc., without directly providing scores.
Only those whose revised annotations achieved a
high agreement (Krippendorff’s α > 0.8) with our
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TITLE BERT-Sentence BLEU TITLE BERT-Sentence BLEU

Roy 0.39 0.10
《青玻璃》
Green Glass

0.49 0.17

The Soccer Balls of Mr. Kurz 0.42 0.18
《葛生于野》
Vines Growing in the Wild

0.38 0.08

Orphans 0.43 0.16
《耳朵还有什么用》
What’s the Use of Ears

0.48 0.22

The Home Visit 0.37 0.06
《废墟》
The Ruins

0.39 0.00

The Import 0.34 0.11
《盼望羊羔儿》
Longing for the Lamb

0.35 0.02

Didi 0.41 0.14
《川流不入海》
Rivers That Do Not Flow into the Sea

0.49 0.16

Serranos 0.45 0.26
《我梦见过七月》
I Have Dreamed of July

0.46 0.31

Hiding Spot 0.38 0.08
《去有光的地方》
To the Place of Light

0.40 0.12

My Good Friend 0.49 0.28
《许多树》
Many Trees

0.42 0.16

The Castle of Rose Tellin 0.36 0.04
《折嘴鹦鹉》
The Parrot with a Broken Beak

0.42 0.14

Rain 0.46 0.24
《叶子》
Leaves

0.39 0.10

Marital Problems 0.42 0.17
《我奶奶的故事及其他》
My Grandmother’s Story and Others

0.47 0.26

The Last Grownup 0.35 0.02
《做梦发财三题》
Three Dreams of Getting Rich

0.34 0.20

The Honor of Your Presence 0.47 0.22
《椿舍里》
In the House of Spring

0.44 0.22

Table 7: Titles and similarity scores of Synthetic fictions generated from Title-Based Prompts with English fictions
on the left and Chinese on the right.

pre-annotated results were considered qualified to
continue. Furthermore, considering that some eval-
uation metrics are influenced by the annotators’
personal knowledge base, like Narrative Complex-
ity, we strongly encourage referring to Wikipedia
or other reliable sources for support during the an-
notation process.

We divided the dataset into batches and assigned
two sets of daily tasks to each annotator. Upon
receiving the daily annotations, we reviewed the
results and rejected them if the Attention Check
Question was answered incorrectly or the award-
winning fiction’s Overall Quality scored below 3.
Through the quality control mechanism, we filtered
about 27% pieces of the dataset, which was then
re-annotated until they met the required standards.

Table 9 displays the Inter-Annotator Agreement
calculated for each metric and genre. The Macro-
level includes more subjective feelings, making it
tough to reach consensus. The strong agreement
at the Meso-level might be attributed to our deduc-
tions and bonus policy, which breaks evaluation
into more fine-grained tasks of identifying weak-
nesses and strengths. Overall, high annotation con-
sistency validates the robustness of our framework
for literary assessment across different genres.

C.2 Annotation Guideline

We developed a comprehensive guideline through
multiple revisions, integrating feedback from the
authors of this work, expert consultants, and our an-
notators, following the guideline principles (Ruan
et al., 2024). The finalized guideline is publicly
available in Table 10 to contribute to future research
in the community.

D Experimental Details

This section provides additional details about our
evaluation experiments.

D.1 Long-context LLMs

Table 11 showcases the five proprietary and five
open-source models used for our assessment. We
utilized the provider’s API to access the models
in zero-shot manners. Although there are many
high-performance evaluation LLMs (Jiang et al.,
2024; Li et al., 2023a; Hu et al., 2024) designed
specifically for NLG tasks, they are unsuitable for
our fiction evaluation task due to context window
limitations. We have not conducted additional tests
on DEEPSEEK-R1 after its release. Given that
it is a reasoning model, and based on our results
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English Fiction Chinese Fiction

Award-
winning

Web-
scraping

GPT-
writer

GLM-
writer

Colla-
borative

Award-
winning

Web-
scraping

GPT-
writer

GLM-
writer

Colla-
borative

#Fictions 50 50 50 50 50 50 50 50 50 50
#Genre(s) 1 1 7 7 1 1 1 7 7 1
#Author(s) 48 - 1 1 1 28 45 1 1 1
Avg. Len 6,207.04 6,345.22 6,636.48 6,215.88 6,288.80 11,227.18 11,319.48 10,881.28 10,989.84 9,253.86
Stdev. Len 2,169.97 2,320.75 945.97 1,217.04 10,420 2,693.54 2,885.90 1,937.48 2,505.11 2,334.21
Max. Len 11,728 11,665 9,181 11,436 1,865 19,846 19,400 15,465 17,748 13,954
Min. Len 3,581 3,187 5,234 4,295 3,296 6,526 6,770 7,037 6,869 6,041

Table 8: Data statistics of constructed fiction dataset. The number of authors for the English Web-scraped fictions
remains unknown as several authors are not publicly accessible on the website.

�Macro-level Meso-level Micro-level Overall Quality
EN CH EN CH EN CH EN CH

Criterion-based IAA
Metric1 0.73 0.76 0.77 0.78 0.69 0.66 0.72 0.74
Metric2 0.67 0.71 0.75 0.79 0.71 0.73 - -
Metric3 0.62 0.66 0.75 0.82 0.71 0.71 - -
Macro-Avg 0.67 0.71 0.76 0.80 0.70 0.70 - -
Micro-Avg 0.69 0.70 0.77 0.80 0.78 0.77 - -

Genre-based IAA
Fantasy 0.67 0.64 0.78 0.67 0.73 0.83 0.70 0.71
Coming-of-Age 0.58 0.62 0.78 0.70 0.70 0.80 0.69 0.72
Martial Arts 0.65 0.66 0.82 0.80 0.92 0.78 0.76 0.75
Mystery 0.71 0.77 0.71 0.82 0.75 0.73 0.74 0.81
Romance 0.62 0.76 0.70 0.81 0.78 0.62 0.72 0.68
Sci-Fi 0.75 0.72 0.83 0.71 0.86 0.87 0.77 0.75
Realism 0.64 0.61 0.66 0.74 0.67 0.79 0.67 0.71

Table 9: IAA of Krippendorff’s α, calculated separately for each metric and genre. Metrics 1, 2, and 3 follow the
order outlined in §2 across different evaluation levels. Macro-Avg represents the average of the three metrics, while
Micro-Avg calculates the average by first combining all the individual samples at each level.

of O1-PREVIEW, reasoning models do not seem
to demonstrate its advantage in fiction evaluation
tasks.

D.2 Fiction Evaluation Prompts

In a pilot study, we conducted initial tests on
three distinct prompt types using a subset that
made up one-tenth of the dataset, since testing
on the entire dataset would be too costly. The
full prompts are illustrated in Figure 11: Rate-
only: prompts the model to provide only the rat-
ing. Rate-then-explanation: prompts the model
to give a rating first, followed by an analysis for
each criterion. Explanation-then-rate: prompts
the model for the analysis of each criterion fist,
followed by the rating. The Pearson (r) corre-
lation results for each prompt on the subset are
shown in Table 12. Despite the minor differ-
ences between the Answer-then-explanation and
Explanation-then-answer prompts, we selected the
most promising Explanation-then-answer prompt

for the final experiments.

D.3 Label extraction

We automatically extract ratings from the generated
answers using regular expressions. Despite employ-
ing the Explanation-then-rate prompt template, we
observed that models occasionally provide answers
before the analysis, consistent with the findings
of Levy et al. (2024). Additionally, models par-
ticularly GLM-4-9B and LLAMA3.1-8B find it
challenging to follow the given template, which
exhibited error rates of 42.4% and 34.8%, respec-
tively. Additionally, GEMINI-2.0-FLASH have
failed to return some results probably due to copy-
right issues or rate limits, despite multiple attempts.
For outputs lacking rating scores, we conducted up
to three retries. If the required results were still
absent, the instance was marked as a failure, and
only the data pieces with valid rating is utilized for
evaluation.
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E Supplementary Annotation Results

In this section we provide additional details about
our annotation results.

E.1 Frequency of Deductions and Bonus
Reasons

The frequency in Figure 12 reveals that model-
generated fiction exhibit a higher-frequency pat-
tern in the “Others” category (encompassing both
strengths and weaknesses), compared to Authentic
fiction’s adherence to predefined categories. This
highlights the content disparities between human-
authored and LLM-generated fictions. We further
analyzed the top-ranked subcategories in the “Oth-
ers” across three metrics through manual grouping.
The top three labels were Repetition (109), Overly
Optimistic Plotlines (102), and Clichés (63) in
Plot Structure; Flat Characters (87), Vivid Charac-
ters (55), and Contradictory Characterization (52)
in Character Development; and Irrelevant Details
(48), Multi-sensory Descriptions (41), and Over-
Description (22) in Setting Description. This indi-
cates that repetitive and overly optimistic narratives
frequently occur in LLMs-generated texts, setting
it apart from authentic fictions crafted by human
writers. Chakrabarty et al. (2024) also highlight the
deficiencies in the writing capabilities of models,
noting that while LLMs like GPT-4 and Claude can
generate fluent narratives, they frequently contain
plot holes or repetitive themes that are not well-
received by human critics.

E.2 Comparison of Genres and Prompt
Templates

The spider plot in Figure 13 compares the scores
of Synthetic fiction under different prompt settings,
which reveals that LLMs show no significant differ-
ences with various prompt templates, contradicting
Marco et al. (2024a)’s observation that prompts
play a crucial role in the creativity of the generated
text. Conversely, the model displays a preference
for certain genres, yet no single genre consistently
excels in all aspects, and it notably underperforms
in the Coming-of-Age genre. We did not include
a comparison with the Realism genre to prevent
unfairness, as it involves given human titles.

E.3 Annotation Score Distribution

Figure 14 illustrates the score distribution of Chi-
nese and English fictions annotated across different
evaluation levels. It is evident that Authentic fic-

tions maintain a relatively stable distribution of
scores across all levels, followed by Collaborative
fictions, while Synthetic fictions exhibit significant
variability. This suggests an uneven quality distri-
bution for Synthetic fictions, excelling at the Micro
level, but declining at broader Macro and Meso
levels. This discrepancy also validates the discrim-
inative capacity of our evaluation framework, con-
firming its ability to differentiate textual quality
across hierarchical assessment dimensions.

E.4 Highlighted Spans in Chinese Fiction

Figure 15 presents highlighted spans in Chinese fic-
tions from the annotation results, revealing similar
patterns to those observed in English fictions: well-
and poorly-written segments in Authentic fiction
are relatively evenly distributed throughout the text,
whereas model-generated fiction shows a decline in
quality towards the end. The relative proportions of
strong and weak segments closely align with their
respective human evaluation scores. The main dif-
ference between Chinese and English fictions lies
in the vertical axis range, with English spans be-
ing relatively longer, likely due to language-driven
differences in writing styles. Additionally, the de-
cline in quality for Chinese synthetic fiction occurs
earlier than in English, possibly due to the higher
word count and lower quality of Chinese fictions
compared to English ones, as discussed in §4.2.

F Additional Experiment Results

F.1 Spearman’s Correlation Result

Table 13 shows the results of the Spearman’s corre-
lation for the 10 models, aligning with the weak-to-
moderate Pearson correlations observed in Table
3.

F.2 Writing and Evaluation Correlation of
GLM-4

We present the correlation analysis between GLM-
4’s performance of fiction generation and evalua-
tion, as shown in Figure 16, showing moderate to
high correlations between the two, consistent with
the conclusion in §6. Compared to GPT-4o’s pref-
erence for Micro-level performance, GLM-4 shows
more balanced performance across all levels.

F.3 Detail Formula For Heatmap

Assume there are K quality dimensions (e.g., Nar-
rative Complexity), and an LLM generates N fic-
tion samples. The human ratings for these N fic-
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tions on dimension k are represented as an N -
dimensional vector hk = (hki )

N
i=1, where hki de-

notes the human evaluation score for the i-th fic-
tion on that dimension. Similarly, the LLM’s
ratings for these N fictions on dimension k are
represented as qk = (qki )

N
i=1. The LLM’s fic-

tion writing ability on dimension k, denoted as
wk, is represented by the human evaluation scores:
wk = hk. The LLM’s evaluation ability on dimen-
sion k, denoted as ek, is measured by the differ-
ence between its ratings and the human evaluation

scores: ek =
(
1− |qki −hk

i |
4

)N

i=1
. The denomina-

tor of 4 accounts for the maximum score discrep-
ancy. We compute the Pearson correlation coef-
ficient {r(wi, ej)}K,K

i=1,j=1 between any pair of wi

and ej .

Figure 6: Prompt of plan-then-write for GPT-writer.

Figure 7: Prompt for GLM-writer to generate fictions
directly. {Write-Prompt} can be found in Table 5.
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Figure 8: A similarity calculation example: The O.
Henry Award-winning work Orphans (x-axis) and its
corresponding Synthetic fiction (y-axis) were each split
into multiple chunks. The highest pairwise score of 0.56
was taken as the final similarity, and the example was
filtered out.

Figure 9: Similarity distribution of all Award-winning
fiction combinations in both Chinese and English.

Figure 10: Initial step for Collaborative fiction genera-
tion, keeping the last two steps aligned with Figure 6.
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�Annotation Guideline for Fiction Evaluation
1. Task Overview
Thank you for participating in this task! We are conducting a project aimed at evaluating human-authored and LLM-generated fictions in both
Chinese and English through large language models (LLMs). The average lengths are 10,734 characters for Chinese and 6,339 words for English.
Our entertainment-oriented fictions are intended for adult readers which typically explore profound themes and complex narratives, spanning
seven mainstream genres including Fantasy, Sci-Fi, Mystery, Martial Arts, Romance, Coming-of-Age, and Realism. You will be presented with a
random set of fictions, either extracted from real fictions or generated by LLMs.

Your task is to rate each fiction based on the provided evaluation framework, which includes Narrative Complexity, Creativity and Emotional
Resonance at the Macro level, Plot Structure, Character Development, and Setting Description at the Meso level, and Grammaticality, Fluency,
Diversity at the Micro level, along with Overall Quality that integrates all these aspects, each using a 5-point Likert scale. Please note that certain
criteria have set exemptions depending on the genre; you can find these specifics in Section 3.

Participation in the research project is completely voluntary. Your annotations will contribute to improving automation of fiction evaluation.

2. Fiction Evaluation Aspects
2.1 Macro-level Evaluation

Macro-level focuses on the overall structure of the fiction, considering its narrative structure, creativity, and ability to resonate with the reader.

Ø Narrative Complexity: Strategic utilization of literary skills—like non-linear narration, plot twists, and double perspectivation—to enrich
plot development.

Ø Creativity: Degree of originality exhibited in the core premises, narrative perspectives, and structural design.

Ø Emotional Resonance: Effectiveness to evoke empathy in readers, fostering immersive identification with characters and cognitive involvement
with the narrated experiences.

2.2 Meso-level Evaluation

Meso-level evaluation is centered on the core elements of fiction—the plot, characters (specifically denotes the protagonist in the fiction), and
setting.

We have implemented a point deduction and bonus policy to prevent score inflation and highlight outstanding work. Specifically, a fiction should
get punishment in corresponding points if it contains any of the following flaws, and will be awarded if it includes the following highlights.
Accordingly, you are encouraged to highlight segments of the fiction that you find particularly well-written (e.g., engaging plot twists, intense
conflicts, effectively rendered atmosphere) or poorly executed (e.g., logical inconsistencies, bland storylines, superficial settings). You don’t need
to precisely align your ratings with the points that are deducted or awarded to prevent bias.

Ø Plot Structure: Events arrangement in the fiction, evaluated for its logical coherence, conflict development, and resolution effectiveness.

Unresolved Subplots: Secondary storylines remain incomplete or abandoned, with unresolved elements that detract from the main plot.

Continuity Errors: Inconsistencies in the narrative, caused either by internal contradictions with established principals or by incorrect external
factual errors, undermining plot cohesion and credibility.

Well-Executed Plot Twists: The incorporation of unexpected yet plausible plot twists that enhance narrative complexity and engagement,
surprising readers while preserving logical coherence.

• Others: Additional plot-related merits and demerits to be enumerated.

Ø Character Development: Portrayal and growth of the protagonist within the fiction, evaluated for authenticity, depth, and evolution.

Character InconsistencyUnexplained alterations in a character’s actions, beliefs, or personality between scenes, undermining believability.

Absence of Human FoiblesCharacters lacking redeemable human flaws, resulting in unrealistic or overly idealized portrayals.

Dynamic Character ArcsThe evolution of a character throughout the journey, demonstrating personal growth or a meaningful transformation in
beliefs, behavior, or emotions.

• Others: Additional character-related merits and demerits to be enumerated.

Ø Setting Description: Depiction of the physical, temporal, and cultural environment, evaluated for its contribution to atmosphere building,
character development, and plot advancement.

Stage DressingTreating the setting merely as a backdrop or decoration, without leveraging it meaningfully to enrich the narrative or develop
characters.

Monosensory DescriptionRelying solely on a single sensory modality, typically visual, to describe settings, thereby limiting immersion and
making the setting feel flat.

Enviro-Social DynamicsSkillfully integrating descriptions of natural and social environments, along with multisensory details, to enhance the
emotional atmosphere and reflect the era, social dynamics, and relationships driving the plot.

• Others: Additional setting-related merits and demerits to be enumerated.

2.3 Micro-level Evaluation

Micro-level evaluation concentrates on sentence-level grammar, fluency, and linguistic precision, ensuring clarity and readability, in contrast to
the Macro and Meso levels, which assess broader narrative structures. Similarly, we invite you to point out any sentences you consider exemplary
(e.g., rich vocabulary, smooth flow) or problematic (e.g., grammatical errors or repetitive phrasing).

Ø Grammaticality: Adherence to rules of grammar, syntax, and sentence structure. Capitalization is not factored in.

Ø Fluency: Smoothness and natural flow of the language.

21667



(Continued from previous page)

Ø Diversity: Variety in linguistic expression, including rich vocabulary and varied sentence structures, is especially crucial in fiction to avoid
monotony over long contexts.

2.4 Overall Quality Evaluation

Finally, we measure the Overall Quality of the fiction, considering all assessment aspects across the aforementioned levels and granularities.

3. Genre-Specific Exemptions
Based on the ten universal criteria, exceptions are defined for certain genres to clarify specific conventions that might be viewed as flaws under
general standards but are acceptable within their particular traditions, ensuring more equitable assessments.

3.1 Fantasy and Sci-Fi Genres

• Exemption criteria: Plot Structure, Character Development

• Guidance: Magic, supernatural events, or futuristic technology should not be dismissed illogical simply for defying real-world physics,
provided they maintain internal consistency. Similarly, characters with extraordinary abilities can remain credible if their core motivations and
emotional struggles are compelling.

3.2 Martial Arts Genre

• Exemption criteria: Grammaticality, Fluency, Diversity

• Guidance: The use of dialects, archaic expressions, or other non-standard grammar are acceptable in martial arts narratives if it serves a
deliberate literary purpose rather than stemming from accidental errors.

3.3 Mystery Genre

• Exemption criteria: Creativity, Emotional Resonance

• Guidance: Classic detective archetypes (e.g., private investigators, police detectives) and familiar scenario setups (e.g., locked-room mysteries,
serial killers) are inherent to the genre and should not be dismissed as overused clichés. Furthermore, exploring the ethical and societal
foundations of crime should not be penalized for its dark themes.

3.4 Coming-of-Age, Romance, and Realism Genres

• Exemption criteria: Narrative Complexity, Creativity

• Guidance: Fictions centered around personal growth, self-reflection, or everyday life should not be regarded as plain narrative. Their depth
often arises from emotional nuance, societal insights, or well-developed character arcs rather than intricate narrative techniques.

4. Annotation Procedure
1. Reading Comprehension: Thoroughly read the entire text of the fiction to gain a full understanding of its content. We have set an Attention
Check Questions for each fiction. Please answer these questions based on the original text before assigning any evaluation scores.

2. Segment Highlighting: Identify and highlight both well-executed and poorly executed components, encompassing Meso-level segments (e.g.,
engaging plot twists or logical inconsistencies) and Micro-level sentences (e.g., smooth flow or grammatical errors).

3. Evaluation and Rating: Score each of the ten evaluation aspects on a scale of 1 to 5, where 1 represents the lowest quality and 5 represents
the highest. In evaluating each metric, it’s necessary to refer to Section 3 to determine whether any exemptions need to be considered based on
the current genre. For Meso-level aspects (Plot Structure, Character Development, and Setting Description), please label predefined bonuses or
penalties as the rationale for the score.

4. Authorship Determination: After evaluating the above criteria, determine whether the fiction is human-authored or LLM-generated based on
your analysis of its style, structure, and language.

5. Review and Submit: Repeat the evaluation process until the entire fiction has been thoroughly reviewed and all aspects have been carefully
scored. Submit the annotation results on time.

5. Emphasis and Caution
• Daily Annotation Requirement: Fictions for this task will be provided in batches. You are required to annotate two sets, totaling 10 fictions,
each day. Please submit your daily annotations before 24:00 (midnight) on the same day.

• Quality Assurance: If the answers to the two verification questions for a fiction are incorrect, or if the award-winning fiction receives
an overall quality score below 3, the HIT will be rejected. Additionally, we will conduct daily inspections of annotated data. Please ensure
high-quality annotations.

• Support and Reference: If you encounter any confusion regarding professional knowledge or context, feel free to reach out for clarification.
You may also refer to Wikipedia or other reliable sources for further understanding, particularly when evaluating the Narrative Complexity and
Creativity metric, which may be influenced by individual knowledge.

• Feedback Mechanism: A discussion board is available on the annotation interface for recording queries, concerns, or suggestions. We
encourage sharing insights for learning and problem-solving.

6. Confidentiality and Anonymity
Raw data and participant identities will remain confidential and will not be disclosed to anyone outside the research team. The data you provide
may be analyzed and used in publications, dissertations, reports, or presentations related to the research project, but your identity will not be
revealed. Personal information of participants must not be included in the document, and we will verify the absence of participant identities
when aggregating submission data.

Table 10: Full instructions given to annotators of the fiction evaluation task.
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MODEL CONTEXT WINDOW CHECKPOINTS AVAIL. #PARAM

GPT-4-TURBO 128K gpt-4-turbo-2024-04-09 µ -
GPT-4O 128K gpt-4o-2024-11-20 µ -
O1-PREVIEW 128K o1-preview-2024-09-12 µ -
CLAUDE-3.5-SONNET-V2 200K claude-3-5-sonnet-20241022-v2 µ -
GEMINI-2.0-FLASH 1,000K gemini-2.0-flash-exp µ -

LLAMA3.1-8B 128K Meta-Llama-3.1-8B-Instruct b 8B
LLAMA3.1-70B 128K Meta-Llama-3.1-70B-Instruct b 70B
GLM-4-9B 128K glm-4-9b-chat b 9B
QWEN2.5-72B 128K Qwen2.5-72B-Instruct b 72B
DEEPSEEK-V3 128K deepseek-chat b 671B

Table 11: Model cards utilized for the experiments.

Rate-only Rate-then-explanation Explanation-then-rate
EN CH EN CH EN CH

GPT-4-TURBO 0.18 0.11 0.25 0.14 0.24 0.19
GPT-4O 0.25 0.26 0.35 0.26 0.35 0.28
O1-PREVIEW 0.21 0.13 0.29 0.18 0.27 0.20
CLAUDE-3.5-SONNET-V2 0.30 0.25 0.35 0.36 0.41 0.33
GEMINI-2.0-FLASH 0.29 0.30 0.29 0.31 0.33 0.30

LLAMA3.1-8B 0.01 -0.12 0.00 -0.05 0.04 -0.03
LLAMA3.1-70B 0.15 0.05 0.16 0.08 0.21 0.13
GLM-4-9B 0.05 0.09 0.09 0.09 0.14 0.13
QWEN2.5-72B 0.11 0.09 0.14 0.13 0.17 0.12
DEEPSEEK-V3 0.31 0.25 0.34 0.30 0.33 0.33

Table 12: The Pearson (r) correlation results for each prompt template on the subset with 50 fiction pieces indicate
that the Explanation-then-rate performed the best, followed by Rate-then-explanation, with Rate-only performing
the worst.

�Macro-Eval Meso-Eval Micro-Eval Overall-Eval
Aut Syn Col Avg. Aut Syn Col Avg. Aut Syn Col Avg. Aut Syn Col Avg.

English Fiction
GPT-4-TURBO 0.26 0.21 0.19 0.22 0.23 0.25 0.29 0.26 0.29 0.23 0.26 0.26 0.29 0.24 0.17 0.23
GPT-4O 0.37 0.43 0.29 0.36 0.29 0.24 0.35 0.29 0.39 0.41 0.46 0.42 0.32 0.33 0.24 0.30
O1-PREVIEW 0.46 0.30 0.22 0.33 0.32 0.14 0.22 0.23 0.39 0.30 0.38 0.36 0.22 0.23 0.22 0.22
CLAUDE-3.5-SONNET-V2 0.53 0.46 0.57 0.52 0.33 0.26 0.29 0.30 0.44 0.40 0.46 0.43 0.44 0.43 0.47 0.45
GEMINI-2.0-FLASH† 0.51 0.31 0.32 0.38 0.35 0.15 0.28 0.26 0.37 0.36 0.39 0.37 0.32 0.32 0.31 0.32

LLAMA3.1-8B† 0.17 0.18 0.15 0.16 0.08 0.11 0.16 0.12 -0.01 0.05 0.15 0.06 0.05 0.20 0.07 0.11
LLAMA3.1-70B 0.29 0.18 0.29 0.25 0.23 0.25 0.28 0.25 0.19 0.25 0.13 0.19 0.23 0.36 0.18 0.26
GLM-4-9B† 0.25 0.13 0.19 0.19 0.16 0.05 0.22 0.14 0.27 0.13 0.18 0.19 0.21 0.16 0.09 0.15
QWEN2.5-72B 0.22 0.21 0.19 0.20 0.21 0.13 0.23 0.19 0.24 0.23 0.27 0.25 0.22 0.21 0.22 0.22
DEEPSEEK-V3 0.41 0.36 0.40 0.39 0.32 0.29 0.34 0.32 0.29 0.37 0.48 0.38 0.35 0.49 0.48 0.44

Chinese Fiction
GPT-4-TURBO 0.22 0.17 0.26 0.22 0.27 0.13 0.21 0.20 0.24 0.22 0.26 0.24 0.13 0.28 0.19 0.20
GPT-4O 0.22 0.22 0.35 0.26 0.19 0.20 0.38 0.26 0.39 0.44 0.40 0.41 0.26 0.21 0.22 0.23
O1-PREVIEW 0.15 0.17 0.23 0.18 0.24 0.15 0.30 0.23 0.28 0.36 0.28 0.31 0.18 0.16 0.27 0.20
CLAUDE-3.5-SONNET-V2 0.54 0.45 0.48 0.49 0.32 0.30 0.43 0.35 0.36 0.41 0.43 0.40 0.41 0.40 0.56 0.46
GEMINI-2.0-FLASH† 0.35 0.28 0.36 0.33 0.17 0.22 0.43 0.27 0.33 0.21 0.46 0.33 0.27 0.35 0.45 0.36

LLAMA3.1-8B† 0.18 0.26 -0.05 0.13 0.01 0.08 0.12 0.07 0.04 0.11 -0.04 0.04 -0.06 0.24 0.02 0.06
LLAMA3.1-70B 0.34 0.30 0.12 0.26 0.18 0.18 0.14 0.17 0.28 0.25 0.15 0.23 0.17 0.39 0.23 0.26
GLM-4-9B† 0.15 0.17 0.02 0.11 -0.01 0.15 0.07 0.07 0.06 0.08 0.21 0.12 0.00 0.17 0.02 0.06
QWEN2.5-72B 0.30 0.14 0.08 0.17 0.10 0.19 0.12 0.14 0.27 0.20 0.08 0.18 0.22 0.34 0.10 0.22
DEEPSEEK-V3 0.44 0.42 0.26 0.37 0.35 0.21 0.39 0.32 0.40 0.40 0.27 0.36 0.33 0.46 0.53 0.44

Table 13: Spearman correlation between LLMs and human ratings for both Chinese and English fictions. GEMINI-
2.0-FLASH† is calculated based on 436 data pieces, LLAMA3.1-8B† on 288, GLM-4-9B† on 326 and the
remaining models are calculated on the full 500-fiction dataset.
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Figure 11: Three prompts for LLMs on fiction evaluation, with Explanation-then-rate as the final prompt for the
experiment.
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Figure 12: Frequency of Deductions, Bonus and Others for scoring reasons of Award-winning (Award), Web-
scraping (Web), Collaborative (Col), GPT-writer (GPT), and GLM-writer (GLM) fictions, in both English (Top) and
Chinese (Bottom).

Figure 13: Spider plot comparing LLMs performance based on various prompt templates (left) and genres (right).
Values are averages of the Likert scores received for Chinese and English fictions under each setup.
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Figure 14: Violin plots showing the score distribution across three evaluation levels and overall quality for Award-
winning (Award), Web-scraping (Web), Collaborative (Col), GPT-writer (GPT), and GLM-writer (GLM) fictions,
with Chinese and English scores combined.

Figure 15: Scatter plot of highlighted spans from three Chinese fiction sources, uses Yellow dots for well-crafted
spans and Gray for poor ones.
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Figure 16: Heatmap displaying the Pearson correlation
coefficients between GLM-4’s writing and evaluation
abilities across different dimensions.
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