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Abstract

Large Language Models (LLMs) have demon-
strated remarkable performance across vari-
ous Natural Language Processing (NLP) tasks,
largely due to their generalisability and abil-
ity to perform tasks without additional training.
However, their effectiveness for low-resource
languages remains limited. In this study, we
evaluate the performance of 55 publicly avail-
able LLMs on Maltese, a low-resource lan-
guage, using a newly introduced benchmark
covering 11 discriminative and generative tasks.
Our experiments highlight that many models
perform poorly, particularly on generative tasks,
and that smaller fine-tuned models often per-
form better across all tasks. From our multidi-
mensional analysis, we investigate various fac-
tors impacting performance. We conclude that
prior exposure to Maltese during pre-training
and instruction-tuning emerges as the most im-
portant factor. We also examine the trade-offs
between fine-tuning and prompting, highlight-
ing that while fine-tuning requires a higher
initial cost, it yields better performance and
lower inference costs. Through this work,
we aim to highlight the need for more inclu-
sive language technologies and recommend
that researchers working with low-resource lan-
guages consider more “traditional” language
modelling approaches.

1 Introduction

Large Language Models (LLMs) have seen a huge
rise in use due to their strong performance and re-
markable generalisability across a wide range of
diverse tasks (OpenAI et al., 2024; Grattafiori et al.,
2024; Gemma Team et al., 2024). Their appeal is
evident from their ability to perform tasks without
additional training, with models able to infer from
a few examples (few-shot or in-context learning)
or an instruction (zero-shot) (Raffel et al., 2020;
Brown et al., 2020). Furthermore, the availability
of a plethora of multilingual models makes this

technology more accessible for many languages,
due to the inherent cross-lingual transfer capabil-
ities. Despite this, many low-resource languages
still face significant challenges in achieving strong
performance with these models (Ahuja et al., 2023;
Asai et al., 2024).

Prior research on older multilingual models,
such as mBERT, highlighted the challenges faced
by low-resource languages, particularly when a
language is absent from pre-training (Chau et al.,
2020; Muller et al., 2021). However, modern LLMs
often have an additional training phase, designed to
improve their generalisability: instruction-tuning.
This raises new questions about the extent to which
instruction-tuning mitigates or exacerbates perfor-
mance gaps for low-resource languages.

In this work, we aim to address this for Maltese,
an official EU language that ranks the lowest in the
Digital Language Equality score (Rosner and Borg,
2023). While our primary objective is to under-
stand which LLM properties influence downstream
task performance, we compare this to more tradi-
tional fine-tuning approach with relatively smaller
models. The main contributions of this work are:

1. A new evaluation benchmark composed of a
variety of 11 discriminative and generative
Maltese NLP tasks, to facilitate the evaluation
and development of language technology.

2. A comprehensive experimental setup on 55
LLMs, for which we analyse which LLM
properties are most important for better down-
stream task performance.

3. Several fine-tuned models of a relatively
smaller size for each of these tasks, often sur-
passing all LLMs included in this study.

Our evaluation code and results are made pub-
licly available.1 We also make the best performing

1https://huggingface.co/spaces/MLRS/MELABench

20505

https://huggingface.co/spaces/MLRS/MELABench


fine-tuned models publicly available.2 Through
our evaluation, we explore the following research
questions:

1. How well do LLMs perform compared to
smaller fine-tuned models?

2. What factors contribute to a model’s perfor-
mance on downstream tasks?

3. How viable is it to train smaller but task-
specific models as opposed to prompting
larger but generic models?

2 Experimental Setup

2.1 Evaluation Benchmark

We conducted a survey of publicly available Mal-
tese datasets, which allows us to benchmark the
performance of various models on Maltese. We
make a distinction with the type of task depending
on whether the output is discrete (discriminative)
or a text in natural language (generative). In total,
we collected 11 datasets, shown in Table 1, with
an even mixture of discriminative and generative
tasks.

2.2 Models

To answer our primary research question, we use
a variety of generative models. We consider 55
different language models whose weights are pub-
licly available, covering various properties which
we consider important for our analysis. These are
model size (300M – 15B), language coverage (18 –
511, where known), and whether the model is pre-
trained (PT) or instruction-tuned (IT). Moreover,
we identify whether the model has seen Maltese
during pre-training (PT), during instruction-tuning
(IT), or never (NO). In the case of commercially
released models, this information is not available
and is categorised as unknown (NK). These details
are summarised in Table 2. Additionally, in Ap-
pendix D we present an evaluation for ChatGPT 4o
in a limited experimental setup.

2.3 Evaluation

We use the Language Model Evaluation Harness
(Gao et al., 2024) to conduct the prompting experi-
ments. For each task, we define a template in which
we structure the input in textual format together

2BERTu: https://huggingface.co/collections/
MLRS/bertu-683ac54c1b6ab3ae715cb43d;
mT5-Small: https://huggingface.co/collections/
MLRS/mt5-small-683eecd001179a722c98298b.

with an instruction, as well as formatting the target
in textual format. For generative tasks, the output
is simply given as is, but for discriminative tasks,
discrete label(s) are mapped into textual format as
necessary. Our main experiments are conducted
with English instructions, but we also include a set
of experiments with Maltese instructions which we
manually translate. See Appendix A for further
details regarding the prompt templates used.

In our setup, we conduct two main experiments:
zero-shot and one-shot. In the zero-shot case, the
model is given only the input and the instruction,
and it is expected to produce the corresponding out-
put. In the one-shot case, we additionally prepend
this with the input and output of a sample from
the given task, formatted with the same template.
In both cases, inference is carried out on the final
instance, where the output is not provided to the
model. Any examples used for in-context learning
(one-shot) are taken from the training set, when
this is available, or the validation set otherwise.
Since no training or validation set is available for
Belebele, this task is omitted from one-shot experi-
ments.

In terms of automated evaluation metrics, we
report the following. We use macro-averaged F1
for Sentiment Analysis, SIB-200, Taxi1500, Mal-
tese News Categories, and MultiEURLEX. For
Belebele, we report the accuracy. We report ChrF
scores for OPUS-100, Flores-200, and WebNLG,
and Rouge-L for EUR-Lex-Sum and Maltese News
Headlines. Additionally, we also provide BLEU
scores for OPUS-100 and Flores-200, and Rouge-L
scores for WebNLG, and ChrF scores for EUR-Lex-
Sum and Maltese News Headlines in Appendix C.

When evaluating the output, the appropriate met-
rics are calculated on the generated output for
generative tasks. For discriminative tasks, this
is not as straightforward since the expected out-
put is discrete. Hence, the output is extracted by
comparing the log-likelihood of generating each
label. The label with the highest log-likelihood
is chosen for single-label classification tasks (Sen-
timent, SIB-200, Taxi1500, and Belebele). For
multi-label classification tasks (News Categories
and MultiEURLEX), we extract the predicted la-
bels based on the number of gold labels.

2.4 Fine-Tuned Models
We want to compare LLMs to the performance
of smaller fine-tuned models, which also serve as
baselines. The models are trained on the training
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Type Name Task |train| |validation| |test|
di

sc
ri

m
in

at
iv

e Sentiment (Martínez-García et al., 2021) Sentiment Analysis 595 85 433
SIB-200 (Adelani et al., 2024) Topic Classification 701 99 204
Taxi1500 (Ma et al., 2024) Topic Classification 860 106 111
News Categories (Chaudhary et al., 2024) Topic Classification (Multi-Label) 10,784 2,293 2,297
MultiEURLEX (Chalkidis et al., 2021) Topic Classification (Multi-Label) 17,521 5,000 5,000
Belebele (Bandarkar et al., 2024) Machine Reading Comprehension 0 0 900

ge
ne

ra
tiv

e OPUS-100 Fixed (Abela et al., 2024) Machine Translation (EN→MT) 1,000,000 2,000 2,000
Flores-200 (NLLB Team et al., 2022) Machine Translation (EN→MT) 0 997 1,012
WebNLG (Cripwell et al., 2023) Data-to-Text *13,211 1,665 1,778
EUR-Lex-Sum (Aumiller et al., 2022) Abstractive Summarisation 940 187 188
News Headlines (Chaudhary et al., 2024) Abstractive Summarisation 17,782 3,810 3,811

Table 1: Dataset Summary
*Indicates noisy data obtained through machine translation.

Name Parameter Count Languages Training
overall/Maltese

PolyLM (Wei et al., 2023) 1.7B, 13B 18 PT/NO
XGLM (Lin et al., 2022) 564M, 1.7B, 2.9B, 4.5B, 7.5B 30 PT/NO
mGPT (Shliazhko et al., 2024) 1.3B, 13B 61 PT/NO
BLOOM (BigScience Workshop et al., 2023) 560M, 2B, 3B, 8B 46 PT/NO
Aya-23 (Aryabumi et al., 2024) 8B 23 IT/NO
BLOOMZ (Muennighoff et al., 2023) 560M, 2B, 3B, 8B 46 IT/NO
BX-LLaMA (Li et al., 2023) 7B, 13B *52 IT/NO
BX-BLOOM (Li et al., 2023) 7B *77 IT/NO
Salamandra (Gonzalez-Agirre et al., 2025) 2B, 7B 35 PT/PT
EuroLLM (Martins et al., 2025) 1.7B, 9B 35 PT/PT
mT5 (Xue et al., 2021) 300M, 582M, 1.23B, 3.74B, 13B 101 PT/PT
MaLA-500 (Lin et al., 2024) 8.6B 511 PT/PT
Teuken Instruct Research v0.4 (Ali et al., 2024) 7B *24 IT/PT
Salamandra Instruct (Gonzalez-Agirre et al., 2025) 2B, 7B *35 IT/PT
mT0 (Muennighoff et al., 2023) 300M, 582M, 1.23B, 3.74B, 13B *120 IT/PT
EuroLLM Instruct (Martins et al., 2025) 1.7B, 9B 35 IT/IT
Aya-101 (Üstün et al., 2024) 13B 101 IT/IT
Gemma 2 (Gemma Team et al., 2024) 2B, 9B ? PT/NK
Llama 2 (Touvron et al., 2023) 7B, 13B ? PT/NK
Llama 3 (Grattafiori et al., 2024) 8B ? PT/NK
Ministral Instruct 2410 (Mistral AI Team, 2024) 8B ? IT/NK
Gemma 2 Instruct (Gemma Team et al., 2024) 2B, 9B ? IT/NK
Llama 2 Chat (Touvron et al., 2023) 7B, 13B ? IT/NK
Llama 3 Instruct (Grattafiori et al., 2024) 8B ? IT/NK

Table 2: Language Model Summary
*Since the set of languages used during PT and IT is not the same, the union of both sets is represented.

? = For models with closed-source data, the set of languages used during training is unknown.

set by performing parameter updates on the model.
For each dataset, we train a separate model. Since
no training set is available for Belebele and Flores-
200, no baselines are fine-tuned for these tasks.

We consider BERT-based PT models, for which
we add a linear classification head on top of the PT
model. These are BERTu (Micallef et al., 2022) –
a monolingual Maltese 126M parameter model –
and mBERT (Devlin et al., 2019) – a multilingual
model with 179M parameters. However, these are
only applied to discriminative tasks since they are
encoder-only models.

Therefore, we also fine-tune mT5-Small (Xue
et al., 2021) – a multilingual encoder-decoder PT
model with 300M parameters. Similar to the

prompted models, we convert every input and out-
put into textual format. However, we simply train
on the textual input-output pairs and do not apply
any prompt templates. Moreover, we do not in-
clude any task prefix which were used to fine-tune
the original models (Raffel et al., 2020; Xue et al.,
2021).3 Evaluation metrics for fine-tuning mT5 are
otherwise computed similarly to prompted models.
More details on our fine-tuning setup are included
in Appendix B.

3This decision was made because the model is fine-tuned
separately on each task, and the prefix did not have much
influence on performance during our initial tests.
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Figure 1: Zero-shot prompting performance of individ-
ual models aggregated across tasks.

3 Overall Trends

The starting point of our analysis is to understand
the performance of all individual models across
tasks by performing zero-shot prompting. Thus,
we aggregate the scores of each model averaged
across discriminative and generative tasks.4 For
each model, we then calculate an overall score
across all tasks by averaging these two scores. The
results are shown in Figure 1.

Overall, Aya-101 is the best-performing model,
followed closely by mT0-XXL. We attribute this
primarily to the models’ exposure to Maltese data,
which we further investigate in Section 4.1. The
smaller mT0 models are the next best-performing
models overall, along with Salamandra Instruct 7B,
Gemma 2 Instruct 9B, and Llama 3 Instruct 8B.

For generative tasks, Aya-101 performs better
than any other model, often by a significant margin.
This is followed by mT0-XXL, EuroLLM Instruct
1.7B, Teuken Research Instruct 7B, Salamandra
Instruct 7B, and Llama 3 Instruct 8B. In the case
of discriminative tasks, on average, mT0-XXL and
Gemma 2 Instruct 9B perform better than Aya-101.

We take a closer look at the score distribution for
each task in Figure 2. More models are competi-
tive with the fine-tuned baselines on discriminative
tasks than generative tasks. Performance on gener-
ative tasks hovers near 0 for many models. A more
in-depth analysis of the individual models on each

4Although metrics in different tasks are not the same, we
note that they are already normalised within the same range.

task (see Figure 9) reveals that for generative tasks,
the top performers are Aya-101, mT0-XXL, and
Teuken Instruct Research, and to a lesser degree,
EuroLLM 1.7B and Llama 3 Instruct 8B. These
models often act as outliers from the rest of the
models. The insights highlight that generating text
data is much more challenging than understanding
it and that many models fail to capture the linguistic
nuances of a low-resource language like Maltese.

Looking at each task in Figure 2, we observe that
models generally struggle with Taxi1500 and Mul-
tiEURLEX among discriminative tasks and EUR-
Lex-Sum among generative tasks. This could be
attributed to the specific domain of these tasks: the
Bible for Taxi1500 and European Union documents
for MultiEURLEX and EUR-Lex-Sum. The latter
two tasks have input sequences that are also gen-
erally longer, which hampers performance due to
the model’s limited context length. Moreover, we
note that MultiEURLEX is the only discrimina-
tive task where models perform quite on par with
one another, particularly since it is a multi-label
classification task on a massive scale.

When compared to the baselines, all prompted
models perform worse, with the exception of the
Sentiment Analysis task, for which some models
outperform mBERT. Among the baselines, mT5
generally performs better than mBERT, except for
MultiEURLEX, potentially due to the task being ill-
suited for generative models, as discussed earlier.
Overall, BERTu performs the best in discriminative
tasks due to its Maltese pre-training, except for
Sentiment Analysis for which we observe a perfect
score for mT5. While we are uncertain why the
model does so well, we posit that this is due to
the task being quite simplistic, since it is the only
task where prompted models outperform some of
the baselines. Moreover, out of all the tasks, this
dataset is the most likely to contain code-switching,
which might make it easier for multilingual models
to pick up on certain linguistic signals.

3.1 Model Training
We now examine the relationship between zero-
shot prompting performance and overall model
training (PT vs IT). We group models by their train-
ing and visualise the average performance for each
task in Figure 4.

It is very evident that IT models perform bet-
ter than PT models on all tasks. The performance
difference between model types is quite small for
some tasks, such as MultiEURLEX and EUR-Lex-
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Figure 2: Zero-shot prompting performance distribution of models per task.

Sentiment Analysis

40

60

80

100

F
1

SIB-200

0

20

40

60

80

F
1

Taxi1500

20

40

60

F
1

News Categories

0

20

40

60

F
1

MultiEURLEX

20

40

60

F
1

OPUS-100

0

20

40

60

C
h

rF

Flores-200

0

20

40

60

C
h

rF

WebNLG

0

20

40

C
h

rF

EUR-Lex-Sum

0

10

20

30

40

R
ou

ge
-L

News Headlines

0

10

20

30

R
ou

ge
-L

BERTu mBERT mT5

Figure 3: One-shot prompting performance distribution of models per task.
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Figure 4: Zero-shot prompting performance distribution per task, with models grouped by different training types.

Sum, which further reinforces our argument that
these datasets are challenging for the prompted
models. The performance disparity on some tasks
is proportionately larger, which could be due to the
difficulty of the task and/or previous instruction-
tuning on the same task.

3.2 Number of Shots

We want to understand the potential impact of in-
context learning. We perform one-shot prompting
and compare it to the previous zero-shot results.

Figure 3 shows the distribution of models on
each of the tasks in relation to the baseline models
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Figure 5: Performance difference of zero-shot prompt-
ing and one-shot prompting averaged across models
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with one-shot prompting. Overall, the performance
gap between fine-tuned models and prompted mod-
els is reduced. In Sentiment Analysis, the best-
performing prompted models perform almost as
well as a fine-tuned BERTu and almost as good as
a fine-tuned mT5-Small on Maltese News Head-
lines. We also observe that some models perform
better than fine-tuned mBERT on SIB-200 with
one-shot compared to zero-shot. However, for most
of the other tasks, the gap between fine-tuned and
prompted models remains significant.

To better interpret the changes between zero-
shot and one-shot, we calculate the performance
difference aggregated across PT and IT models for
each task. This is calculated by subtracting the zero-
shot performance from the corresponding one-shot
performance of every prompted model.5 Figure 5
shows the performance difference, with a positive
score indicating better one-shot results on average.

Similar to Zhang et al. (2024), we observe con-
sistent performance improvements with one-shot
across all generative tasks, but mixed results in
discriminative tasks, with slight degradations for
Taxi1500, News Categories, and MultiEURLEX.
IT models also give significant improvements in
Sentiment Analysis, SIB-200, OPUS-100, and Mal-
tese News Headlines. The performance on Mul-
tiEURLEX and EUR-Lex-Sum is largely the same
regardless of the number of shots. We attribute this
to the longer inputs which are being truncated to a
limited sequence length.

5Similar to Zhang et al. (2024), we observe negative effects
for mT0 and BLOOMZ due to their zero-shot instruction-
tuning, and hence we omit them for this analysis.

4 Effect of Maltese Exposure

We now examine the effect that exposing the model
to Maltese has on its performance. Apart from
a model’s overall training (PT or IT), models are
further grouped into different categories based on
their explicit training on Maltese data, indicated
by: NO, PT, and IT, referring to no exposure to
Maltese data, exposure during pre-training, and
exposure during instruction-tuning, respectively.
For these analyses, we exclude models for which
this information cannot be inferred from publicly
available metadata (NK).

4.1 Maltese Training

We first examine the impact on model performance
given its training on Maltese at different stages. In
the zero-shot experiments (Figure 6a), we observe
that models exposed to Maltese during either IT
or PT achieve better results, with the best overall
results observed in the IT/IT category. For dis-
criminative tasks, IT/PT models perform on par
with IT/IT models on News Categories and Mul-
tiEURLEX. On generative tasks, IT/IT generally
gives better results than IT/PT.

Similar to the observation made in Section 3.1,
IT results in better overall scores than PT models.
We also note that Maltese PT is generally helpful,
especially when comparing PT/PT against PT/NO.

For the one-shot experiments (Figure 6b), we
note that IT/IT models outperform any other
type of model more consistently and significantly,
with the exception of the MultiEURLEX task.
PT/PT models are also generally less performant
than PT/NO models. This highlights that while
instruction-tuning on a target language is benefi-
cial, models sometimes need in-context examples
to access their Maltese knowledge.

In Appendix E, we also present further analyses
exploring the relationship between performance
and other dimensions such as a model’s size and
the number of languages on which it was trained.
We initially observed a slight correlation between
performance and these variables. However, model
training on Maltese remains the main confounding
variable, having a larger impact on performance.
When models trained on Maltese are excluded from
these analyses, we observe that this correlation
diminishes or is reversed.
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Figure 6: Prompting performance distribution per task, with models grouped by different training types and Maltese
training.

4.2 Maltese Prompts

We now examine the impact of providing models
with more Maltese text, not only in the form of in-
context examples, but also by manually translating
the instruction from English to Maltese.6 There-
fore, we repeat all previous prompting experiments
using Maltese prompt templates. Each score with
English prompting is then subtracted from these
new scores with Maltese prompting to get the per-
formance difference, and the overall results are
shown in Figure 7.

We observe mixed results in both zero-shot and
one-shot, but performance is generally worse with
Maltese prompts. However, models are negatively

6More detail regarding our prompt translation process is
included in Appendix A.

impacted in most discriminative tasks, regardless of
the model’s exposure to Maltese during its training.
With one-shot, the negative difference is even more
pronounced, highlighting that in-context learning
examples are better suited to prime the model to
Maltese as opposed to language instructions. PT/NO
models seem to get significant improvements in
Sentiment Analysis and Flores-200 with Maltese
prompts in zero-shot, but this drastically diminishes
in one-shot.
IT/IT models exhibit some of the worst degra-

dations with Maltese prompts, particularly in zero-
shot, even though these are the models that were
exposed to Maltese the most. However, although
all models in this category – EuroLLM Instruct and
Aya-101 – are exposed to Maltese examples during
their IT, the actual instructions are still in English.
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Figure 7: Performance difference of prompting with En-
glish and Maltese instructions averaged across models
with different training types and Maltese training.

This highlights the discrepancy between model per-
formance and usability, since speaker populations
of low-resource languages like Maltese would have
to resort to providing English instructions in their
interactions with these models.

5 Efficiency

The computational efficiency of fine-tuning and
prompting is also an important factor to consider.
We select the following prompted models based on
the best overall performance and the model archi-
tecture variety: Aya-101, mT0-XXL, and Llama
3 Instruct 8B. We consider all fine-tuned models:
BERTu, mBERT, and mT5-Small.

To estimate the computational requirements, we
follow Liu et al. (2022) and compute the Floating-
Point Operations Per Second (FLOPs, Kaplan et al.,
2020) required for a single instance. We take the
median sequence length of an instance for each
dataset and use it to calculate the inference FLOPs
for a given model. For fine-tuned models, we use
only the raw input sequence in textual format. For
prompted models, we also include the accompany-
ing instruction. For the purpose of this analysis,

Model Training FLOPs Inference FLOPs
BERTu 1.54e16 3.28e10
mBERT 2.50e16 4.06e10
mT5-Small 7.19e15 7.14e09
mT0-XXL 0 5.96e12
Aya-101 0 5.84e12
Llama 3 Instruct 8B 0 5.06e13

Table 3: Computational cost estimates in terms of Float-
ing Point Operations (FLOPs).

we only consider zero-shot prompting with English
instructions. We also compute the training FLOPs
for fine-tuned models by calculating the median
sequence length on every training dataset, but also
take into account the batch size and the total num-
ber of steps7 during training. We then take the
average number of FLOPs across all tasks. Since
baseline models were not fine-tuned for Belebele
and Flores-200, we do not include any calculations
for these tasks in this analysis. Table 3 shows the
resulting calculations.

As expected, the inference cost of fine-tuned
models is magnitudes smaller than that of prompted
models due to the smaller model sizes. We also
note that for prompted models, as the number of
few-shot examples increases, so does the inference
cost. The cost for fine-tuning models is also mag-
nitudes larger than applying inference on a single
instance. However, as we apply inference on more
examples, this initial upfront cost diminishes.

If we define efficiency as a function of the overall
performance, the cost, and the number of inference
samples as follows:

performance

costtraining + costinference × samples
(1)

then, as the number of samples increases, the effi-
ciency of prompting larger models drastically de-
creases, as shown in Figure 8. Furthermore, the
sheer size of the prompted models also necessitates
more expensive hardware to store models on disk
and load them into memory.

6 Related Work

Due to the lack of research on generative Maltese
NLP, our research is primarily related to various
multilingual benchmarking and evaluation works,
although none of them include Maltese. Ahuja et al.
(2023) evaluate LLM performance on a newly de-
veloped benchmark covering 70 languages. They

7This is calculated by averaging the total number of steps
(including early stopping patience) across all runs.

20512



0 200 400 600 800 1000

Number of samples

10−15

10−14

10−13

10−12

10−11
E

ffi
ci

en
cy

BERTu 0.126

mBERT 0.179

mT5 0.3

mT0 13.0

Aya-101 12.9

Llama 3 Instruct 8.0

Figure 8: Model inference efficiency as a function of
the performance and cost, as defined in Equation 1.

find that low-resource languages are negatively
affected by ill-fitted tokenisers and limited pre-
training data used by the model. Zhang et al. (2024)
study the impact of few-shot prompting across 56
languages, finding that the few-shot performance
does not always improve over zero-shot, depending
on the model, task, and language. Asai et al. (2024)
similarly analyse few-shot prompting performance
but in a cross-lingual setup, finding that while few-
shot generally helps, models perform particularly
poorly on lower-resourced languages. Zhang et al.
(2023) analyse the performance on code-switched
languages. In their analysis, they find that both an
increased number of shots and model size (when
considering the same model family) generally im-
prove performance.

Most of these works also fine-tune smaller
BERT-based and/or mT5 models, similarly find-
ing that they outperform prompted LLMs (Ahuja
et al., 2023; Asai et al., 2024; Zhang et al., 2023).
Likewise, Lai et al. (2023) find that ChatGPT under-
performs supervised SOTA models on most tasks.

Our research is complementary to these works
as we look closer at the performance of a single
language. We also significantly scale the number of
language models which allows us to study multiple
factors affecting model performance.

7 Conclusion

In this paper, we present a comprehensive evalua-
tion of LLMs for Maltese, a low-resource language.
We introduce a new benchmark covering a total of
11 discriminative and generative tasks. We carried
out an evaluation of 55 publicly available models
under zero-shot and one-shot prompting, revealing

significant performance variations. Our study high-
lights the need to improve the state of low-resource
languages such as Maltese.

In analysing our results, we uncover several key
trends. Prompted models consistently lag behind
smaller fine-tuned models, particularly in genera-
tive tasks where their performance is significantly
lower. Crucially, the level of exposure to Maltese
in a model’s training has the largest bearing on
performance, especially in instruction-tuning.

Additionally, our efficiency analysis highlights
the trade-offs between fine-tuning and prompting.
While fine-tuning incurs higher initial costs, the
inference cost is significantly lower. The initial
cost incurred to fine-tune smaller models quickly
pays off with more inference instances, apart from
the higher performance on downstream tasks.

These findings underscore the pressing need for
more inclusive language models that better sup-
port low-resource languages at every stage of the
training pipeline. While LLMs offer strong general-
isability, their limited performance on low-resource
languages like Maltese reduces their usability in
these scenarios. For researchers with limited com-
putational resources, fine-tuning smaller models
presents a viable alternative to prompting larger
models, despite the trade-off in generalisability.
Ultimately, our study calls for a more balanced
approach to model development, ensuring that low-
resource languages like Maltese receive adequate
representation in the evolving landscape of LLMs.

8 Limitations

Models Although we consider a wide variety of
models, the coverage of models trained on Maltese
was very limited. Moreover, due to the large num-
ber of models considered as well as computational
constraints, we only choose models with no more
than 15 billion parameters. In addition, for our
main analysis, we do not consider any commercial
models, not only due to the prohibitive costs to con-
duct this evaluation, but also due to our constrained
evaluation on discriminative tasks. However, we
present a limited comparative evaluation on Chat-
GPT in Appendix D, showing mixed results on the
tasks tested compared to the fine-tuned baselines.

Datasets While our benchmark is certainly an im-
provement on the state of NLP for a low-resource
language, certain issues impact our evaluation.
Firstly, our results are confounded by the amount
of data in some tasks, which is why we strived to
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show per-task results as much as possible. Despite
the small training data sizes, we show that fine-
tuned models still outperform the prompted large
language models. Secondly, the variance of tasks is
also limited, as we have Topic Classification for the
majority of our discriminative tasks, and Machine
Translation dominates our generative tasks. The lat-
ter is often a large source of instruction-tuning data
for multilingual instruction-tuning, and often the
only data considered when Maltese was used for
instruction-tuning (Üstün et al., 2024). Thirdly, the
domains of these datasets are quite narrow as they
are mostly composed of data derived from news
articles, EU legislative documents, and Wikimedia.
All in all, we hope that our work raises awareness
on the importance of developing newer and more
diverse datasets for low-resource languages.

Prompt Engineering Various works have shown
that different models can be optimised with differ-
ent prompts (Zhao et al., 2021; Jiang et al., 2020;
Shin et al., 2020; inter alia). We sidestep this
by mostly using prompt templates from previous
works (see Appendix A for more details). We high-
light that we did consider prompting in Maltese
(Section 4.2), which is often understudied in the
context of multilingual evaluation (Ahuja et al.,
2023; Asai et al., 2024). We did not experiment
with a larger number of shots to keep our experi-
ments sustainable.

Unconsidered Model Properties We tried to
analyse many possible dimensions but still had to
limit our search space. Despite looking at mod-
els exposed to Maltese training, we largely treated
this as a categorical variable. However, the raw
amount of tokens, as well as the proportion in re-
lation to the rest of the training data, would have
a large bearing on performance. In a similar vein,
we did not consider the different scales and quality
of the datasets used for training different models.
We also do not factor for different kinds of train-
ing processes used during instruction-tuning such
as Reinforcement Learning with Human Feedback
(Ziegler et al., 2020) and Direct Preference Opti-
misation (Rafailov et al., 2023). As we make this
data available, we encourage future work to analyse
different dimensions not considered in this work.

Dataset Contamination It is likely that models
have been exposed to language data that is not
included in the figures listed in Table 2 (Blevins and
Zettlemoyer, 2022; Muennighoff et al., 2023), but

we do not account for it. Since our benchmarks are
based on publicly available datasets, it is likely that
increased performance in some models is due to
data contamination during training. While this can
be accidental, instruction-tuned models may have
used certain datasets deliberately. Hence, higher
scores would be attributed to the model’s training
on that task, rather than its capabilities to generalise
to unseen tasks. Dataset contamination is also an
active area of research (Blevins and Zettlemoyer,
2022; Balloccu et al., 2024), and we therefore treat
models as black-box systems in this regard.

9 Ethics Statement

We inherit any biases that may be present in the
data and language models that we use. The new
generative models fine-tuned on Maltese data could
be used to produce text that inherit these biases.
However, given their relatively low performance
on generative tasks and the fact that we train these
using publicly available resources, we do not fore-
see any major risks.
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A Prompt Templates

Table 4 shows the prompts that were used to eval-
uate every model on each task. When available,
we use a template suggested by the original dataset
paper. Otherwise, we adapt a template from a re-
lated task which was available from the Language
Model Evaluation Harness repository (Gao et al.,
2024). For generative tasks, we ensure that the
instruction explicitly mentions that the text should
be generated in Maltese.

To generate the Maltese prompts, we reuse the
English templates and translate them into Maltese.
This is done by first passing the instruction through
Google Translate and then performing post-editing
with a Maltese native speaker.

B Fine-Tuning Details

For fine-tuned models, we consider BERTu (Mi-
callef et al., 2022), mBERT (Devlin et al., 2019),
and mT5-Small (Xue et al., 2021). Our training
scripts are implemented using the transformers
library (Wolf et al., 2020).

We train all models for at most 200 epochs but
use early stopping on the main metric (as defined in
Section 2.3) with a patience of 20 epochs. Due to
the significantly larger scale of the data for OPUS-
100, we only train for a maximum of 10 epochs
instead.

For the BERT-based models, we use a learning
rate of 1e-4 with an AdamW optimiser, an inverse
square-root learning rate scheduler, a warmup of
1 epoch, and a weight decay of 0.01. We use a
batch size of 16 for Sentiment Analysis, SIB-200,
and Taxi1500 and a batch size of 32 for the other
discriminative tasks. A dropout of 0.1 is used for
Taxi1500 and MultiEURLEX, and 0.5 for the other
discriminative tasks.

When fine-tuning mT5, we mostly follow the
original fine-tuning recipe (Raffel et al., 2020; Xue
et al., 2021) with a constant learning rate of 1e-3
with an Adafactor optimiser and a batch size of
32. BERT-based models are fine-tuned 5 separate
times with different random seeds, and we report
the mean performance across these runs. mT5 is
only fine-tuned once per task.

C All Results

In this section, we present individual results for
each model and task considered. Figure 9 shows
the zero-shot performance with English instruc-

tions and Figure 10 shows the one-shot perfor-
mance with English instructions.

We also present the individual performance with
all metrics of each model with English prompts in
Tables 5, 6, 7, and 8. Results for fine-tuned models
are shown in Tables 9 and 10.

D Closed-Source Model Results

We include experiments with ChatGPT 4o (Ope-
nAI et al., 2024) as a comparison to our main ex-
periments. However, since this is a closed-source
model accessible only through an API, our experi-
ments with this model are limited. Firstly, since we
do not have access to log-likelihoods, it is not pos-
sible for us to conduct discriminative experiments
in a comparative manner, so we skip these tasks.
Secondly, we also skip EUR-Lex-Sum due to the
large context lengths needed for this task, which
exceed our quota. Thirdly, for the remaining four
tasks, we only prompt with 100 test samples for
each task to limit our costs.

The results are shown in Table 11. Comparing
these figures to the results obtained by our fine-
tuned mT5 baseline (Table 10), ChatGPT 4o per-
forms significantly worse on OPUS-100, signifi-
cantly better on WebNLG and on par on Maltese
News Headlines.

E Analysing Other Model Properties

E.1 Model Size
We look at the performance as the model size grows
in terms of the number of parameters. To analyse
this, we fit linear regression models for PT and IT
models on performance results aggregated by task
type. We only do this for zero-shot results.

As shown in Figure 11a, a general improvement
is observed in performance with model size in-
crease. In general, IT models with larger sizes
give better performances than PT models. In fact,
a smaller performance gap is observed between PT
and IT models with fewer than 10B parameters,
especially in few-shot, where PT models overall
perform better than IT models on generative tasks.

However, we note that among the largest IT mod-
els are the Aya-101 and mT0 models, which are
trained on Maltese. If we exclude models which
we know are trained on Maltese, then our previous
observations do not hold as shown in Figure 11b.
In fact, we see a negative impact on performance
as model size grows for IT models, albeit with a
larger confidence interval.
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Task English Prompt Template Maltese Prompt Template
Sentiment Anal-
ysis

{text} Is the sentiment positive or neg-
ative?

{text} Is-sentiment huwa pożittiv jew
negattiv?

SIB-200 The topic of the news “{text}” is Is-suġġett tal-ah̄barjiet “{text}” huwa
Taxi1500 The topic of the verse is “{text}” is Is-suġġett tal-vers “{text}” huwa
Maltese News
Categories

{text}

What are the topic(s) of this news
article?

{text}

X’inhu(ma) s-suġġett(i) ta’ dan l-
artiklu tal-ah̄barjiet?

MultiEURLEX {text}

What are the topics of this text?

{text}

X’inhuma s-suġġetti ta’ dan it-
test?

Belebele Given the following passage, query, and
answer choices, output the letter corre-
sponding to the correct answer.
###
Passage:
{text}
###
Query:
{question}
###
Choices:
(A) {answer1}
(B) {answer2}
(C) {answer3}
(D) {answer4}
###
Answer:

Permezz tas-silta, mistoqsija, u gh̄ażliet
ta’ tweġibiet li ġejjin, agh̄ti l-ittra li
tikkorrispondi gh̄at-tweġiba t-tajba.
###
Passaġġ:
{text}
###
Mistoqsija:
{question}
###
Choices:
(A) {answer1}
(B) {answer2}
(C) {answer3}
(D) {answer4}
###
Tweġiba:

OPUS-100
Flores-200

{source_sentence}

The previous text is in
{source_language}. Here is a
translation to {target_language}:

{source_sentence}

It-test preċedenti huwa bl-
{source_language}. Din hija traduz-
zjoni gh̄all-{target_language}:

WebNLG Verbalize in Maltese the follow-
ing triples separated by a comma:
{triples | join(’, ’)}

Ivverbalizza bil-Malti t-tripli li ġejjin
separati b’virgola: {triples |
join(’, ’)}

EUR-Lex-Sum {text}

Write a summary in Maltese for
the text above:

{text}

Ikteb sommarju bil-Malti gh̄at-
test t’hawn fuq:

Maltese News
Headlines

{text}

Write a headline in Maltese for
the news article above:

{text}

Ikteb titolu bil-Malti gh̄all-artiklu
tal-ah̄barjiet t’hawn fuq:

Table 4: Prompt Templates used for each task.
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Figure 9: Zero-shot prompting performance of individual models on each task. Horizontal lines represent models
fine-tuned specifically on the task.

E.2 Model Multilinguality

We also analysed a model’s performance against
the number of languages it was exposed to during
its training. Similar to Section 4, we exclude mod-
els with unknown Maltese training (NK). We also
exclude MaLA-500 from this analysis, as the high
degree of languages skews our plots. Other than
that, we plot aggregated zero-shot performance re-

sults against model multilinguality and fit separate
linear regression models for PT and IT models.

In Figure 12a we observe a positive influence
with the number of languages a model is exposed
to for IT models. For PT models there is also a
positive effect on generative tasks, although smaller
than that for IT models. On the other hand, there
is a negative impact as the number of languages
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Figure 10: One-shot prompting performance of individual models on each task. Horizontal lines represent models
fine-tuned specifically on the task.

increases for discriminative tasks.
Despite this, highly multilingual models which

have seen more than 100 languages, are all models
which have been exposed to Maltese during some
part of their training. When excluding these models
and refitting logistic models on the remaining data
we see that the previously observed improvements
are drastically reduced.
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Model Sentiment Analysis SIB-200 Taxi1500 News Categories MultiEURLEX Belebele
F1 F1 F1 F1 F1 Accuracy

PolyLM1.7B 46.3 3.4 12.0 5.4 12.1 23.0
PolyLM13.0B 26.0 3.8 5.0 20.4 12.6 22.2
XGLM0.564B 29.4 17.1 7.5 7.1 15.1 23.1
XGLM1.7B 40.9 16.6 5.5 18.9 12.7 23.0
XGLM2.9B 32.7 8.9 9.7 21.0 14.3 23.4
XGLM4.5B 26.6 5.8 11.4 22.1 18.2 24.7
XGLM7.5B 29.9 10.2 6.4 19.3 14.9 22.9
mGPT1.3B 33.0 10.1 12.5 12.0 7.9 22.7
mGPT13.0B 38.5 15.7 11.7 16.0 7.5 25.7
BLOOM0.56B 26.6 11.1 9.6 8.9 16.4 23.1
BLOOM2.0B 56.1 15.9 10.0 10.7 13.7 22.2
BLOOM3.0B 32.9 30.6 5.3 15.6 14.4 24.8
BLOOM8.0B 26.0 36.6 15.3 20.0 12.8 24.1
Aya-238.0B 53.1 16.9 8.9 4.5 12.2 39.3
BLOOMZ0.56B 49.9 32.6 8.9 20.8 14.9 27.4
BLOOMZ2.0B 50.4 36.0 9.8 23.3 15.1 21.0
BLOOMZ3.0B 62.8 42.9 16.3 27.5 14.9 32.9
BLOOMZ8.0B 56.4 48.8 21.2 27.4 14.2 28.9
BX-LLaMA7.0B 26.0 8.0 11.6 6.9 7.4 25.7
BX-LLaMA13.0B 36.7 9.1 5.7 7.0 11.3 22.8
BX-BLOOM8.0B 26.0 14.8 12.1 15.2 10.8 21.7
Salamandra2.0B 59.0 9.8 13.6 18.3 8.6 21.6
Salamandra7.0B 27.0 26.4 15.4 27.7 10.5 35.7
EuroLLM1.7B 28.6 27.5 4.2 17.4 11.9 23.1
EuroLLM9.0B 58.5 38.7 18.1 6.1 5.9 51.2
mT50.3B 26.0 2.4 3.7 6.2 8.7 21.9
mT50.582B 31.6 2.8 4.9 2.9 7.3 27.9
mT51.23B 28.2 6.7 4.9 2.1 11.0 22.9
mT53.74B 27.0 4.3 3.7 2.1 9.9 21.9
mT513.0B 26.0 14.6 4.9 4.1 14.0 29.3
MaLA-50010.0B 26.0 21.4 7.4 2.3 3.6 27.9
Teuken Instruct Research7.0B 32.1 5.7 15.2 5.7 6.2 45.0
Salamandra Instruct2.0B 75.4 20.0 10.7 31.0 10.3 24.9
Salamandra Instruct7.0B 73.4 53.2 15.1 26.9 11.7 69.0
mT00.3B 55.5 33.6 4.3 25.8 13.8 24.4
mT00.582B 66.3 43.1 5.9 33.8 13.4 28.9
mT01.23B 75.9 45.8 13.6 29.8 17.6 33.7
mT03.74B 72.3 47.5 9.6 32.5 16.8 65.9
mT013.0B 78.5 54.2 21.7 36.1 18.3 81.7
EuroLLM Instruct1.7B 28.0 14.0 4.2 26.3 13.7 24.1
EuroLLM Instruct9.0B 68.1 41.2 23.0 12.6 7.7 69.6
Aya-10112.9B 78.1 50.2 29.5 31.5 18.5 76.6
Gemma 22.0B 26.0 27.0 11.2 7.9 10.2 32.7
Gemma 29.0B 26.0 59.2 25.5 20.7 13.2 74.6
Llama 27.0B 43.8 25.8 17.9 21.0 10.7 26.9
Llama 213.0B 32.9 5.1 10.6 15.0 16.4 31.8
Llama 38.0B 26.0 29.5 15.7 26.8 16.2 43.7
Ministral Instruct8.0B 47.4 34.4 6.2 11.3 13.4 40.6
Gemma 2 Instruct2.0B 27.0 39.4 18.2 15.8 14.4 47.6
Gemma 2 Instruct9.0B 72.1 60.9 34.2 22.3 16.4 83.9
Llama 2 Chat7.0B 31.8 34.0 11.9 19.9 10.3 31.6
Llama 2 Chat13.0B 28.0 30.9 19.6 13.1 16.6 34.0
Llama 3 Instruct8.0B 37.3 43.6 18.4 22.0 13.2 51.9

Table 5: Results on discriminative tasks for models prompted with English zero-shot instructions.
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Model OPUS-100 Flores-200 WebNLG EUR-Lex-Sum News Headlines
BLEU ChrF BLEU ChrF ChrF Rouge-L ChrF Rouge-L ChrF Rouge-L

PolyLM1.7B 0.0 0.6 0.1 7.7 8.2 3.7 0.0 0.0 0.0 0.0
PolyLM13.0B 0.0 0.4 0.1 3.7 11.5 6.0 0.0 0.0 0.0 0.0
XGLM0.564B 0.0 0.1 0.0 0.0 9.5 4.3 0.0 0.0 0.0 0.0
XGLM1.7B 0.0 0.1 0.0 0.0 10.1 4.9 0.0 0.0 0.0 0.0
XGLM2.9B 0.0 0.1 0.0 0.9 10.6 4.9 0.0 0.0 0.4 0.1
XGLM4.5B 0.0 0.0 0.0 0.1 10.6 4.8 0.0 0.0 0.1 0.0
XGLM7.5B 0.0 0.1 0.0 0.0 10.2 4.8 0.0 0.0 0.2 0.1
mGPT1.3B 0.2 7.8 0.3 11.9 7.7 3.0 0.2 0.6 0.4 0.1
mGPT13.0B 0.3 8.5 0.2 11.0 9.3 4.3 0.1 0.1 5.0 1.9
BLOOM0.56B 0.2 5.5 0.3 3.9 9.1 4.6 0.0 0.0 0.0 0.0
BLOOM2.0B 0.1 1.1 0.0 0.1 10.5 5.4 0.0 0.0 0.0 0.0
BLOOM3.0B 0.0 0.4 0.0 0.3 10.4 5.4 0.0 0.0 0.0 0.0
BLOOM8.0B 0.0 0.2 0.0 0.2 10.6 5.3 0.0 0.0 0.0 0.0
Aya-238.0B 0.1 2.6 0.0 0.5 11.2 4.9 0.0 0.0 11.5 6.2
BLOOMZ0.56B 0.5 5.3 0.2 6.8 7.1 5.0 0.7 1.0 12.9 6.6
BLOOMZ2.0B 1.2 10.9 0.2 7.7 4.7 3.4 2.0 2.9 14.3 8.3
BLOOMZ3.0B 0.7 7.8 0.5 10.3 11.5 10.2 0.4 0.5 17.5 11.4
BLOOMZ8.0B 1.4 11.0 1.0 13.7 5.3 4.6 0.8 1.1 16.8 10.7
BX-LLaMA7.0B 0.0 2.0 0.0 2.4 2.6 0.8 1.2 0.0 1.3 0.1
BX-LLaMA13.0B 0.0 0.0 0.0 0.6 10.9 5.5 0.1 0.1 0.8 0.1
BX-BLOOM8.0B 0.0 0.3 0.0 0.2 10.3 5.1 0.0 0.0 5.9 2.1
Salamandra2.0B 1.4 17.3 3.7 25.7 2.9 2.5 0.0 0.0 10.9 5.8
Salamandra7.0B 2.0 17.1 7.9 33.0 2.4 1.6 0.0 0.0 0.3 0.2
EuroLLM1.7B 0.0 0.0 0.0 0.0 10.9 5.5 0.0 0.0 0.0 0.0
EuroLLM9.0B 0.0 0.0 0.0 0.0 10.8 4.5 0.0 0.0 0.0 0.0
mT50.3B 0.1 1.5 0.0 1.5 1.4 0.6 0.2 0.5 6.3 4.9
mT50.582B 0.2 3.9 0.0 4.1 4.8 2.9 0.3 0.9 8.7 7.4
mT51.23B 0.3 9.4 0.1 9.9 11.1 4.3 3.2 4.4 8.8 3.4
mT53.74B 0.2 8.9 0.0 9.0 6.3 2.4 4.3 4.4 7.4 2.6
mT513.0B 0.2 8.0 0.1 9.4 8.4 3.0 4.3 4.3 6.8 2.3
MaLA-50010.0B 0.0 6.7 0.0 7.3 9.7 3.8 0.0 0.0 0.0 0.0
Teuken Instruct Research7.0B 0.9 6.4 12.0 46.4 9.7 5.1 2.5 2.5 31.2 23.0
Salamandra Instruct2.0B 2.7 23.4 3.5 34.1 2.0 1.8 0.0 0.0 1.1 0.6
Salamandra Instruct7.0B 9.1 39.3 5.5 41.6 2.1 2.6 0.2 0.1 0.0 0.0
mT00.3B 4.0 17.5 2.2 20.0 14.3 15.3 3.9 1.3 3.3 2.9
mT00.582B 0.7 4.8 0.2 5.3 21.1 21.3 2.6 0.4 4.2 4.9
mT01.23B 0.6 6.3 0.2 6.6 24.8 24.5 5.4 2.4 6.3 6.9
mT03.74B 1.7 10.0 0.5 8.6 30.3 29.6 4.7 1.1 9.7 13.2
mT013.0B 7.8 28.3 3.3 25.0 25.7 26.2 3.8 3.2 27.4 26.8
EuroLLM Instruct1.7B 9.2 37.0 15.7 51.1 11.7 5.7 0.0 0.0 16.4 9.4
EuroLLM Instruct9.0B 0.0 0.0 0.0 0.0 11.2 4.9 0.0 0.0 0.0 0.0
Aya-10112.9B 26.4 56.6 19.5 52.3 36.0 32.3 8.2 7.7 30.6 27.6
Gemma 22.0B 0.0 0.0 0.0 0.0 10.0 4.3 0.2 0.2 0.0 0.0
Gemma 29.0B 0.0 0.0 0.0 0.0 9.8 3.9 0.2 0.1 0.0 0.0
Llama 27.0B 0.0 0.0 0.0 0.0 11.0 4.5 0.0 0.0 0.0 0.0
Llama 213.0B 0.0 0.0 0.0 0.0 11.3 4.7 0.0 0.0 0.0 0.0
Llama 38.0B 3.3 12.5 5.3 32.8 11.3 6.0 0.0 0.0 0.8 0.3
Ministral Instruct8.0B 1.2 6.7 1.2 16.9 10.5 5.0 0.2 0.2 0.1 0.0
Gemma 2 Instruct2.0B 0.0 0.0 0.0 0.0 11.6 6.5 0.0 0.0 0.0 0.0
Gemma 2 Instruct9.0B 0.0 0.0 0.0 0.0 8.0 6.3 0.0 0.0 0.0 0.0
Llama 2 Chat7.0B 0.0 0.0 0.0 0.0 12.3 5.9 0.0 0.0 0.0 0.0
Llama 2 Chat13.0B 0.0 0.0 0.0 0.0 10.0 6.8 0.0 0.0 0.0 0.0
Llama 3 Instruct8.0B 0.0 2.4 8.8 39.9 12.6 6.5 1.0 1.1 31.7 24.1

Table 6: Results on generative tasks for models prompted with English zero-shot instructions.
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Model Sentiment Analysis SIB-200 Taxi1500 News Categories MultiEURLEX
F1 F1 F1 F1 F1

PolyLM1.7B 52.1 19.3 6.3 5.1 10.4
PolyLM13.0B 26.0 21.6 6.3 12.3 12.3
XGLM0.564B 48.0 2.2 6.3 10.9 14.5
XGLM1.7B 50.1 15.8 6.3 10.4 12.5
XGLM2.9B 46.5 25.8 6.3 13.5 13.3
XGLM4.5B 56.4 14.2 6.4 10.6 15.4
XGLM7.5B 32.8 26.1 6.3 9.2 14.7
mGPT1.3B 39.4 2.2 6.3 3.7 7.3
mGPT13.0B 41.8 47.7 6.3 5.1 7.2
BLOOM0.56B 50.0 4.4 6.3 4.2 15.9
BLOOM2.0B 41.1 2.2 6.3 5.5 14.2
BLOOM3.0B 41.1 14.1 6.3 7.2 14.0
BLOOM8.0B 54.5 41.6 6.3 7.7 13.3
Aya-238.0B 68.3 34.6 6.3 22.8 14.5
BLOOMZ0.56B 51.1 34.1 6.3 7.5 14.5
BLOOMZ2.0B 60.6 23.4 6.3 17.8 14.7
BLOOMZ3.0B 49.3 33.0 6.3 9.6 15.1
BLOOMZ8.0B 57.5 45.1 6.3 12.3 13.3
BX-LLaMA7.0B 26.0 7.0 9.0 6.0 6.5
BX-LLaMA13.0B 26.0 2.2 6.3 3.6 10.1
BX-BLOOM8.0B 53.2 23.8 6.3 4.4 7.5
Salamandra2.0B 26.0 41.1 6.3 14.6 9.2
Salamandra7.0B 79.3 48.1 8.3 25.9 10.8
EuroLLM1.7B 52.2 20.9 6.3 18.5 11.6
EuroLLM9.0B 77.4 65.1 11.7 8.8 10.1
mT50.3B 26.0 2.4 3.7 5.8 8.3
mT50.582B 35.5 2.8 10.3 4.1 7.2
mT51.23B 49.6 2.2 6.3 2.1 11.6
mT53.74B 39.4 2.2 6.3 1.2 9.9
mT513.0B 48.0 2.2 6.4
MaLA-50010.0B 26.0 39.3 6.3 3.2 4.1
Teuken Instruct Research7.0B 76.4 56.9 22.8 17.5 6.8
Salamandra Instruct2.0B 76.1 52.4 6.3 21.3 8.7
Salamandra Instruct7.0B 65.1 64.2 17.4 24.5 12.0
mT00.3B 54.4 15.2 6.3 18.9 13.7
mT00.582B 35.1 19.5 6.3 24.3 10.8
mT01.23B 77.0 21.1 6.3 18.7 15.9
mT03.74B 28.0 30.2 6.3 15.4 14.5
mT013.0B 61.1 46.4 6.3 20.3 15.7
EuroLLM Instruct1.7B 69.0 36.5 6.3 24.5 10.2
Aya-10112.9B 86.5 52.3 19.7 23.5 15.2
Gemma 22.0B 30.5 36.1 6.3 21.6 12.1
Llama 27.0B 36.3 31.3 6.3 24.1 14.8
Llama 213.0B 60.2 47.4 10.0 9.7 13.6
Llama 38.0B 80.6 42.1 6.3 23.0 13.2
Ministral Instruct8.0B 70.9 43.7 6.3 9.0 16.4
Gemma 2 Instruct2.0B 70.2 58.3 10.1 7.6 12.9
Gemma 2 Instruct9.0B 85.0 74.3 31.9 22.6 8.1
Llama 2 Chat7.0B 66.2 44.3 8.7 24.5 9.5
Llama 2 Chat13.0B 72.2 62.6 16.9 16.5 16.0
Llama 3 Instruct8.0B 79.9 56.7 8.3 18.8 9.7

Table 7: Results on discriminative tasks for models prompted with English one-shot instructions.
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Model OPUS-100 Flores-200 WebNLG EUR-Lex-Sum News Headlines
BLEU ChrF BLEU ChrF ChrF Rouge-L ChrF Rouge-L ChrF Rouge-L

PolyLM1.7B 0.4 11.6 0.3 16.5 10.7 8.9 0.0 0.0 11.9 4.2
PolyLM13.0B 6.5 19.1 1.8 19.8 10.4 6.2 0.0 0.0 19.9 10.7
XGLM0.564B 2.8 19.0 0.6 17.3 11.7 6.4 0.0 0.0 20.5 9.3
XGLM1.7B 3.5 15.3 1.0 17.6 13.4 10.2 0.0 0.0 21.5 9.5
XGLM2.9B 3.4 13.5 1.1 13.8 12.8 8.6 0.0 0.0 21.6 9.8
XGLM4.5B 3.8 15.7 1.1 15.6 13.9 9.9 0.0 0.0 21.5 9.2
XGLM7.5B 3.2 12.7 1.1 16.4 12.9 10.7 0.0 0.0 20.8 9.1
mGPT1.3B 1.6 11.6 1.0 16.9 10.0 6.8 0.2 0.6 1.4 0.7
mGPT13.0B 1.0 9.2 0.4 11.6 9.8 6.1 0.1 0.1 1.0 0.2
BLOOM0.56B 1.0 9.8 0.4 13.2 11.2 8.3 0.0 0.0 11.0 3.8
BLOOM2.0B 0.4 9.9 0.2 14.5 11.6 7.9 0.0 0.0 17.8 7.4
BLOOM3.0B 1.8 10.7 0.6 14.9 12.5 10.6 0.0 0.0 18.1 7.7
BLOOM8.0B 1.6 11.4 0.9 15.1 12.7 11.2 0.0 0.0 21.0 10.4
Aya-238.0B 2.3 13.1 0.5 11.6 12.3 8.2 0.0 0.0 28.2 19.8
BLOOMZ0.56B 0.2 4.6 0.0 5.0 10.7 9.7 0.7 1.0 11.6 4.1
BLOOMZ2.0B 1.0 8.8 0.2 9.1 12.6 12.0 2.0 2.9 13.1 4.8
BLOOMZ3.0B 0.3 5.9 0.2 7.7 17.9 17.5 0.4 0.5 13.2 4.9
BLOOMZ8.0B 0.5 7.6 0.3 9.3 12.6 12.8 0.8 1.1 12.4 4.5
BX-LLaMA7.0B 0.0 1.6 0.0 1.4 1.9 0.4 1.2 0.0 0.8 0.0
BX-LLaMA13.0B 1.0 12.0 0.7 16.0 11.7 7.8 0.1 0.1 8.2 3.2
BX-BLOOM8.0B 0.6 10.3 0.6 16.5 11.0 9.3 0.0 0.0 5.2 3.8
Salamandra2.0B 3.7 22.3 7.1 34.3 8.2 6.5 0.0 0.0 20.2 12.8
Salamandra7.0B 6.9 29.0 12.6 42.7 14.9 13.7 0.0 0.0 22.8 17.9
EuroLLM1.7B 16.4 37.6 20.9 53.0 12.4 9.9 0.0 0.0 19.4 10.5
EuroLLM9.0B 23.6 47.1 34.0 63.7 14.4 14.1 0.0 0.0 4.4 3.0
mT50.3B 0.1 1.8 0.0 2.0 1.5 0.6 0.2 0.5 5.7 4.1
mT50.582B 0.4 4.7 0.1 5.9 6.1 7.0 0.3 0.9 5.9 5.4
mT51.23B 0.2 9.0 0.1 12.4 10.6 3.4 3.2 4.4 6.2 1.7
mT53.74B 0.3 11.0 0.2 15.1 8.9 3.0 4.3 4.4 5.7 1.6
mT513.0B 0.2 8.2 0.1 11.0 9.0 3.1 4.3 4.4 8.7 3.4
MaLA-50010.0B 0.0 11.2 0.1 13.7 9.8 5.5 0.0 0.0 13.2 4.8
Teuken Instruct Research7.0B 18.8 45.8 18.8 54.7 13.6 14.1 2.5 2.4 31.0 24.1
Salamandra Instruct2.0B 4.2 28.1 3.4 35.2 3.3 1.9 0.0 0.0 18.9 12.7
Salamandra Instruct7.0B 8.5 43.4 6.2 44.3 13.2 10.3 0.2 0.1 25.7 18.9
mT00.3B 2.5 16.8 0.6 14.5 5.0 3.9 3.9 1.3 0.6 0.1
mT00.582B 0.4 5.7 0.0 3.9 13.3 9.2 2.6 0.4 8.4 2.3
mT01.23B 1.1 10.5 0.2 10.2 13.8 10.8 5.4 2.4 1.8 1.8
mT03.74B 1.4 10.3 0.1 7.1 18.1 17.1 4.7 1.1 12.3 4.5
mT013.0B 9.0 31.3 4.8 29.6 10.8 10.8 3.8 3.2 11.6 6.5
EuroLLM Instruct1.7B 13.1 38.3 21.0 54.0 13.3 10.5 0.0 0.0 22.8 14.3
Aya-10112.9B 26.8 57.8 21.2 54.3 41.2 36.4 8.2 7.7 30.0 28.0
Gemma 22.0B 3.3 14.3 2.4 23.7 13.0 13.1 0.2 0.2 19.2 12.6
Llama 27.0B 4.6 17.0 1.5 19.3 12.6 10.3 0.0 0.0 23.0 16.0
Llama 213.0B 6.3 23.1 2.0 23.5 16.7 15.9 0.0 0.0 26.7 19.4
Llama 38.0B 14.9 39.7 10.1 41.8 17.4 17.8 0.0 0.0 33.0 25.2
Ministral Instruct8.0B 3.9 17.2 1.4 18.8 14.4 11.9 0.8 1.5 30.9 21.3
Gemma 2 Instruct2.0B 3.1 13.6 1.7 19.5 12.2 8.9 0.0 0.0 9.8 6.5
Gemma 2 Instruct9.0B 14.4 36.7 18.4 52.4 22.8 23.3 0.0 0.0 32.3 27.0
Llama 2 Chat7.0B 3.8 16.3 2.5 20.0 14.0 13.4 0.0 0.0 25.7 18.4
Llama 2 Chat13.0B 7.9 25.8 4.0 27.6 15.2 15.5 0.0 0.0 29.4 20.8
Llama 3 Instruct8.0B 17.6 44.7 10.9 43.7 30.3 26.4 1.0 1.1 33.6 26.6

Table 8: Results on generative tasks for models prompted with English one-shot instructions.

Model Sentiment SIB-200 Taxi1500 News Categories MultiEURLEX
Macro-F1 Macro-F1 Macro-F1 Macro-F1 Macro-F1

BERTu 83.0 84.9 77.5 58.3 67.1
mBERT 64.7 75.3 47.7 53.1 60.7
XLM-R 59.6 68.5 36.5 50.6 60.5
Glot500 74.6 82.3 64.0 57.2 62.2
mT5 100.0 76.8 42.2 52.5 31.2

Table 9: Fine-tuned model results on discriminative tasks.
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Model OPUS-100 WebNLG EUR-Lex-Sum News Headlines
BLEU ChrF ChrF Rouge-L ChrF Rouge-L ChrF Rouge-L

mT5 (fine-tuned) 51.8 75.9 31.6 28.0 51.5 42.5 32.2 28.1

Table 10: Fine-tuned model results on generative tasks.

Prompt Shots OPUS-100 Flores-200 WebNLG News Headlines
BLEU ChrF BLEU ChrF ChrF Rouge-L ChrF Rouge-L

English Zero 38.1 69.7 44.1 74.4 61.8 58.1 32.1 26.6
Maltese Zero 34.2 64.0 43.5 72.4 56.0 53.6 32.2 27.2
English One 36.8 67.3 46.2 74.5 61.9 57.4 33.8 25.9
Maltese One 35.8 65.6 46.2 74.5 61.8 58.3 31.9 24.7

Table 11: ChatGPT Results.
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Figure 11: Zero-shot aggregated performance against model size.
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Figure 12: Zero-shot aggregated performance against model multilinguality.
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