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Abstract

Existing retrieval methods in Large Language
Models show degradation in accuracy when
handling temporally distributed conversations,
primarily due to their reliance on simple
similarity-based retrieval. Unlike existing
memory retrieval methods that rely solely on
semantic similarity, we propose SynapticRAG,
which uniquely combines temporal associa-
tion triggers with biologically-inspired synaptic
propagation mechanisms. Our approach uses
temporal association triggers and synaptic-like
stimulus propagation to identify relevant dia-
logue histories. A dynamic leaky integrate-and-
fire mechanism then selects the most contex-
tually appropriate memories. Experiments on
four datasets of English, Chinese and Japanese
show that compared to state-of-the-art memory
retrieval methods, SynapticRAG achieves con-
sistent improvements across multiple metrics
up to 14.66% points. This work bridges the
gap between cognitive science and language
model development, providing a new frame-
work for memory management in conversa-
tional systems.

1 Introduction

As Al systems become increasingly integrated into
daily communications, the ability to maintain nat-
ural conversations has become crucial (Dai et al.,
2019; Trivedi et al., 2023; Deng et al., 2024). While
Large Language Models (LLMs) have achieved
remarkable progress in dialogue generation, they
face a fundamental challenge: maintaining coher-
ent long-term memory (Zaheer et al., 2020; Brown
et al., 2020; Beltagy et al., 2020). This limitation
becomes particularly evident in their struggle to
retrieve and integrate contextually relevant infor-
mation from temporally distributed dialogue his-
tories (Sukhbaatar et al., 2015; Gao et al., 2018;
Olabiyi et al., 2019; Gutiérrez et al., 2025). For

'The code is available at: https://github.com/
tamoharu/SynapticRAG-Benchmark

instance, current state-of-the-art memory retrieval
methods show a 17% degradation in response rel-
evance when conversation context spans multiple
sessions, significantly impacting user experience
in real-world applications.

Inspired by cognitive science research, which
shows that human memory retrieval relies heavily
on temporal triggers (Tulving, 1985; McDaniel and
Einstein, 2000) and synaptic connections between
memory nodes (Hebb, 1949; O’Reilly and McClel-
land, 1994; Norman and O’Reilly, 2003; Neves
et al., 2008), rather than pure memory strength.
In contrast, current methods primarily use simple
similarity-based retrieval, failing to capture these
temporal-associative aspects.

Inspired by these cognitive principles, we pro-
pose SynapticRAG, a neuroscience-inspired mem-
ory retrieval framework. Our approach integrates
temporal association triggers, synaptic-like mem-
ory connections, and dynamic activation control
to achieve more human-like memory retrieval in
dialogue systems. This approach is theoretically
motivated by the proven effectiveness of biologi-
cal memory systems in handling temporal depen-
dencies and context integration. Our work makes
three key contributions: (1) A novel biologically-
inspired memory retrieval mechanism, (2) Integra-
tion of temporal and associative memory aspects in
memory retrieval systems, and (3) Empirical valida-
tion across three languages and datasets, showing
consistent improvements up to 14.66% points over
state-of-the-art memory retrieval methods on En-
glish, Chinese and Japanese benchmarks.

2 Related Works

2.1 Memory Retrieval

Traditional retrieval-augmented generation (RAG)
approaches focus primarily on semantic similar-
ity for knowledge retrieval (Lewis et al., 2020;
Borgeaud et al., 2022; Guu et al., 2020). While

20422

Findings of the Association for Computational Linguistics: ACL 2025, pages 20422-20436
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics


https://github.com/tamoharu/SynapticRAG-Benchmark
https://github.com/tamoharu/SynapticRAG-Benchmark

effective for static knowledge bases, these methods
often struggle with maintaining dialogue coherence
over extended interactions. Recent studies have ex-
plored various temporal enhancement strategies:
Zhong et al. (2023) and Alonso et al. (2024) in-
troduced time-based memory updates, while Hou
et al. (2024) demonstrated the benefits of dynamic
memory consolidation. Despite these advances,
significant challenges remain in temporal aspects
of task-oriented dialogues (Wu, 2019; Zhang et al.,
2019). The latest developments in self-updatable
models (Wang et al., 2024) and behavioral mem-
ory (Lee et al., 2024) underscore the importance
of integrating semantic and temporal information,
which our work directly addresses.

2.2 Biological Inspiration

Neuroscience research has revealed that synaptic
mechanisms play crucial roles in memory forma-
tion and retrieval (Gerstner and Kistler, 2002). Par-
ticularly relevant to our work is the phenomenon of
synaptic reverberation in working memory mainte-
nance (Compte et al., 2000; Wang, 2001). While
existing dialogue systems often employ simplified
decay mechanisms, biological studies suggest the
importance of diverse temporal dynamics in mem-
ory processes (Fell and Axmacher, 2011; Howard
et al., 2024). Our SynapticRAG draws upon these
insights by implementing biologically-motivated
synaptic propagation for temporal-aware memory
retrieval, addressing the limitations of conventional
approaches that lack biological grounding.

3 Approach

Our approach enhances dialogue memory recall by
integrating temporal dynamics into retrieval mech-
anisms. The model consists of four components, as
described in Figure 1.

3.1 Memory Construction and Storage

We embed each dialogue turn into a vector rep-
resentation and store them as memory nodes in
a graph structure. The edges between nodes are
weighted by their cosine similarities, reflecting the
semantic relationships in the dialogue history. Each
node maintains a weighted spike train [(¢;, s;)|7_;,
where t; represents the dialogue turn number, s;
denotes the stimulus strength (initialized to 1), and
n counts the received stimuli. This temporal in-
formation enables our model to capture both the
semantic relevance and temporal patterns of dia-
logue interactions.

3.2 Selecting Memory Nodes

Our selection process combines semantic and tem-
poral filtering to identify relevant memory nodes.
Given a new query, we first select candidate nodes
whose semantic similarity exceeds threshold cosg,.
These candidates are then filtered based on tempo-
ral association strength, leveraging the observation
that temporally proximate memories often form co-
herent dialogue chains (Howard and Kahana, 2002;
Dubrow and Davachi, 2013).

Temporal Association Computation We quan-
tify temporal associations between memory nodes
using a framework based on Dynamic Time Warp-
ing (DTW) (Sakoe and Chiba, 1978), which en-
ables robust alignment of memory spike trains
across time and supports flexible modeling of non-
linear temporal shifts. For two memory nodes with
spike trains A = (t¢,...,t%) and B = (¢4, ..., %)),
where m, n denotes the largest turn number, we
construct a distance matrix D € R"™*"™ where each
element D(i,5) = |tf—t?\, 1<i<n,1<j<m
represents the absolute temporal difference be-
tween stimulus reception timestamps.

To transform temporal distances into association
strengths, we apply an exponential decay using the
average time constant 7 = 0.5(74 + 75), Where 74
and 7p are node-specific time constants, we con-
struct the association strength matrix W € R™*™
as:

W) =ew (1)) e,

where larger 7 values maintain robust memory
connections with sustained information retention,
while smaller values lead to rapid decay. The expo-
nential transformation bounds association strengths
within (0, 1], with stronger temporal proximity re-
flected in higher scores.

Given W, we maximize the cumulative associ-
ation strength by defining cumulative matrix L as:

L(i,1)=> W(k1), i€{l,..n} (@
k=1

J
L(1,j) =Y W(Lk), jefl,..m} 3
k=1

L(i,j) = W (i, j) + max{L(i — 1, ),
L(i,j—1), L(i—1,7-1)}
The cumulative score L(n,m) uniquely cap-

tures the temporal association strength between
sequences A and B.

)
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Figure 1: The framework of SynapticRAG. First, past dialogues and current input are stored as memory nodes
and formalized into an attributed graph; Second, the stimulus strength is propagated among the graph following
propagation mechanisms; Third, nodes are activated through temporal-semantic connections following neuron-
inspired dynamics; Finally, responses are generated by integrating selected memories with the input query.

Besides, as L(n, m) may exceed 1, we normal-
ize this cumulative score through sigmoid transfor-

mation o (z) = m:
Tscore(A7 B) = U(L(na m)) 5)

Score Integration 7., captures the temporal
association strength between memory nodes. To
integrate temporal and semantic similarities into a
unified association measure, we define the propa-
gation score Pycore as:

}Dscore(Aa B) = Tscore(Aa B) : Cscore(A; B) (6)

where Cyeore (A, B) = IAA\:% quantifies seman-
tic similarity through cosine distance between node
vectors. This integration provides a comprehensive
measure for subsequent stimulus propagation.

3.3 Stimulus Propagation Mechanism

We organize memory nodes into a layered graph for
efficient stimulus propagation. In layer 7, nodes that
accumulate sufficient stimulus become active and
can propagate to connected nodes in layer ¢+1. The
propagation strength between nodes follows Pycore
(Eq. (6)), forming contextually coherent memory
paths. The propagation strength between parent
node X; and its child node X, follows:

SXiJrl - SCOIC(Xi) X’L-i-].) . SX,“

where Sy, , denotes the stimulus strength re-
ceived at node X;11, Picore(X;, Xi+1) quantifies

Sx, =1 (7)

the temporal and semantic association strengths be-
tween parent nodes, S, denotes the current stim-
ulus strength at node X;, and S, establishes the
baseline stimulus strength for the initial input node.

Memory nodes receive activation signals that
propagate along paths in the layered graph. For
a propagation path Xg, X1, ..., X,,, the stimulus
strength at node X,, decays according to:

n—1

Sx, = Sxo | | Pecore(Xis Xix1) ()
=0

where S, is the initial stimulus strength and Pycore
captures the decay along each step.

Stimulus Propagation Path Construction We
construct propagation paths through three steps:
parent node qualification, child node selection, and
path formation. Let A/ denote the universal node
set, with thresholds stimg, and cosg, controlling
activation and connection sensitivity respectively.

The propagation process follows a layer-wise
approach, where qualified parent nodes P; at layer
1 are determined by:

Pi ={p e N;| (Sp > stimy) A (p ¢ Fire)} (9)

where S), denotes the stimulus strength. The
thresholds are optimized as detailed in Appendix
B, with Fire Mechanism described in Section 3.4.

For each parent node p € P;, we define its can-
didate child node set C;(p) for layer i + 1. C;(p) is
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constructed as the set of nodes whose cosine simi-
larity with parent node p exceeds threshold cosy,,
while excluding all nodes from layers O through i:

Ci(p) =

7
ce N\ U N | > COSt
P [l el H H |
(10)
Based on the candidate child node set C;(p), we
determine the actual stimulus-receiving child nodes.
For cases where a child node c receives stimuli
from multiple parent nodes, we select the parent
node providing the maximum stimulus strength and
utilize its stimulus value.
We first formalize a candidate parent node set
Pi(c) for each child node as:
Pilc) = {p Pil ot > costh} (11)
Ipllllell
The optimal parent node p* that transmits stim-
ulus to child node c is uniquely determined from
P;(c) through:
Pscore (pa C)

p* = arg max Sy, (12)

pEP;(c)

We formalize the actual child node set C; as:

C; (p) = {c € Cilp) | Sy - Peone(c,p)

- S PSCOI'B
= max 5 ', 6)}
(13)

The node set \V; 11 at layer i+ 1 is constructed as
the union of all actual child node sets C;(p), with
the constraint that these child node sets must be
mutually disjoint for different parent nodes:

Nisi=|J ¢iw).Cc;(p)nCi(q) =0

pEP; (14)

(Vp,q € Pi’ D ?é q)

With N;. established for layer ¢ + 1, we it-
eratively execute this process for subsequent lay-
ers. The propagation terminates when there are no
further qualified parent nodes, specifically when
P; = (). Following this propagation framework,
we can define the pathway to node X, using the
method for determining parent nodes mentioned
earlier, as expressed by the following equation:

X; =arg max Sy Pore(z, Xit1) (15)

zeP; (XH—l)

3.4 Stimulus Activation

Based on the stimulus propagation mechanism
(Section 3.3), we formalize how nodes process re-
ceived stimuli through membrane potential: a dy-
namic variable that accumulates input stimuli and
governs node activation. For a node X, the process-
ing pipeline consists of three steps: (1) converting
discrete stimuli into continuous input current, (2)
evolving membrane potential with dynamic time
constants, and (3) determining activation through
threshold-based firing. This framework enables
adaptive memory selection in dialogue systems by
emulating neurobiological principles (Dayan and
Abbott, 2005).

Input Current Generation The Leaky Integrate-
and-Fire (LIF) model (Brunel and Rossum, 2007)
provides a biologically inspired abstraction for sim-
ulating how stimulus input accumulates and decays
over time within memory nodes, forms the basis for
processing temporal signals in dialogue systems,
however, its fixed membrane time constant 7 limits
its ability to balance recent inputs with long-term
memories in dialogue systems. To alleviate this,
we propose an enhanced LIF model with a dynamic
time constant 7x and a spike train-based input ac-
cumulation mechanism. The discrete input stimuli
Sx (t) are converted into continuous input current
Ix(t) through:

dIX

8(t — ts
XTat )

= —Ix(t (16)

+ZSX

tsel

where " denotes input pulse timestamps, t rep-
resents stimulus reception, and §(t — tg) is the
Dirac delta function for discrete pulse modeling
(Bracewell, 2000). The leakage term — I x () simu-
lates neuronal ion channels, enabling natural decay
of past stimuli while maintaining responsiveness
to new inputs. When no stimulus is present, the
summation term becomes zero, allowing gradual
memory decay analogous to biological systems.

Membrane Potential Evolution Node state is
represented by membrane potential Vi (¢), reflect-
ing both input stimulus accumulation and natural
memory decay, which evolves according to:

dVx
dt

where the decay term —Vx(t) prevents un-
bounded accumulation while Ix(¢) incorporates

Tx—— =—Vx(t) + Ix(t) (17)
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new inputs. This evolution enables selective ac-
tivation as nodes fire only when Vx (¢) exceeds a
predefined threshold. To balance memory reten-
tion with input sensitivity, we introduce a dynamic
membrane time constant Tx that updates based on
input intervals At:

1 — exp(—At)

(Al = () + A

(18)

This sigmoid mapping ensures that 7x remains
stable (approaches 0) for frequent inputs to main-
tain sensitivity, while increasing (approaches 1) for
sparse inputs to preserve long-term memories. 7x
starts with its optimaized initial value Tj,;, which
is fixed for all nodes. This mechanism effectively
emulates synaptic plasticity in biological neurons.

Node Activation and Fire Mechanism A node
enters the Fired state when its membrane potential
exceeds threshold Vi, with the firing nodes at time
t defined as Fire(t) = {X € N | Vx(t) > V}.
Post-firing, nodes reset to optimized resting states
(Vzest, Irest) (See Appendix C), preventing continu-
ous activation and enabling contextually relevant
memory selection. The dialogue text of nodes in
fired state is incorporated into the prompt for re-
sponse generation, thus contributing to the system’s
contextual memory retrieval.

4 Experiments

4.1 Dataset

Temporal information is critical for dialogue re-
sponse generation, requiring access to historical
context for time-dependent interactions. Effec-
tive evaluation of temporal-aware dialogue capa-
bilities requires datasets with three key properties:
(1) multi-turn dialogues that encompass complex
temporal contexts spanning multiple interactions
across distinct temporal segments, (2) complex tem-
poral dependencies where correct memory retrieval
depends critically on temporal context rather than
solely semantic similarity, and (3) explicit annota-
tions identifying correct memory retrievals, provid-
ing ground-truth labels for quantitatively evaluating
retrieval accuracy. Currently, only PerLTQA (Du
et al., 2024) partially addresses these requirements
through its format with temporal dependencies,
containing 625 English and Chinese dialogues.

To fill this gap, we introduce Synaptic Mem-
ory Retrieval Conversations SMRCs, a bilingual
dataset in English and Japanese consisting of

101 dialogues with 456 tasks, constructed using
Claude 3.5 Sonnet (Anthropic, 2024) (See genera-
tion guidelines in Appendix A). Each task consists
of two segments: a past and a present dialogue,
with 10 turns of user-assistant interactions each.
For quantitative evaluation, we annotate each
task with multiple trigger-memory pairs, where a
trigger is an utterance in the present dialogue refer-
encing the past context, and memories are relevant
utterances from the past dialogue. To maintain
natural conversational flow and consistent informa-
tion density, utterances are controlled at lengths
between 10 and 20 words. Temporal relationships
between triggers and memories typically span mul-
tiple turns, requiring models to comprehend dia-
logue contexts beyond superficial semantic match-
ing. Figure 4 provides a representative example.

4.1.1 Annotation Reliability Evaluation

To ensure semantic authenticit and annotation va-
lidity, we implemented a rigorous filtering method
for dataset construction. Specifically, annotations
were independently performed by four annotators,
and only annotations meeting one of two strict con-
ditions were retained: (1) annotations were exactly
identical, with at least two memory references; or
(2) annotations partially overlapped, and the inter-
section contained at least two memory references,
retaining only the overlapping annotations.

Table 1: Annotation results from four annotators
(A1-A4) across 10 tasks. Each cell indicates the in-
dices of selected utterances.

TaskID Al A2 A3 A4

1 [4,5] [45] [5.6] [45]
2 [6,71 [6,77] [4,6] [6,7]
3 [2,4] [24] [24] [24]
4 [89] [89] [89] [6)8]
5 [0,2] [0,2] [0,2] [0,2]
6 [571 [5,7] [57] [5,7]
7 2,71 2,71 [2,7] [2,6]
8 [6,8] [6,8] [89] [89]
9 [5,6] [5.6] [5.6] [5.6]
10 [0,71 [0,7] [0,6] [6,7]

Furthermore, we conducted an inter-annotator
agreement evaluation using Krippendorff’s Alpha
(Krippendorff, 2011). We selected 10 represen-
tative tasks from the dataset, covering diverse di-
alogue scenarios. Annotators independently fol-
lowed clearly defined annotation guidelines: each
annotator was given a set of 10 past dialogue utter-
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ances and one trigger utterance from the present
dialogue and instructed to select 2 past utterances
relevant for accurately comprehending and respond-
ing to the trigger. For calculating agreement, we
constructed a binary selection matrix representing
each of the 10 past utterances per task, assigning
a value of 1 if selected by an annotator and O oth-
erwise. This matrix was analyzed using a nominal
scale to compute inter-annotator agreement. The
annotation results are summarized in Table 1.
Based on these annotations, we computed a Krip-
pendorff’s Alpha agreement value of 0.782. Typ-
ically, a Krippendorff’s Alpha value > 0.8 indi-
cates excellent reliability, while a value > 0.67 is
considered an acceptable minimum standard (Krip-
pendorff, 2004). This result demonstrates robust
consistency and strong consensus among annota-
tors, with limited subjectivity in the annotations.

4.2 Baselines and Model Adaptations

We compare SynapticRAG with five baseline mod-
els. The three base models are standard RAG,
MemoryBank (Zhong et al., 2023), MyAgent (Hou
et al., 2024), and our SynapticRAG. For fair com-
parison against SynapticRAG’s temporal-aware re-
trieval mechanism, we also developed adapted ver-
sions of MemoryBank and MyAgent.

RAG serves as our fundamental baseline, as its
vector similarity search forms the foundation of
retrieval process and provides a robust benchmark
for evaluating basic retrieval capabilities.

MemoryBank incorporates Ebbinghaus Forget-
ting Curve-inspired (Graves et al., 2016) mecha-
nisms to dynamically adjust memory based on tem-
poral factors, representing an improved memory
management approach.

MyAgent represents a cognitive-inspired ap-
proach to memory retrieval, adopting human mem-
ory cue recall as a trigger and developing a mathe-
matical model that dynamically quantifies memory
consolidation by considering contextual relevance
r, elapsed time ¢, and recall probability p.

MemoryBank (Adt) enhances the original
MemoryBank’s temporal awareness through addi-
tional parameters including top-K, ©, and scaling
factors (Zscale, Sscale> Sinit) t0 €nable fair comparison
with temporal-aware retrieval mechanisms.

MyAgent (Adt) modifies the original retrieval
process to select the same number of memories
as SynapticRAG from those exceeding the cosine
similarity threshold, ranked by recall probability p,
ensuring consistent comparison conditions.

4.3 Metrics

We evaluate SynapticRAG using both traditional
and dynamic retrieval metrics. Traditional metrics
like recall@k and precision @k measure retrieval
performance with a fixed £ number of memories
(Manning et al., 2008; Hambarde and Proenca,
2023; Croft et al., 2009). Unlike the baseline meth-
ods, SynapticRAG does not inherently retrieve a
fixed number of memories. To fairly compute and
compare Precision and Recall metrics, we imple-
mented the following procedure:

For each retrieval scenario, we ranked memory
nodes according to their membrane potentials (V)
computed by SynapticRAG. Subsequently, we se-
lected the top-k memory nodes with the highest
V' values to match the number of memories re-
trieved by the baseline methods. Precision and
Recall were then calculated based on these top-
k selected memories. Since V in SynapticRAG
directly determines whether a node fires (i.e., is
retrieved), ranking memories by membrane poten-
tial reflects the model’s intrinsic memory-selection
mechanism, ensuring that our evaluation is both
methodologically sound and consistent with the
biological inspiration underlying SynapticRAG.

Equal Retrieval Count (ERC) However, fixed-
k retrieval becomes problematic as memory needs
vary by context - from multiple memories for com-
plex past events to few for simple queries. To ad-
dress this, we propose ERC where retrieval count
adapts dynamically: when our method retrieves k
memories for a query, other methods retrieve their
top-k ranked results, with accuracy calculated as
the ratio of correct matches to total correct labels.
Additionally, for queries requiring at least m cor-
rect memories, we allow baselines to retrieve up to
m memories when the evaluated method retrieves
fewer, denoted as Equal Retrieval Count with Min-
imum Guarantee, i.e., ERC-MG. The ERC-MG
metric provides a stricter benchmark than ERC by
ensuring baseline methods retrieve at least the anno-
tated number of memories whenever SynapticRAG
retrieves fewer. This setup rigorously evaluates
SynapticRAG’s robustness under conditions favor-
able to baseline methods.

Notably, SynapticRAG achieves consistently
high performance under the ERC-MG metric
across all datasets, surpassing the strongest base-
line by 7.76%-14.66%. Given that ERC-MG im-
poses more stringent retrieval requirements by al-
lowing baseline methods the opportunity to retrieve
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Table 2: Dynamic memory retrieval metrics values (ERC and ERC-MG). A denotes the improvement of Synapti-

cRAG over the best baseline model.

SMRCs®N SMRCs™ PerLTQAEN PerLTQAN Ave
ERC ERC-MG ERC ERC-MG ERC ERC-MG ERC ERC-MG
RAG 71.55 71.55 81.58 81.58 82.14 82.51 84.95 85.36 80.15
MemoryBank 32.60 32.82 49.34 49.34 33.62 33.62 36.75 36.75 38.11
MemoryBankaaay ~— 62.36 62.58 72.15 72.15 67.24 67.54 71.31 71.61 68.37
MyAgent 62.14 62.14 70.61 70.61 61.99 62.29 65.14 65.47 65.05
MyAgentaa 63.24 63.46 77.19 77.19 66.49 66.64 69.54 69.76 69.19
SynapticRAG 86.21 86.21 92.32 92.32 90.47 90.47 93.12 93.12 90.53
A% +14.66 +14.66 +10.74 +10.74 +8.33 +7.96 +8.17 +7.76 +10.38

all annotated memories, this result is particularly
significant.

4.4 Implementation Details

Our implementation uses text-embedding-3-large
(OpenAl, 2024a) for text vectorization and GPT-
40 (OpenAl, 2024b) for generation. The memory
management parameters include cosine similarity
threshold cosg, = 0.262 and temporal decay factor
Tinit = 43.07. For the LIF model, we set membrane
potential threshold Vi, = 0.099, stimulus threshold
stimgp, = 0.037, and post-firing reset values Vieg =
2.903, L5t = —7.128. Complete hyperparameter
settings are available in Table 4.

5 Results

5.1 Main Results

Experimental results shown in Figure 2 and Table 2
demonstrate that SynapticRAG achieves consistent
performance improvements across four datasets:

SMRCs (EN), SMRCs (JA), PerLTQA (EN) and
PerLTQA (CN). Compared to the strongest base-
line, our method shows an average improvement of
10.38% in memory retrieval accuracy.

Specifically, from a cross-dataset perspective,
SynapticRAG maintains stable advantages on both
SMRCs with complex temporal dependencies and
PerLTQA with natural dialogue flow. This consis-
tency extends across languages (English, Japanese,
and Chinese), validating our model’s language-
agnostic nature and generalization capability.

In terms of performance metrics, Synapti-
cRAG successfully balances precision and recall,
particularly excelling when k = 6, indicating supe-
rior handling of complex dialogues requiring multi-
ple related memories. On SMRCs (EN), it achieves
86.21% accuracy under ERC evaluation, surpass-
ing the strongest baseline by 14.66%. Similar im-
provements are observed across other datasets, with
PerLTQA (CN) reaching 93.12% accuracy.

The performance curves reveal that while preci-
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Table 3: Performance improvement of SynapticRAG and its modules (A%).

Model Ablations SMRCsEN  SMRCs'A  PerLTQAFN  PerLTQASN | Avg.
full SynapticRAG 14.66 10.74 8.33 8.17 10.41
wlo Temporal Integration -11.82 -8.55 -9.68 -9.54 -9.90
w/o Stimulus Propagation -8.31 -2.41 -3.60 -3.36 -4.35
w/o Dynamic Time Constant -14.66 -10.96 -8.29 -8.24 -10.54
PerLTQA (CN) —=— PerlTQA (EN) —— SMRCs (EN) SMRCs (JA) --- Default Setting poral aSSOCiatiOH (W/O Temporal Integration) for
o4 /\ 0.150 [”_::\H examining pure semantic similarity-based retrieval;
012 // 4 ous|, [k A\ N\ disable stimulus propagation by setting stimg,=1
- b o 0100 |-—f1/ ¥ . .
G010 C0ae] |\ 3 o J// \ (wlo Stimulus Propagation) to observe performance
ol \ 1 x=0.037 . .
098 Vo Tf*\ oos0 [ \ when memories are independent and unaffected by
006 0'0_’0’1 i 503 O\f' “’25000 5005 H \ each other’s stimulation; and fix 7 to its initial
c.oslh (C.osine S.imilariéy Thre.shold) . stimn; (Stimulﬁs Thresﬁold) Value Tinit (W/O Dynamic Tlme Constant) to exam-
s N 015 //\ ine the effect of prioritizing recent inputs without
. 0.10
I’ > oos /// *\.\ balancing long-term memory consideration.
g 0 / X=0.059 £ o000 A \\ Results in Table 3 demonstrate that each module
005 y // ““’\ :SEZ 2ro Nyg? is crucial, with their removal leading to signifi-
000 | =" -01s cant performance degradation across all datasets.

0.00 0.05 0.10 0.15 0 2 4 6 8

Vin (Firing Threshold) Tscale (Time Constant Scale)

Figure 3: Effect of key parameters on SynapticRAG’s
performance gain over RAG. A% indicates the accu-
racy improvement relative to RAG, and Default Setting
denotes hyperparameter-optimal values.

sion decreases with increasing k for all methods,
SynapticRAG maintains a more gradual decline. Its
recall curves consistently dominate other methods,
demonstrating effective identification of relevant
memories across temporal spans.

These results validate SynapticRAG’s effective-
ness in enhancing temporal memory retrieval, par-
ticularly in maintaining high recall while preserv-
ing precision. This balanced performance is espe-
cially valuable for applications requiring accurate
memory retrieval across dialogue histories.

5.2 Ablation Study

Our method comprises three key components: a)
Temporal Integration capturing temporal dependen-
cies through DTW; b) Stimulus Propagation estab-
lishing synaptic-like memory connections through
optimal propagation pathways; and c) Stimulus
Activation controlling memory firing through dy-
namic LIF model, where decay factor 7 balances
recent and long-term memories. We evaluate each
component’s contribution through individual re-
moval. Specifically, we set Tseore=1 to remove tem-

Specifically, removing Temporal Integration causes
an average performance drop of 9.90%, indicating
that semantic similarity alone struggles to capture
complex temporal dependencies in dialogues; dis-
abling Stimulus Propagation results in an average
drop of 4.35%, validating the necessity of memory
interconnections; removing Dynamic Time Con-
stant leads to substantial degradation with an aver-
age drop of 10.54%, demonstrating the critical role
of balancing recent inputs and long-term memories.
These findings validate both our component design
and biologically-inspired principles, particularly
on SMRCs with complex temporal dependencies.

5.3 Parameter Analysis

Building upon our validation of individual compo-
nents, we analyze SynapticRAG’s parameter sensi-
tivity through four fundamental parameters: cosgy
for consine similarity threshold , stimy, for stimu-
lus propagation threshold, Vi, for firing threshold,
and Tycate for scaling dynamic time constant. While
Optuna optimization identified their optimal val-
ues, understanding their impacts remains crucial
for both theoretical and practical purposes.

As shown in Figure 3, our analysis reveals dis-
tinct parameter sensitivities. The filtering threshold
cosy, achieves optimal performance at 0.262 within
[0.0,0.4], with SMRCs showing higher sensitivity
than PerLTQA due to their complex semantic re-
lationships. The stimulus threshold stimg, exhibits
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Past Dialogues

U=Auser [0] U: It’s so hard to concentrate my thesis at home.
¥ [1] A: I understand. How about trying a different location?
r [2] U: Yeah, there’s this café | sometimes work at in Shinjuku.
B [3] A: Sounds good! Working at a café can be a nice choice.
Ass‘?s:ant [4] U: Btw their banana smoothie’s amazing, | always order it %
Q [5] A: Nice. Smoothies are great for staying energized.

L
Ve

[6] U: | heard their coffee is good too, it smells wonderful

[7] A: Nothing beats good coffee’s smell. Have you tried it?

Correct
labels

3

Retrieve

[9] A: That sounds like a plan! Hope it helps with your work.

Retrieved

SynapticRAG: [4]\/[8]‘/
Memories.

RAG: [16])([4]‘/

—e

[8] U: Not yet, but their espresso looks really tempting. ;’:‘(

Present Dialogues
[10] U: Finally submitted my thesis!
[11] A: Congratulations! Your long-term effort has paid off!
[12] U: Your suggestion worked! It really helped me focus
[13] A: Great! The change of environment really worked.
[14] U: Thanks to you, I'm all set to graduate!
[15] A: You're too kind! This was all your achievement!
[16] U: Kind of missing that coffee shop now
[17] A: Why not drop by just for fun sometime? .

*[18]: Trigeer

[18] U: Good idea, but | might be tired of same menu now
(Retrieving memories...)

MemoryBank: [17]x[15]x
MemoryBank (Ado): [0],f1] Ix

MyAgent: [16}[6]y
MyAgent (Adt): [2]X[12]x

Figure 4: A case study illustrating how different models retrieve memories.

stable behavior around 0.037 in [0.0,0.17], where
higher values block essential connections while
lower values cause over-propagation. The firing
threshold Vi, shows moderate sensitivity at 0.099
within [0.0, 0.2], balancing between over-activation
and insufficient utilization.

Most critically, T4 demonstrates dramatic per-
formance variations, peaking at 2.704 with a sharp
decline beyond this value (negative A%). These
findings suggest task-specific tuning strategies: pre-
cise adjustment for semantic-heavy tasks, stable
propagation thresholds for general applications,
and potentially adaptive mechanisms for tempo-
ral scaling. The identified robust regions can guide
efficient parameter tuning in practical deployments.

5.4 Case Study

To demonstrate SynapticRAG’s temporal memory
capabilities, we present a case from SMRCs where
a user discusses their thesis writing experience at a
café (Figure 4). When the user expresses potential
menu fatigue at turn [18], SynapticRAG success-
fully retrieves the correct label memories about
beverage preferences ([4] and [8]) from past dia-
logue, where they mentioned a banana smoothie
and interest in espresso. This temporal association
enables a contextually appropriate response that
acknowledges both their past interest and current
desire for change. RAG retrieves one correct mem-
ory ([4]) but misses the temporal connection ([16]),
MemoryBank and MyAgent fail to retrieve either
correct memory, and their adapted versions show
similar temporal association failures. This example
illustrates SynapticRAG’s ability to form coherent
memory chains across temporal gaps while main-
taining contextual relevance, a key advantage of

our synaptic-inspired propagation mechanism.

6 Conclusion

In this paper, we introduced SynapticRAG, a
biologically-inspired memory retrieval model that
enhances temporal memory management in dia-
logue systems. By integrating temporal associa-
tion triggers, synaptic-like stimulus propagation,
and dynamic memory activation mechanisms, our
approach effectively addresses the limitations of
simple similarity-based retrieval in handling tem-
porally distributed conversations. Our experiments
demonstrate while RAG excels in simpler straight-
forward retrieval tasks, SynapticRAG demonstrates
superior performance in temporal-aware dialogue
contexts where understanding dialogue history is
critical, achieving consistent improvements across
multiple languages and dialogue scenarios.

7 Limitations

Over-retrieval Risk. The stimulus propagation
mechanism may trigger excessive memory node
activations through synaptic connections, particu-
larly in complex multi-topic dialogues. Such over-
retrieval leads to two main issues: lengthy genera-
tion prompts as all retrieved memory texts are in-
corporated for response generation, and increased
computational overhead due to linear growth of
memory storage with dialogue length. To miti-
gate these issues, early stopping criteria and prun-
ing strategies could be implemented to terminate
unnecessary activation paths while preserving es-
sential temporal connections, and importance sam-
pling could be used to maintain only the most cru-
cial historical information.
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Computational Complexity. The original
SynapticRAG architecture incurs computational
complexity on the order of O(n?) in memory
retrieval, where n represents the total number of
memory nodes. This quadratic complexity arises
from the cosine-similarity filtering process, as each
propagation step involves multiple parent nodes
independently performing full scans through the
entire memory database. To address this limitation,
we have developed an optimized architecture that
computes a single representative centroid vector
based on all parent nodes, reducing the complexity
from O(n?) to O(n). See details in Appendix D.

Parameter Sensitivity. The optimization of
model parameters requires more extensive tuning
compared to simpler models, and the variable num-
ber of recalled memories presents challenges when
strict control is needed. Different language con-
texts may require separate parameter tuning. This
could be mitigated through the development of au-
tomated parameter adaptation mechanisms that dy-
namically adjust based on input characteristics and
language-specific features.

Model Interpretability. The complex stimulus
propagation and firing mechanisms reduce inter-
pretability compared to simpler similarity-based
approaches. Tracing memory selection reasoning
becomes challenging due to dynamic synaptic con-
nections. However, this could potentially be solved
by introducing attention-like mechanisms to quan-
tify the contribution of each synaptic connection to
the final memory selection, providing insights into
the model’s decision process.
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A SMRCs Dataset Generation Guidelines

We used the following prompt to generate the SM-
RCs dataset:

Please generate a dialogue dataset following these
guidelines:

1. Temporal Structure:

- Create conversations at two time points: past (1-6
months ago) and present

- Each conversation set should contain approximately
10 turns of dialogue

2. Conversation Design:

- Topics should cover a broad range including daily
life, work, school, and personal consultations

- Focus on personalized conversations rather than
generic exchanges

- Keep each turn concise, limiting to 10-20 phrases per
interaction

3. Memory Retrieval Design:

- The assistant should naturally recall past conversa-
tions based on the user’s current statements

- Assistant’s responses should reference specific re-
called utterances from either the user or assistant

- Responses must maintain logical coherence with the
recalled memories

4. Memory Trigger Requirements:

- Each trigger should be a single user utterance from
the present conversation

- Recalled memories should be complete utterances
from past conversations (either user or assistant)

- Multiple trigger-memory pairs within a single conver-
sation are preferred

5. Quality Criteria:

- Ensure natural conversation flow with appropriate
memory recalls

- Prioritize conceptual relevance over simple keyword
matching

- Maintain clear and appropriate relationships between
triggers and recalled memories

6. Documentation Requirements:

For each conversation set, explicitly document:

- Trigger: The specific user utterance in the present
conversation that prompts recall

- Recalled Memories: The complete related utterances
from past conversations

- All memories should be documented without abbrevi-
ation

7. Output Format:

- Provide results in JSON format only

Note: The focus should be on creating natural dialogue
flows where memory recalls are contextually appro-
priate and based on potential conceptual relationships
rather than simple pattern matching.

B Hyperparameter Optimization

We optimized hyperparameters using Optuna, en-
suring the evaluation metric was independent of
comparative models. Optuna iteratively samples pa-
rameters, evaluates performance, and refines sam-
pling to efficiently explore the parameter space
and identify optimal configurations, eliminating the
need for exhaustive manual tuning. When multiple
trials achieved the same best score, we selected
the parameter set with the highest ERC score to
ensure robust performance. The number of hy-
perparameters varied by model: MemoryBank (0),
MemoryBank(Adapted) (5), MyAgent (1), MyA-
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gent(Adapted) (4), and SynapticRAG (9).

B.1 Optimization for Adapted Models

For adapted models, where the number of retrieved
memories cannot be predetermined, we optimized
to maximize the scores of correct label memo-
ries. Each memory score s; was normalized to [0,
1] using the total score sum Sum,, = Zij\i’i Si,
with M,, being the number of memories in the
n-th task. The normalized scores of correct la-
bel memories, indexed by ¥,, were summed as
Scoren, = ) ic,, 8j/Sumy. The final score

across all N tasks, Score = Zgzl Score,,, was
maximized by optimizing hyperparameters.

B.2 Optimization for SynapticRAG

For SynapticRAG, which uses the score v for
threshold judgment, optimization was based on con-
ditions related to fired memories. Two conditions

were imposed. The first penalized insufficient cor-

— [yn|—|fnyn|
[yn |

if lyn] > |fn N yn|, and O otherwise, where

fn is the set of fired memory indices and ¥, is
the set of correct label indices. The second pe-
nalized excessive memory retrieval, expressed as

rect label memories, defined as A,,

B, = % The final score was calculated as

Score = 227:1 —(Ay, + 0.15 % By,). The factor
0.15 balanced the firing of correct label memories
and excessive retrieval, determined through exten-
sive experimentation. A larger value prioritizes
precision, while a smaller value emphasizes recall.
The negative sum avoided division by zero issues.
Hyperparameters were optimized to maximize this
score.

C Hyperparameter Settings

All hyperparameters are listed in Table 4.

C.1 SynapticRAG

In our model, in addition to cosw, Vi, StiM,, Tinit,
Viests Irest mentioned in the text, we include scaling
constants Tgcale for adjusting 7, tscate for adjusting ¢
and Piype for adjusting Pycqre as targets for hyper-
parameter optimization.

Using these scaling constants, 7, ¢, and Pyore
are rewritten as follows:

T — TscaleT
t— tscalet

PSCOI'B — PscalePscore

In summary, the following nine parameters are
subject to hyperparameter optimization in our
model: cosp, Vin, Stime, Tinit» Viests Lrest> Tscales
Lscales Pscale-

C.2 MemoryBank (Adapted)

The original MemoryBank model calculates mem-
ory scores as follows:
First, for each memory:

. At
(i) —
Score exp (53(@ )

where At(?) is the time difference between when
the memory occurred and the current time, and s(*)
is the memory strength, with an initial value of 1.

Subsequently, the Score is cut off by a randomly
set threshold 6, and memories below this are con-
sidered forgotten. We consider the set of memories
that exceed the threshold:

Retain = {i | Score”) > 0}

Based on the cosine similarity with the input
vector, the top 6 memories are selected from this
set:

Topg = argsort;crerain (CoSsim (1)) [: 6]

The strength s of the selected memories is up-
dated by adding 1:

s — s(i) +1 for

n n—1

1 € Topg

The memory strength is updated in this way at
each turn. In the Adapted model, we introduced
five parameters to this model: Top,,, ©, tscale, Sscales
Sinit-

The equations are as follows:

J (@)
Score” = exp (tmleAt>

SscaleSi

Retain = {i | Score” > ©}

TOpk = argsortieRetain(COSSim(i)) [: k]

s(()i) = Sinit, sg) = SS)_l +1 for

© € Top,,

The optimization was performed based on these
set parameters.
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Model Parameter | Value
MemoryBank (Adt) | Topy 7
(C] 0.12
tscale 13.82
Sscale 9.06
Sinit 0.05
MyAgent cosh 0.30
MyAgent (Adt) COSth 0.49
T'scale 10.07
tscale -1.72
Gscale 2.05
SynapticRAG Cos 0.26
Vin 0.01
stimyy, 0.04
Tinit 43.07
Tycale 2.70
tscale 7.93
Pscale 0.46
Viest 2.90
Trest -7.13

Table 4: Hyperparameter Settings

C.3 MyAgent (Adapted)

The original MyAgent model is defined as follows:
First, the recall probability p is evaluated for mem-
ories exceeding a cosine similarity threshold with
the input vector:

Retain = {i | coSsim(7) > cosp }

p is calculated as:
1 (D) g— At
- P ( ) )

1—e1
for ¢ € Retain

pd) (t) =

where At is the time difference between mem-
ory occurrence and current time, and g is memory
strength, initially set to 1. The memory with the
highest p is retrieved, and its strength g is updated:

Jj= argmax; cRetain (p(Z) (t))
1— e_At(J')

1+ e_At(j)

The memory strength is thus updated in each
turn. The Adapted model introduces four param-
eters: COSth, T'scale» tscales Jscale- COSth 18 the cosine
similarity threshold from the original model.

The equations for other parameters are as fol-
lows:

) ()

o =1, g9 =gV

Retain = {i | cossim(7) > cosp }

_ 1-— eXp(_rscale""(i)e_tscaleAt(i> /gscaleg(i))

o

(1) e
= argmaxiGRetain(p(i) (t))

G _q o) ) Loerteedt?

go o noo 1 —+ eftscaleAt(j)

Optimization was performed based on these param-
eters.

D Computational Complexity
Optimization

As we noted in section Limitations, the original
SynapticRAG architecture indeed incurs compu-
tational complexity on the order of O(n?) in the
worst case. The main reason for this quadratic
complexity arises from the cosine-similarity filter-
ing process used during memory retrieval. Specif-
ically, in the original method, each propagation
step involves selecting parent nodes (whose num-
ber we denote as (1/a)n), proportional to the to-
tal number of memory nodes n). Each of these
parent nodes independently performs a full scan
through the entire memory database, resulting in a
total computational complexity of approximately
(1/a)n x n = (1/a)n?.

To directly address this issue, we have developed
and experimentally validated an optimized alterna-
tive architecture. Rather than allowing each par-
ent node to individually scan the entire database,
our optimized method computes a single repre-
sentative centroid vector based on all parent
nodes. This centroid vector is then used to per-
form only one cosine-similarity scan through the
entire dataset.

The computational complexity of this optimized
approach can be explained as follows: calculat-
ing the centroid vector involves processing (1/a)n
parent nodes, thus incurring a computational cost
proportional to (1/a)n. Subsequently, performing
a single cosine-similarity scan using this centroid
vector across all memory nodes incurs an addi-
tional cost of n. Hence, the total computational
complexity of the optimized architecture becomes
(1/a)n +n = (1 4 1/a)n, effectively reducing
the complexity from O(n?) to O(n).

We further analyzed the execution time differ-
ences on the SMRCs(EN) dataset. The execution
time reported here represents average CPU process-
ing time per retrieval task. Slight variations ob-
served in baseline methods (except SynapticRAG)
are mainly attributable to minor differences in the
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Table 5: Retrieval Accuracy Comparison (ERC & ERC-MG scores)

SMRCs(EN)

SMRCs(JA)

PerLTQA(EN)

PerLTQA(CN)

Model Avg.
ERC ERC-MG ERC ERC-MG ERC ERC-MG ERC ERC-MG

RAG 71.55 71.55 81.58 81.58 82.14 82.51 84.95 85.36 80.15

MemoryBank (Adt)  62.36 62.58 72.15 72.15 67.24 67.54 71.31 71.61 68.37

MyAgent (Adt) 63.24 63.46 77.19 77.19 66.49 66.64 69.54 69.76 69.19

SynapticRAG

(Original) 86.21 86.21 92.32 92.32 90.47 90.47 93.12 93.12 90.53

Table 6: Optimized Architecture Results

Model SMRCs(EN) SMRCs(JA) PerLTQA(EN) PerLTQA(CN) Ave.
ERC ERC-MG ERC ERC-MG ERC ERC-MG ERC ERC-MG

RAG 66.30 66.30 69.52 69.52 73.77 74.15 74.68 75.08 71.07

MemoryBank (Adt)  57.77 58.21 62.50 62.50 64.13 64.43 66.91 67.21 62.96

MyAgent (Adt) 55.14 55.14 58.11 58.11 53.62 53.77 54.05 54.27 55.28

SynapticRAG

(Optimized) 79.43 79.43 83.11 83.11 85.74 85.74 86.95 86.95 83.81

Table 7: Execution Time Comparison

Model Original (s)  Optimized (s)
RAG 0.00147 0.00137
MemoryBank (Adt) 0.08099 0.07916
MyAgent (Adt) 0.04962 0.04948
SynapticRAG 0.14534 0.10801

number of retrieved memories and computational
overhead, but these variations remain within a neg-
ligible margin of error. Moreover, the optimized
architecture achieves approximately a 1.3 x fold-
crease in execution speed compared to the orig-
inal SynapticRAG. Given the difference in com-
putational complexity (from O(n?) to O(n)), we
expect this performance improvement to become
significantly more pronounced as the dataset size

increases.
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