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Abstract

Multimodal large language models (MLLMs)
have shown remarkable capabilities across
various downstream tasks. However, when
MLLMs are transferred to the text image
machine translation (TiMT) task, preliminary
experiments reveal that MLLMs suffer from
serious repetition and omission hallucinations.
To alleviate these issues, this paper first designs
an efficient MLLM named InImageTrans
for TIMT and then proposes a simple and
effective method named multi-conditional
direct preference optimization (mcDPO) for
advancing the TiMT. Particularly, the proposed
mcDPO not only guides the MLLM in
rejecting repetition output by creating text
output preference pairs automatically, but also
guides the MLLM in paying more attention
to text information in images by creating
image input preference pairs. Furthermore, we
build a high-quality benchmark called MCiT
for comprehensively evaluating the TiMT
capabilities of InIlmageTrans. Experimental
results show that the proposed method
significantly outperforms existing open-source
MLLMs on MCiT.!

1 Introduction

Currently, multimodal large language models
(MLLMSs) have shown remarkable capabilities in
various downstream tasks (Wang et al., 2024b;
Li et al., 2024; Hong et al., 2024b; Chen et al.,
2024; Liu et al., 2024a). Take multimodal machine
translation (MMT) as an example. Typically, visual
information, which describes the full or partial
related content of one source text information,
is simultaneously encoded with this source text
by MLLMs as a fusion representation. MLLMs
are conditioned on this fusion representation to
generate the target output, which has gained

*Corresponding author
'The code and data are released on https: //github.com/
fzuo1230/InImageTrans.

Repetition [ Omission
FHEL, BCUBE/\FE, \GEREEAM
[Query]Translate the text of image into English | (Query JTranslate the text of image into English
To the west is Kunlun, a vast sea of 800 Torch Festival ~ Traditional Festival
miles uninhabited and endless. 07/22 Lunar June 24th
GPT-40 GPT-40
Sorry, | can't translate the whole paragraph. Torch Festival ~ 07/22
Qwen-VL Qwen-VL
To the west is Kunlun, a vast sea sea sea. .. Torch Festival
Figure 1: An example of repetition and omission

hallucinations. The repetition is that MLLMs will repeat
a section to the max length when encountering complex
sentences. The omission is that MLLMs cannot capture
all the text information in the image.

impressive performance in several practical real-
world MMT scenarios (Lippmann et al., 2024;
Zelasko et al., 2024; Kim et al., 2024).

As a challenging scenario of MMT, text image
machine translation (TiMT) focuses on converting
source language text within an image to a target
language with equivalent meaning. When MLLMs
are transferred to the TiMT task, our preliminary
experiments reveal that MLLMs suffer from serious
repetition and omission hallucinations (Zhang et al.,
2024a), even failure to follow instructions. Figure 1
shows repetition and omission hallucinations
generated by MLLMs. Repetition is that, when
MLLMs encounter text with complex semantics,
they translate a certain word or phrase such as “sea”
repeatedly until exceeding the maximum output
length. Some commercial models, such as GPT-4o,
simply refuse to answer. The omission is, when
encountering tiny text or abstract text in the image,
MLLMs omit “Traditional Festival” and “Lunar
June 24th”, and only translate “Torch Festival” in
large fonts, such as Qwen-VL. As a result, both
repetition and omission hallucinations hinder the
advancement of the MLLMs for TiMT.

To alleviate these issues, this paper first designs
an efficient MLLM called InImageTrans for TiMT.
Particularly, we introduce a multi-conditional
direct preference optimization (mcDPO) method
(including rPO and vPO items) into InImageTrans
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Method Image  Scenario Text
(Chen et al., 2021) Synthesis ~ Subtitle = Medium
(Suetal.,, 2021)  Synthesis  Subtitle ~ Medium
(Lan et al., 2023) Internet Scene Short
(Zhu et al., 2023)  Synthesis  Subtitle Short
Ours Internet  Diversity Long

Table 1: Benchmark comparison between previous
works and ours. The images in our benchmark are
collected from the Internet and the text is rich.

to guide the training of the MLLM to reduce
repetition and omission of hallucinations during
the TiMT. Specifically, rPO aims to construct
text output preference pairs to guide the MLLM
to reject repetition, where the rejected label is
simulated repetition by cutting a segment from
the chosen label and repeating it to the maximum
output length. vPO aims to construct image input
preference pairs to ensure that the MLLM pays
more attention to the text in the image, where the
rejected image is created by masking parts of the
text in the original image. Meanwhile, we build
a high-quality benchmark called MCiT, including
document, scene, and poster, to comprehensively
evaluate the TiMT capabilities of the proposed
InlmageTrans. Experimental results show that
the proposed method significantly outperforms
existing open-source MLLMs on MCiT.

2 Related Work
2.1 Evaluation on TiMT

Currently, existing benchmarks for TiMT are
mainly divided into two types, synthesis subtitle-
level datasets (Chen et al., 2021; Su et al., 2021;
Zhu et al., 2023) and Internet scene datasets (Chen
et al., 2021; Lan et al., 2023). As shown in
Table 1, Synthesis subtitle-level datasets typically
synthesize translated text onto images, with easily
recognizable fonts. As a result, issues like
repetition and omission hallucinations are rarely
observed. Internet scene datasets contain diverse
text styles requiring strong OCR capabilities to
recognize, but they primarily involve translations
of word-level text like schools or shops, which do
not demand strong reasoning ability or extensive
knowledge (Feng et al., 2024b) for translation. So
we built a challenging benchmark named MCiT.

2.2 Multimodal Large Language Models

Benefit from the success of LLMs (Touvron et al.,
2023; Chiang et al., 2023; Wei et al., 2023b;

Tang et al., 2024; OpenAl, 2023; Zhang et al.,
2024b, 2023), multimodal large language models
(MLLMs) achieve great improvements on various
tasks (Liu et al., 2024a; Zhu et al., 2024; Wei et al.,
2024; Bai et al., 2023; Li et al., 2023b; Chen et al.,
2023; Zhang et al., 2025). However, MLLMs
trained on general tasks show poor performance
in text-rich scenarios such as OCR capabilities.
Some works simply add OCR training data to
solve this issue (Li et al., 2024; Driess et al.,
2023; Hu et al., 2024), while others enhance visual
encoding capabilities by improving the model
framework (Liu et al., 2024b; Yu et al., 2024c,d;
Park et al., 2024), which reduce reliance on large-
scale training data.

Although MLLMs have good performance in
many multimodal tasks, they perform poorly in
TiMT. No MLLM has been specifically developed
and evaluated for this task. A few MLLMs such
as InternVL2 (Chen et al., 2024) and Qwen2-
VL (Wang et al., 2024b) show promise in TiMT,
but there is no public explanation for the reason.
MLLMs still face challenges in this task.

2.3 DPO in Multimodal Scenarios

DPO (Rafailov et al., 2024) cleverly improves
the objective function in reinforcement learning,
enabling an increasing number of works to fine-
tune LLMs to align with human preferences across
various domains (Song et al., 2024; Zhou et al.,
2024; Hong et al., 2024a). Due to DPQO’s success
in language models, recent studies have extended
DPO to multimodal scenarios (Zhou et al., 2024;
Yu et al., 2024a; Senath et al., 2024).

However, directly applying DPO to multimodal
scenarios cannot continuously optimize the model
performance. Many studies attribute this to the
lack of preference data and attempt to build better
preference data (Yu et al., 2024b; Deng et al., 2024;
Xiao et al., 2024). (Wang et al., 2024a) argues
that this issue stems from an overemphasis on
the language modality during optimization and
proposes enhancing the model’s attention to other
modalities, but there is no exploration of how to
construct preference data for specific tasks.

3 Preliminary Experiments

In this section, we find that it is unsatisfactory
for the existing open-source MLLMs, LLaVA-
1.5-7B (Liu et al., 2024a), LLaVA-Next-7B (Li
et al., 2024), Qwen-VL-chat (Bai et al., 2023)
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Method | BLEU | METEOR
Google Translate 36.1 38.5
GPT-40 (Hurst et al., 2024) 30.7 32.1
LLaVA-1.5-7B (Liu et al., 2024a) 2.1 29
LLaVA-Next-7B (Li et al., 2024) 24 3.1
Qwen-VL-chat (Bai et al., 2023) 1.1 1.8

Table 2: Performance comparison of some MLLMs with
cascaded method Google Translate on TiMT task.

and commercial MLLMs such as GPT-40 (Hurst
et al., 2024) to conduct TiMT task, and reveal that
this mainly comes from the severe repetition and
omission hallucinations.

Performance of existing MLLLMs on TiMT.
Specifically, we choose the English-Chinese
language pair as corpora, and manually select 200
semantically rich document-level images from The
Lord of the Rings and 100 images with abstract or
tiny text from scenes and posters on the Internet as
evaluation datasets. We compare the performance
of the above MLLMs with commercial cascaded
methods such as Google Translate on TiMT task,
as shown in Table 2. The results indicate that open-
source MLLMs has a significant performance gap
compared to the cascaded method in TiMT task,
even GPT-4o is significantly inferior.

[ Jgoodness [ |noanswer [ |omission [ |repetition

Google [6%] 10%] 84% \
GPT-40 [10% 37% \ 53% \
Qwen-Vi-chat| 18% |  31% | 3% | 19% |
LLaVANext| 23% | 34% | 18% 25% |
Lava| 8% [ 3% | 23% | 18% |

: : : : :

0 20 40 60 80 100

Figure 2: Preliminary experiments on repetition and
omission hallucinations in TiMT.

Analysis for the poor performance of MLLMs.
To investigate the reasons for the poor performance
of MLLMs, we manually conduct a statistical
analysis for model output. We divide the output
into four categories: repetition, omission, no
answer, and goodness, and manually measure the
proportion of them in the output of each method.
As shown in Figure 2. We find that the existing
open-source MLLMs, LLaVA, LLaVA-Next, and
Qwen-VL-chat, suffer from severe issues of
repetition and omission hallucinations, accounting
for almost half of their responses. Besides,
although GPT-4o0 alleviates the above issues, it
often refuses to provide answers, which accounts

¥ Visual Encoder & Projector Visual Tokens

i neration
_, Coarse-grained Generatiof

Encoder ~ MLPLAyer—>  ra |
-8 LLM
Fine-grained H A
Engoder ~>UMER Fayer--> N Instruction

OCR task MT task
Source language

__ ¥ . -
B 0 Target translation Translate the text in image into Chinese !

Pre-train Fine-tune

Figure 3: An overview of InlmageTrans. We use a
coarse-grained encoder and a fine-grained encoder to
capture detailed visual information and feed them into
LLM with instructions.

for 37% of its responses. However, Google
Translate only has about 16% of the repetition and
omission hallucinations, which makes it perform
excellently on TiMT task. These results highlight
that repetition and omission hallucinations severely
hinder the performance of MLLMs for TiMT.

4 Method

In this section, we first introduce an efficient
MLLM called InlmageTrans especially for TiMT,
and propose the mcDPO method to mitigate the
repetition and omission hallucinations.

4.1 InImageTrans

Architecture.  Unlike conventional MLLM
architectures that rely on a single visual encoder,
we introduce a novel dual-encoder framework, as
depicted in Figure 3. Our architecture integrates a
coarse-grained encoder mqrse for global feature
extraction and a specialized fine-grained encoder
T fine fOr capturing intricate textual information.
Given an input image X,, The coarse-grained
encoder generates a global representation H,:

Hg = 7Tcoarse(—va), (1)

while the fine-grained encoder extracts detailed
local features Hj:

H = 71—fine()(v)> ()

Given H, and H;, we employ two MLP layers,
W1 and W5 to align the visual representation
dimensions to the language model and input them
into LLM 715 with query X, to generate output:

Xa:'/TLLM(Wl -Hg,WQ'Hl,Xq). (3)

Training. We perform pre-training and
fine-tuning of InlmageTrans on the prediction
tokens, using the auto-regressive training objective.
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Specifically, for a sequence of length L, we
compute the probability of the target answers X,,:
L
bt =Y —logpe (2| Xy, Xg, Xa,<i), @)
=1
where 0 is the trainable parameters, X, .; are
the answer tokens in all turns before the current
prediction token x;.

During the pre-training phase, we use OCR data
alongside English-Chinese machine translation
datasets to bolster the model’s proficiency in
handling complex scenarios typical of TiMT
task. In the fine-tuning phase, we employ an
in-house translation model to convert the OCR-
generated data into high-quality English-Chinese
pairs while rigorously filtering out subpar exam-
ples, constructing a refined dataset specifically
optimized for TiMT. For comprehensive details
regarding the datasets employed and the training
hyperparameters, please refer to Appendix A.

Decoding Strategy. We use greedy decoding to
meet the needs of streaming output. In addition, to
alleviate the repetition hallucinations of the model,
we incorporate repetition penalty decoding (RPD)
(Keskar et al., 2019) for enhancing the quality.

4.2 mcDPO

To further alleviate the repetition and omission
hallucinations, we propose a simple and effective
method named mcDPO into InlmageTrans, which
consists of rPO and vPO, as shown in Figure 4.

Repetition Preference Optimization. In this
optimization objective, we hope to guide the model
to reject repetition output, so we need to construct
preference data to simulate repetition. Specifically,
given data of the form (¢, Y.;), which represents
English image and Chinese translation respectively.
We want to construct a preference data of the
form (I, Yw, Y1), wWhere y,, represents chosen
label and y; represents rejected label. Y,; and
1., are directly used as ¥y, and I,. As for
y;, we randomly select a segment from Y,; as
the repetition segment, truncate the content after
the segment, and repeat the segment to max
length. Then, given a pair of tuples(/,,, x, y,,) and
(Iw, z,y;), where x represents the input query, the
rPO objective is formulated as:

i (ywuun 715)

_ Blog oWl lw,7)

Lrpo = —loga(Blog Tres (T
re, P> wH

where 6 represents the parameters involved in
the training model, ..y represents the reference

Visual Preference Optimization
\‘vﬁlng (Y| Ly T) — Blog To(yu|L1,T)
rejected image X, q\:ery chosen lAabnl Y J Tref(Yoo| Lo T) Tref(Yo| L1, T)
H H ! —
Q/Iask H H H No Omission!
: | |
P —
= e
Uelcome ‘o — 7 i
Cm,:,:s | ~{ \pohcy ;l,%};
chosen image X, query chosc; label y,, InImageTrans
\
(Repetition No RepemmrD
A \
= . To(Yullosz) o(yi| L)
. -»plo, — Blo.
Ulelcome 9 r(allurz) 9 (il Lr)
Come In " o
ichosen image X, query rejected label y; Repetition Preference Optimization

Figure 4: Overview of mcDPO. The top refers to visual
preference optimization, which alleviates omission
hallucination by constructing image input preference
pairs. The bottom refers to repetition preference
optimization, which alleviates repetition hallucination
by constructing text output preference pairs.

model, o is activation function, and §3 is a hyper-
parameter that controls the degree of deviation.

Visual Preference Optimization. To alleviate
the omission hallucinations, we propose an
optimization objective to enhance visual condition
attention. Different from traditional DPO that
constructs different output labels for the same input,
the core idea is to keep the output label and input
query unchanged and build input preference image
pairs to make the model use the information of the
chosen image for inferring.

Specifically, given data in the form of (I,
Y. 1), which represents English image and Chinese
translation respectively. We want to construct a
preference data of the form (I, 1j, ¥,,), where I,
represents chosen image and I; represents rejected
image. Y, and I., are directly used as y,, and
I,,. The most crucial issue is how to construct I;,
where some key information is masked. For our
task, the text information in the image is crucial
for inferring. Therefore, we choose to mask some
of the text in the image as ;. We use paddle-
OCR? (Liet al., 2022) and DeepEraser3 (Fengetal.,
2024a) to smoothly mask about 20 percent of the
text in the image, and use the processed image
as I;. Then, given a pair of tuples(/,,, x, y,,) and
(I}, x, yu ), where x represents the input query, the
vPO objective is formulated as:

Tre(?/wa,Jf) 71'9(?/111‘[[-,7;)
Y2 = —logo(Blo — Blo . (6
wro = ~logo(Blog = e e a) ~ 9% it ©

The objective of mcDPO is a combination of rPO
and vPO:

gmcDPO - ETPO + gUPO' (7)

Zhttps://github.com/PaddlePaddle/PaddleOCR
3https://github.com/fh2019ustc/DeepEraser
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Class Category Words  Amount
Paper >300 200
Document News >200 200
Novel >1000 200
Title 5-10 200
Scene Sign 20-30 200
Introduction  100-200 190
Post Leaflet 50-60 160
oster Cover 100-120 100
Total - - 1450

Table 3: An overview of MCiT. It is mainly divided into
three classes: document, scene, and poster.

5 MCiT Benchmark

The current TIMT benchmarks fail to simultane-
ously challenge the OCR capabilities of MLLMs
as well as their reasoning and knowledge-based
translation skills. Therefore, we manually annotate
an English-Chinese benchmark for TiMT called
MCIiT. As shown in Appendix C, the datasets
encompass various real-world scenarios, including
documents, scenes, and posters, which require
MLLMs to possess strong OCR recognition
capabilities. Moreover, the complex textual content
demands advanced knowledge and reasoning
abilities for accurate translation. During annotation,
ten professional English and Chinese speakers
manually translate the text in paragraphs to
ensure semantic consistency and completeness of
translation. Furthermore, ten annotators are asked
to verify each other’s translation results.

5.1 Document

Document-level images have a neat layout and
contain extensive text. To cover diverse semantic
domains, we divide them into three categories:
paper, novel, and news. For paper, we select
approximately 50 papers from arxiv and CNKI,
with 4 semantically rich fragments per paper. For
novel, we randomly select pages from The Lord of
the Rings, with each page containing at least 1,000
words. For news, we select fragments from the
New York Times, China Daily, CNN, and CGTN
websites, each containing at least 200 words.

5.2 Scene

Scene-level images exhibit complexity and
irregularity due to factors such as shooting angle
and pixel quality, often leading to text blurriness.
We categorize the scene class into three categories:
title, sign, and introduction. For title, we manually
filter out examples such as shop, street, and

hotel from English OCR images, each containing
about 5-10 words. For sign, we search for
images with keywords like warning and notice
from the Internet and filter out signs in natural
scenes, each containing about 20-30 words. For
introduction, we collect text-rich images from
the web, including tourist attractions, animal
descriptions, and explanations of proper nouns,
each containing about 100-200 words.

5.3 Poster

Poster-level images feature a lot of abstract fonts
and complex typography. We subdivide the poster
class into two categories: cover and leaflet. For
cover, we collect cover images from e-books,
magazines, and newspapers, each containing about
100 words. For leaflet, we collect promotional
leaflet images from the Internet, with each image
containing about 50 words.

6 Experiment

6.1 Implementation Details

Based on Qwen-chat-7B, InlmageTrans with
mcDPO has a total of 8.12B parameters. We
compare the proposed method with current
powerful open-source and commercial MLLMs,
as well as current top cascade methods such as
Google Translate and Baidu Translate as baselines.
See more details on baselines in Appendix A.6.

Translation Quality Evaluation. We use
BLEU, METEOR, TER and COMET as the metrics
for evaluating translation quality. Furthermore, we
manually evaluate the completeness and semantic
consistency of translation quality.

Hallucination Evaluation. To measure
repetition and omission hallucinations, we man-
vally identify cases of repetition and omission
hallucinations and compute the repetition rate
and omission rate. Additionally, we utilize
the Repetition_4 metric (Xu et al., 2022) for
automated repetition hallucination evaluation.
Detailed evaluation implementation can be found
in Appendix A.5S.

6.2 Main Results

We conduct a comprehensive evaluation on MCiT,
quantitatively comparing the performance of
the proposed method with existing open-source
MLLMs and analyzing the impact of mcDPO in
alleviating hallucinations. The experiment results
for translation quality and hallucination are shown
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Document ‘

Size ‘

Poster

Scene

Method Avgt
‘ ‘ Paper News Novel ‘ Title Sign Introduction ‘ Cover Leaflet ‘
LLavA 7B 29/33 3.0/39 1.7/2.1 03705 1.9/2.6 447438 3.1/39 53/6.1 2.7/33
LLaVA-Next 7B 4.0/4.6 44/58 23/2.7 0.6/1.1 32/45 6.7/8.1 34/42 6.5/7.7 3.8/4.8
Qwen-VL 8B 7.6/87 105/123 49/55 | 154/17.1 16.0/16.8 6.9/17.7 3.1/44 48/53 9.2/10.2
Qwen-VL-Chat 8B 1.1/19 09/1.5 0.6/1.0 0.3/0.9 0.2/0.6 03705 0.2/0.7 03/0.5 0.5/1.0
InternVL2 8B |44.0/582 358/479 23.7/354|272/304 282/340 254/392 | 19.4/283 21.0/34.2 | 28.9/39.2
Qwen2-VL 8B |60.0/71.3 46.4/57.6 31.8/39.3|279/33.7 259/379 24.0/44.1 | 19.4/303 30.4/46.8 | 36.3/46.0
InternLM-XComposer2 | 11B | 37.3/44.6 26.7/33.1 85/7.0 |24.1/302 224/313 20.2/358 | 16.6/27.1 22.0/36.7 | 22.6/30.8
LLaVA-Next 13B | 59/10.3 49776 3.0/2.7 2.0/5.7 4.6/6.7 8.6/12.3 4.0/9.1 797158 5.1/8.6
CogVLM 17B | 59.2/70.6 44.8/56.0 30.7/385 |36.4/38.1 27.7/375 30.5/43.1 |25.7/33.2 30.1/46.5 | 36.5/46.2
InternVL2 26B | 459/589 36.5/48.6 24.1/35.7 |247/31.2 28.0/348  26.8/40.1 19.4/29.0 22.5/36.5 | 29.3/40.2
Yi-VL 34B | 129/17.0 48/79 39/44 |205/24.1 13.0/17.6 5.0/9.1 0.6/3.1 38/59 8.7/11.9
InternVL2 40B | 48.8/59.8 40.1/49.5 26.6/355|27.1/31.5 284/36.1 28.7/412 | 19.7/29.7 23.4/39.8 | 31.3/41.0
Ours

InImageTrans 8B |59.3/70.8 44.2/543 29.8/38.7 | 358/372 265/358 29.6/433 |23.0/31.4 18.8/40.7 | 34.5/44.9
w/o RPD 8B | 48.7/60.1 40.2/50.1 23.8/354 |349/36.0 26.1/35.1 28.7/42.1 18.4/28.7 18.5/40.1 | 31.0/41.8
+ mcDPO 8B |59.0/70.8 46.5/57.8 33.5/41.5|37.1/39.2 28.9/388 32.0/449 | 19.0/294 32.1/48.0 | 37.3 /47.5

Table 4: Performance comparison for open-source MLLMs on MCiT. We report BLEU/METEOR for translation
quality. The bold represents the best results, and the underline represents the second best results. w/o RPD denotes
InImageTrans without the repetition penalty decoding (RPD) method. In addition, we report COMET and TER in
Appendix A.7 to comprehensively evaluate translation quality.

Method ‘ Document ‘ Scene ‘ Poster

‘ BLEUT Repetition| Omission] ‘ BLEUT Repetition| Omission| ‘ BLEUT Repetition| Omission|
InternVL-2-8B 34.5 11.4% 2.7% 26.9 2.5% 7.3% 20.2 3.1% 10.4%
Qwen2-VL-8B 46.1 3.4% 1.9% 25.9 1.5% 10.6% 249 2.1% 9.7%
InlmageTrans 444 5.4% 2.3% 30.6 0.7% 8.1% 20.4 1.5% 14.3%
w/o RPD 37.6 9.5% 2.3% 29.8 1.8% 8.5% 18.4 2.3% 14.9%
+ mcDPO 46.3 1.5% 2.3% 32.7 0.5% 5.4% 27.1 1.3% 6.7%

Table 5: Overall performance comparison of translation quality, repetition, and omission hallucinations. We report
average BLEU scores of each categories for translation quality, as well as repetition and omission rates to evaluate
hallucinations hallucinations relief. w/o RPD denotes InlmageTrans without the repetition penalty decoding method.

Method | Document | Scene | Poster
InternVL2-8B 7.9% 2.0% 3.0%
Qwen2-VL-8B 4.3% 1.5% 2.1%
InImageTrans 5.5% 1.6% | 1.6%
+mcDPO 2.6% 0.7% 1.2%

Table 6: Performance comparison of Repetition_4
metric for open-source MLLMs.

in Table 4, Table 5 and Table 6. Furthermore, we
also provide a detailed comparison in Appendix
A.8 between the proposed method and commercial
MLLMs such as GPT-4o0 (Hurst et al., 2024)
and Qwen-VL-Max (Bai et al., 2023), as well
as commercial cascaded methods such as Google
and Baidu, in terms of performance on MCiT.
In addition, we show some visualization results
in Appendix D, intuitively demonstrating the
advantages of our proposed method in terms of
translation quality and hallucination reduction.
Overall Results. For translation quality,
compared with existing open-source MLLMs such
as InternVL2 and Qwen2-VL, the proposed method

achieves state-of-the-art performances across all
three classes on MCiT, demonstrating a significant
advantage in TiMT in Table 4. Besides, mcDPO
significantly improves the translation quality of
InlmageTrans, which can be attributed to the
reduction of repetition and omission hallucinations
by mcDPO, as shown in Table 5.

Results for Specific Classes. As shown in
Table 4, compared with another two classes, the
translation quality of most MLLMs on document-
level images is relatively high, which may be
due to the BLEU metric tending to yield higher
scores for longer texts. In Table 5, the proposed
method achieves a significant improvement by a
larger margin in translation quality on scene-level
and poster-level images compared with the best
open-source MLLM, Qwen2-VL-8B (Wang et al.,
2024b). This means that omission hallucination is
more severe in these two scenarios, reflecting the
substantial advantage of the proposed method in
mitigating hallucinations.

Results for Automated Repetition Hallucina-
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tion Evaluation. We also report the Repetition_4
scores as automated repetitive hallucination
evaluation metric. The results are shown in Table
6. The experimental results demonstrate that the
proposed method achieves the best performance
under the Repetition_4 metric, with results closely
aligning with our manual evaluations. This further
validates that the metric can be effectively utilized
for hallucination assessments in future evaluations.

6.3 Human Evaluation

To evaluate the completeness and semantic
consistency of translation quality based on human
preference, we randomly select 50 images from
each of the three classes in MCIT, totaling
150 images. The translation results from GPT-
40 (Hurst et al., 2024), InternVL2-8B (Chen
et al., 2024), Qwen2-VL-8B (Wang et al., 2024b),
and InImageTrans combined with mcDPO are
assessed. Each example is scored according to
our evaluation criteria by professional English
and Chinese speakers, and the detailed evaluation
criteria can be found in Appendix A.5. As shown
in Figure 5, for document-level images, our method
significantly outperforms InternVL?2 in translation
consistency and achieves comparable results to
Qwen2-VL. For scene and poster images, our
method surpasses both InternVL2 and Qwen2-VL
in terms of translation completeness.
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Figure 5: Overall human evaluation results of translation
performance for different methods.

6.4 Ablation Study

To verify the effectiveness of the optimization
process in improving the translation quality of
InImageTrans, we conduct an ablation study on
dual-encoder framework and mcDPO. As shown
in Table 4, removing RPD results in a significant
decline in translation quality and increase in
repetition hallucination for InImageTrans across

Method Document ‘ Scene ‘ Poster
dual-encoder 44.4 30.6 20.4
—w/o fine-grained 40.8 25.1 15.1
—w/o coarse-grained 41.1 26.1 15.4
mcDPO 46.3 32.7 27.1
—w/o rPO 44 .4 32.2 27.4
—w/o vPO 46.1 29.9 20.1

Table 7: Ablation study of fine-grained encoder and
coarse-grained encoder in dual-encoder framework, and
rPO and vPO in mcDPO.

all tasks, particularly for the document-level TiMT
task. As shown in Table 7, removing rPO, which
is designed to mitigate repetition hallucination,
results in a consistent decline in translation
quality compared with mcDPO. This highlights
the effectiveness of the proposed method. Since
vPO focuses on enhancing the model’s attention
to text in the image and mitigating omission
hallucinations, removing vPO leads to a significant
decline in translation quality, particularly in
scenarios with severe omission hallucinations, such
as scene and poster class. This demonstrates
the effectiveness of the proposed component
in improving translation quality. Furthermore,
the experimental results show that removing
any encoder will have a significant impact on
performance, demonstrating the effectiveness of
the dual-encoder framework.

7 Discussion

7.1 Why rPO Can Relieve Repetition?

Repetition Tokens

Other Tokens

34 5 6 71
Generation Step

]
o

Figure 6: The probability of repetition tokens and other
tokens with the generation step increases.

First, we analyze the reasons for repetition.
Specifically, we select 50 repetition examples and
caculate the probability of repetition tokens using
InIlmageTrans without mcDPO. As shown in Figure
6. The results show that as the number of repetition
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Figure 7: The left represents probabilities of repetition
tokens and the right represents information entropy of
the model output across generation steps. We report
the average scores among 20 selected examples whose
repetition hallucinations are resolved by rPO.

increases, the probability of generating repetition
tokens also increases, meaning that the confidence
continues to get higher. See Appendix B for details.

According to Equ (5), theoretically, there are
two optimization directions for rPO: increasing
the probability of the golden labels or decreasing
the probability of the repetition tokens. To
verify it, we select 20 examples whose repetition
hallucinations are solved by rPO and measure the
output probabilities of the repetition token and the
information entropy of the model output at seven
generation steps. As shown in Figure 7, removing
rPO causes repetition tokens to be generated with
high probabilities and low information entropy,
indicating the model’s confidence in generating
repetition tokens. Using rPO, we observe that the
generation probability of repetition tokens drops
sharply. Besides, the initial increase in information
entropy indicates that the model reduces the
confidence of repetition tokens while increasing
the confidence of other tokens. Subsequently,
the decrease in information entropy suggests that
the model has started to confidently generate the
correct tokens. Finally, the above experiments
confirm that the proposed rPO method effectively
avoids repetition hallucination by dynamically
adjusting the confidence of output tokens.

7.2 Effectiveness and Robustness of rPO

We measure the repetition rates using rPO and vPO
for different document-level images. As shown in
Table 8, rPO significantly reduces the repetition
rates, particularly for the novel classes where
repetition hallucinations are most pronounced,
which highlights its effectiveness on repetition
relief. However, adding vPO does not lead to
better results, suggesting that vPO has limited
effectiveness in reducing repetition hallucinations.

Method | Paper | News | Novel | Avg
InlmageTrans | 2.5% | 4.0% | 9.5% | 5.4%
+ PO 05% | 05% | 3.0% | 1.3%
+ rPO&vPO 0.5% 0.5% | 35% | 1.5%

Table 8: Comparison of the repetition rates using
different methods for different document-level images.

To illustrate the robustness of rPO, we construct
reject labels in a controllable way to compare with
random ones. Specifically, we choose data with
high word frequency from the fine-tune data, select
the position of its last occurrence as the repetition
outset, and repeat the segment to the max length.
All experimental settings remain unchanged. As
shown in Table 9. The results show that the
controllable and random construction have little
gap on performance, which further demonstrate
that our method is highly robust.

Method ‘ Paper ‘ News ‘ Novel ‘ Avg

59.0 | 46,5 | 335 | 463
59.3 463 | 33.1 | 46.2

Random
Control

Table 9: Comparison of different data construction
strategies of rPO in the document scenarios.

7.3 1Is It Necessary To Mask Text in vPO?

To evaluate the effectiveness of the masking
strategy in vPO, we compare three masking
strategies: text, which masks about 20% of the
text in the image, no text, which masks about 20%
of the no-text area in the image and random, which
randomly mask about 20% of the area in the image.

As shown in Table 10, the mask strategy of text
achieves the best performance, significantly better
than random and no text, demonstrating that the
mask strategy of text is the key for vPO to improve
the performance of scene and poster.

Mask Strategy ‘ Document ‘ Scene ‘ Poster

Text 46.3 32.7 27.1
Random 46.0 31.6 23.8
No-text 45.9 30.3 20.7

Table 10: Performance comparison of different mask
strategies of vVPO. Text means to mask the text area, mo-
ext means to mask the no-text area, and random means
to mask the random area.

8 Conclusion

In this paper, we investigate the severe repetition
and omission hallucinations for existing MLLMs
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on TiMT task. Then we design an efficient
MLLM named InlmageTrans specially for TiMT
and propose a multi-conditional direct preference
optimization (mcDPO) approach for advancing
the TiMT to mitigate hallucinations and improve
translation quality. Furthermore, we build a high-
quality benchmark named MCiT for effectively
evaluating the TiMT capabilities of MLLMs.
Experimental results show that the proposed
method significantly outperforms existing open-
source MLLMs in terms of both translation quality
and hallucination mitigation and approaches the
performance of proprietary MLLMs.

Limitations

In this paper, combined with mcDPO, Inlm-
ageTrans demonstrates excellent performance in
translation quality and hallucination mitigation,
while being adaptable to various scenarios.
However, due to the lack of domain-specific
knowledge, it struggles with omission hallucination
issues in certain specialized document translation
tasks.  This highlights the need for further
knowledge enhancement to generalize across more
domains.
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Stage Data Amount
OCR-en (Wei et al., 2023a) 290,000

Pre-training OCR-zh (Wei et al., 2023a) 290,000
Synthdog-en 120,000

WMT22-en-zh 500,000

Fine-tunin Trans-en-zh 290,000
£ Synthdog-en-zh 60,000

Table 11: The details of pre-training and fine-tuning
data for InlmageTrans.

A More Experiment Details

A.1 Datasets

Pre-training. The OCR data consists of natural
data from OCR-zh and OCR-en (Wei et al., 2023a),
and the other part is synthdog-en, which is made
by synthetic data using synthdog*. The machine
translation data comes from WMT22 (Zerva et al.,
2022). See Table 11 for detailed data volume.
Fine-tune. Our fine-tuning data mainly consists
of two parts: trans-en-zh and synthdog-en-zh.
For trans-en-zh, we use the in-house translation
model to translate the Chinese labels in OCR-en
into Chinese and filter out poor-quality data. For
synthdog-en-zh, we improve synthdog to generate
a diversity of images with continuous-semantics
English text and their Chinese translations.
mcDPO. We choose 10,000 data from our fine-
tuning datasets and construct 10,000 preference
data pairs according to the method in mcDPO.

A.2 Model Configuration

In our experiments, we utilize the well-trained
CLIP-vit-large-patch14 (Radford et al., 2021) and
Qwen-chat (Bai et al., 2023) to initialize coarse-
grained encoder and LLM. In addition, we use the
vocabulary network module in Vary (Wei et al.,
2023a) to initialize the fine-grained encoder. The
two MLP layers are randomly initialized before
training. InImageTrans consists of a LLM with
7.7B parameters, a coarse-grained encoder with
0.3B parameters, a fine-grained encoder with
80M parameters, and two MLP layers. Overall,
InImageTrans has a total of 8.12B parameters.

A.3 Training Hyperparameters

Pre-training. During the pre-training phase, we
use the AdamW (Loshchilov, 2017) optimizer with
a learning rate of 5e-5 and a cosine learning rate

*https://github.com/clovaai/donut/tree/master/synthdog
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schudule. A warmup ratio of 0.03 is incorporated,
and we process the data in batches of 256. The
entire training process is completed on 8 x A100
GPUs, and takes 5 days to complete 3 epochs.

Fine-tuning. During the fine-tuning phase, we
retain most of the pre-training hyper-parameters,
except for changing the learning rate to 2e-5 and
setting the batch size to 32. The entire fine-tuning
process takes 3 days to complete 1.5 epochs on
8xA100 GPUs.

mcDPO. During the mcDPO phase, we set the
hyper-parameter § in the mcDPO optimization
objective to 0.1 and adjust the batch size to 8. The
entire mcDPO process took 4 hours to complete 1
epoch on 8 xA100 GPUs.

A.4 Training Loss

To verify the effectiveness of the proposed method,
we demonstrate the convergence of the model
during the training process, as shown in Figure
8. The results indicate that the model converges
well under the mcDPO optimization objective, fully
demonstrating its reliability.

train/loss

\
2 ‘,»
M
1 WWWWWWWWMM n

2k 4k 6k 8k

Figure 8: Training loss of mcDPO training process.

A.5 Evaluation Details

Translation Quality We use sacreBLEU? (Post,
2018) to calculate BLEU (Papineni et al., 2002)
and TER (Snover et al., 2006) scores for evaluating
translation quality. Furthermore, we use evaluate®
to calculate METEOR (Banerjee and Lavie, 2005)
scores and use Unbabel-comet’ to calculate
COMET (Rei et al., 2020) scores.

For human preference-based translation quality
evaluation, we randomly select 50 images from
each of the three classes in MCiT, totaling 150
images. For human evaluation, the annotators
are provided with the original image alongside

Shttps://github.com/mjpost/sacrebleu
®https://huggingface.co/evaluate
"https://github.com/Unbabel/COMET

the translation outputs from GPT-40, Qwen2-VL,
InternVL-2 and our method. They then score each
translation based on the following predetermined
criteria: 0-1 point: no answer. 1-2 point: The
text in the image can be recognized but can not
be translated. 2-3 point: The text in the image
can be translated but there are obvious omission or
repetition hallucinations. 3-4 point: Most of the
text in the image can be translated and there are
no obvious omission or repetition hallucinations.
4-5 point: There is no repetition or omission
hallucinations and the translation is smooth and
fluent, close to human translation.

Human Hallucination Evaluation. To measure
the repetition and omission hallucinations, we
introduce the repetition rate and omission rate,
which compute the percentage of repetition and
omission cases. We first identify examples
with output lengths far exceeding the reference
length and ten consecutive repetitions in the
output as repetition candidate examples, and
identify examples with output lengths far less
than the reference length as omission candidate
examples. Then, ten bilingual speakers are asked to
compare the candidate examples and corresponding
references to determine.

Repetition_4 metric for Automated Repeti-
tion Hallucination Evaluation. To provide an
automated hallucination evaluation, we introduce
the Repetition_4 scores, which is formulated as:

unique(4_gram
lunique(4_g )I_(g)

Repetition_4 = 1.0 —
|4_gram)|

4_gram denotes four consecutive characters,
and unique(4_grams) denotes four consecutive
characters that have not been repeated.

A.6 Baselines

In the main results, we compare with 12 existing
open-source MLLMs, LLaVA-7B (Liu et al.,
2024a), LLaVA-Next-7B, LLaVA-Next-13B (Li
et al., 2024), Qwen-VL, Qwen-VL-chat (Bai et al.,
2023), InternVL2-8B, InternVL2-26B, InternVL2-
40B (Chen et al., 2024), Qwen2-VL-8B (Wang
et al., 2024b), InternLM-XComposer2-11B (Dong
et al., 2024), CogVLM-17B (Wang et al., 2023),
Yi-VL-34B (Young et al., 2024). Furthermore, we
compare with top commercial MLLMs such as
GPT-40 (Hurst et al., 2024), Qwen-VL-Max (Bai
etal., 2023), and commercial cascade methods such
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Method ‘ Size ‘ Document ‘ Scene ‘ Poster ‘ Avet
‘ ‘ Paper News Novel ‘ Title Sign Introduction ‘ Cover Leaflet ‘
InternVL2 (Chen et al., 2024) 8B 83.0 789 713 | 653 61.1 68.7 62.0 62.1 69.7
Qwen2-VL (Wang et al., 2024b) 8B 856 817 739 | 67.8 664 70.9 66.4 70.3 73.3
InternLM-XComposer2 (Dong et al., 2024) | 11B | 784  60.1 452 | 60.2 60.0 61.1 57.3 60.0 60.4
LLaVA-Next (Li et al., 2024) 13B | 60.5 544 414 | 457 423 434 46.4 457 47.6
CogVLM (Wang et al., 2023) 17B | 847 80.6 737 | 71.1 66.7 70.6 67.8 71.8 | 73.7
InternVL2 (Chen et al., 2024) 26B | 834 793 717 | 657 618 69.2 62.9 64.7 70.4
Yi-VL (Young et al., 2024) 34B | 72.0 587 474 | 612 56.1 49.7 373 38.1 54.0
InternVL2 (Chen et al., 2024) 40B | 839 798 728 | 67.1 625 69.9 64.1 66.1 71.3
Ours

InImageTrans 8B 843 776 73.1 | 689 642 69.5 64.7 66.0 71.6
w/o RPD 8B 80.1 741 700 | 663 634 68.1 61.1 65.1 69.4
+ mcDPO 8B | 850 809 765 | 70.6 66.9 71.7 62.3 70.8 | 73.9

Table 12: Performance comparison of COMET for open-source MLLMs on MCiT. The bold represents the best

results, and the underline represents the second best results
penalty decoding (RPD) method.

. w/o RPD denotes InImageTrans without the repetition

Method | Size | Document | Scene | Poster | Avgl
‘ ‘ Paper News Novel ‘ Title Sign Introduction ‘ Cover Leaflet ‘
InternVL2 (Chen et al., 2024) 8B 110.8 113.7 197.3 | 108.3 114.5 132.0 122.1 115.7 127.4
Qwen2-VL (Wang et al., 2024b) 8B | 100.7 116.1 188.4 | 105.1 128.0 137.7 124.1 1234 | 1283
InternLM-XComposer2 (Dong et al., 2024) | 11B | 113.5 119.8 200.1 | 130.9 143.7 153.2 1437 1404 | 143.1
LLaVA-Next (Li et al., 2024) 13B | 127.8 130.5 220.7 | 135.7 150.5 158.9 1477 1458 | 153.7
CogVLM (Wang et al., 2023) 17B | 108.1 1237 190.7 | 106.5 138.3 140.9 1359 1362 | 1349
InternVL2 (Chen et al., 2024) 26B | 110.1 1125 196.3 | 107.2 114.3 132.2 1227 114.5 | 126.8
Yi-VL (Young et al., 2024) 34B | 123.5 1247 203.5 | 130.7 144.6 157.8 149.8  146.7 | 146.7
InternVL2 (Chen et al., 2024) 40B | 108.1 111.7 193.5 | 1074 113.7 1315 1220 1147 | 126.0
Ours

InImageTrans 8B | 1103 1158 184.7 | 106.1 114.5 131.8 1134 1151 | 1249
w/o RPD 8B | 1157 118.1 191.1 | 110.8 117.3 135.8 116.6  118.8 | 129.0
+ mcDPO 8B | 106.4 111.3 173.6 | 1042 107.5 126.1 1157 1124 | 119.8

Table 13: Performance comparison of TER for open-source MLLMs on MCiT. The bold represents the best results,
and the underline represents the second best results. w/o RPD denotes InlmageTrans without the repetition penalty

decoding (RPD) method.

as Google Translate® and Baidu Translate®.

A.7 More Results of Other Metrics

In order to comprehensively evaluate the quality
of translation, we also report the evaluation results
of METEOR and TER, as shown in Table 12 and
Table 13.

Comparison of COMET. Our method has
shown best results in many scenarios, such as
document and scene scenarios, except for slightly
inferior performance on the cover class in the poster
scenario compared to Qwen2-VL and CogVLM.
On average, our method also outperforms other
open-source MLLMs, further demonstrating its
superiority for translation quality.

Comparison of TER. Our method also has
better results in many scenarios, especially in

8https://translate.google.com
*https://fanyi.baidu.com

the novel class in the paper, where our method
outperforms other models by about 20 points. On
average, our method significantly outperforms all
other open-source MLLMs, indicating that our
model has more accurate translations and lower
error rates.

A.8 Comparison with More Methods

Comparison with Commercial MLLMs. In
addition, we compare our method with advanced
commercial MLLMs such as GPT-40 and Qwen-
VL-Max, as shown in Table 14.

Qwen-VL-max demonstrates better performance
compared to GPT-40, which can be attributed to
its extensive training on amounts of high quality
Chinese data. Besides, the proposed method still
has a considerable gap compared to commercial
MLLMs. However, for the paper, cover and leaflet
subclasses, the proposed method either closely
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‘ Size ‘ Document

Poster ‘ Avet

Scene

Method
‘ ‘ Paper News Novel ‘ Title Sign Introduction ‘ Cover Leaflet ‘
Commercial MLLMs
GPT-40 - 60.5 564 389 | 412 384 35.2 12.0 19.6 40.2
Qwen-VL-Max - 63.3 59.6 39.7 | 41.0 39.8 36.1 323 40.4 45.0
Commercial Cascaded Method
Google - 61.7 589 381 | 302 3038 34.6 30.4 31.3 41.5
Baidu - 60.2 544 357 | 313 30.7 32.8 29.5 31.0 39.5
Ours
InImageTrans 8B 593 442 298 | 358 265 29.6 23.0 18.8 345
+ mcDPO 8B 59.0 465 335 | 37.1 289 32.0 19.0 32.1 37.3

Table 14: Performance comparison with commercial cascaded method such as Google and commercial MLLMs
such as GPT-40 on MCiT. We report BLEU for translation quality.

SFT mcDPO ‘ Document ‘ Scene ‘ Poster

Qwen2VL-8B
X X 46.1 25.9 24.9
X 45.3 28.1 23.7
X 46.0 27.9 26.2
45.0 28.9 28.1

InternVL2-8B
X X 34.5 26.9 20.2
X 41.3 29.3 20.0
X 36.1 28.1 22.1
42.1 30.3 26.9

Table 15: Performance comparison of the proposed SFT
and mcDPO on other MLLMs.

matches or significantly outperforms GPT-40. This
is because paper contains more formal language,
which the model understands better compared to
the informal content found in news and novel.
The cover and leaflet classes, with their complex
layouts, indicate that our method performs well in
recognizing intricate layouts. Finally, for scenes
scenarios, where it is crucial to identify key text
in the image while filtering out other distracting
factors, the proposed method performs worse
compared to commercial MLLMs.

Comparison with Cascaded Methods. As
shown in Table 14, compared with commercial cas-
caded methods, the proposed method outperforms
them in the scene scenarios and has comparable
performance with them in the poster scenarios,
demonstrating that the proposed method is more
resilient to the interference caused by complex
paragraph merging. For the document scenario,

59 Google InternVL2
Qwen-VL-Max Ours
4 3.92 3.87
=4 222 387
3 3.53 3.61  3.61 3.67 3.57
. 3.53345 3.36 33 s
= 2.97
=3
>
0
2 24
g
j=
an) 14
0
Document Scene Poster

Figure 9: Overall human evaluation results of paragraph
merging performance for different methods.

our method has comparable performance to them
in the paper class, but due to the lack of training
data, our proposed method performs less well in the
news and novel classes with more informal words.

Furthermore, regarding the issue of paragraph
merging, we choose to manually evaluate the
paragraph merging of Google Translate, Qwen-VL-
Max, InternVL2 and ours. We select a total of 150
examples from document, scene, and poster that
require more paragraph merging, and 10 English-
Chinese bilingual speakers score according to the
following standards: 0-1 points: No translation
results. 1-2 points: Completely translated line
by line. 2-3 points: Less than half of the
paragraphs are merged. 3-4 points: More than
half of the paragraphs are merged. 4-5 points:
All paragraphs are merged correctly. As shown in
Figure 9. The experimental results show that our
method surpasses advanced open-source MLLMs
such as InternVL2 and is on par with Google
Translate, indicating the superiority of our method
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in paragraph merging.

Comparison with stronger baselines. To
further validate the effectiveness of SFT and
mcDPO, we conduct SFT and mcDPO on Qwen2-
VL and InternVL2, as shown in Figure 15. The
experimental results show that SFT improves
performance for average MLLMs like InternVL2
but offers limited gains for strong MLLMs like
Qwen2-VL. In addition, mcDPO consistently
enhances both MLLMs, particularly in scene and
poster scenrios, demonstrating its effectiveness
against repetition and omission hallucinations.
As for document, mcDPO significantly helps
InternVL2 but not Qwen2-VL, as the latter already
handles repetition well.

B Analysis of the Reason for Repetition

Understanding of input images and prompts.
To analyze the ability to understand input images,
we randomly select 100 examples from the MCiT
benchmark and use InlmageTrans and the base
model, Qwen-VL for OCR tasks, using text
recognition rate as the evaluation metric. We
find that InlmageTrans improve the accuracy
from 67% to 90% compared to the base model,
demonstrating that the proposed InlmageTrans
framework has significantly improved the accuracy
of text recognition in images. For the ability to
understand prompts, we find that InImageTrans has
strong instruction following ability and excellent
understanding of prompts after carefully examining
the output.

Self-Reinforcing Effect. As for the specific
reasons for repetition, we agree with the viewpoint
of (Xu et al.,, 2022) that repetition has a self
reinforcing effect, which means that the more
repetitions there are, the higher the confidence in
generating repetition fragments. To demonstrate
this, we select 50 repetition examples and
calculate the probability of repetition tokens using
InImageTrans without mcDPO. As shown in Figure
6. The experimental results show that as the
number of repetition increases, the probability
of generating repetition tokens also increases,
meaning that the confidence continues to get higher.
This indicates that self-reinforcement effect leads
to repetition hallucinations.

C Examples of MCiT

In order to more intuitively demonstrate the
difference between MCiT and the benchmarks in

previous works, we list here various scenario and
types of image examples in MCiT, as shown in
Figure 10, 11, and 12. The document class in
Figure 10 has a large amount of text, the scene
class in Figure 11 has complex scenarios, and
the poster class in Figure 12 has abstract text
and complex typesetting, which makes MCiT to
evaluate text image machine translation capability
more comprehensively.

D Visualization Results of Qur Model

In order to more intuitively demonstrate the
translation capability of our model for different
scenarios, we show some examples of different
scenarios, as shown in Figures 13, 14, and 15.
Figure 13 shows the performance of our model in
the document class. Our model basically maintains
the layout in the image while maintaining the
fluency of the translation. Figure 14 shows the
performance of our model in the scene class.
Our model has good semantic smoothness during
translation. Figure 15 shows the performance of
our model in the poster class. Our model also has
good recognition and translation performance for
abstract text.

®https://www.rogue.com.cn
Ohttps://www.vogue.com
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Document

5 Paper

Abstract

Playing Large Vision Language Models (LVLMs) in 2023 is trendy among the
Al community. However, the relatively large number of parameters (more than
7B) of popular LVLMs makes it difficult to train and deploy on consumer GPUs,
discouraging many researchers with limited resources. Imagine how cool it would
be to experience all the features of current LVLMs on an old GTX1080ti (our only
game card). Accordingly, we present Vary-toy in this report, a small-size Vary along
with Qwen- 1.8B as the base “large™ language model. In Vary-toy, we introduce an
improved vision vocabulary, allowing the model to not only possess all features
of Vary but also gather more generality. Specifically, we replace negative samples
of natural images with positive sample data driven by object detection in the
procedure of generating vision vocabulary, more s

of the vocabulary network and enabling it to effi

corresponding to natural objects. For experiments, Vary-toy can

ANLS on DocVQA, 59.1% accuracy on ChartQA, 88.1% accuracy on RefCOCO,
and 29% on MMVet. The code will be publicly available on the homepage.

(b)

(b) 6 Conclusion

We proposed a method of mapping text-only LLMs to strong visual models. This enables them to
learn to process arbitrarily interleaved image-and-text inputs, and output generated text, retrieved
images, and generated images. We show that it is possible to efficiently learn a mapping between
the embeddings of a frozen pretrained LLM and a frozen pretrained image generation model, and
that doing so effectively boosts image generation for tasks (h.n requlre stronger language context
dependence. Finally, we also several results on a variety of
multimodal tasks. Our approach is modular, and can benefit from stronger LLMs or visual models (C)
released in the future. Scaling up the LLM backbone, image generation backbone, or visual processing

model, are promising directions that will likely induce even stronger vision-and-language capabilities.

Explainability: This deals with the ability of an Al system to provide human-
(C) understandable explanations for its ons. In many cri

healthcare, finance, and law enforcement, the decisions made by Al have pml'muul

implications on many aspects. For instance, consider a medical diagnosis AL If this
system predicts that a patient has a specific medical condition, it’s not enough for
it to merely output such a predicted result. Medical professionals, patients, and
other stakeholders would want to know how this prediction is made. Does it take
the patient’s mmlu -al history, recent lab results, or specific symptoms into account to
make a holistic decision?

News

(CNN) — Siamak Namazi, an American who spent eight years wrongfully imprisoned in
Iran, has told CNN's Christiane Amanpour of the “unutterable indignities” he suffered in

captivity, in an exclusive television interview, the first since his release.

Namazi previously spoke with Amanpour by phone in March 2023 from inside Iran’s
what was an unprecedented interview. He was the longest-held
Iranian-American prisoner, excluded from three separate deals that freed other detained
Americans during the Obama and Trump administrations.

Six months after he spoke with CNN from prison, Namazi was released along with four
other Americans, all designated by the United States as wrongfully detained, in a deal
between the US and Iran that also saw the unfreezing of around $6 billion of Iranian assets.

Hong Kong (CNN) — China’s economic slowdown isn't an abstract concept for Zheng
Jiewen, 23, who works full time at an ad agency in the southern megacity of Guangzhou.

Mainly a print model, Zheng used to rake in 30,000 yuan ($4,230) a month when she
began working two years ago. But, starting last year, when new business at the company
she worked for started to decline, her salary was reduced incrementally, culminating in a
major cut in February that slashed her earnings to just half of her previous pay.

“I was extremely shocked,” she told CNN. She said she immediately brought down her
spending to match her new salary. That meant no more Louis Vuitton, Chanel or Prada,
formerly her go-to brands.

Farmers as a metaphor for the US economy

Against this backdrop, Trump's ominous warning to farmers sounded rather familiar. He
claimed that energy prices would skyrocket in a Harris administration and bankrupt
agricultural businesses in rural areas that mostly support him. “If they get in, your energy
costs are going to through the roof — they are going through the roof, OK? You won't have
afarm very long, | will tell you that,” Trump said.

The conjured threat that farms — the fabric of rural life — could be wiped out in a Harris
administration plays into the ex-president’s core theme at the debate, namely that “our
country is being lost. We're a failing nation.”

His comments also echoed one of his most notorious and chilling remarks as president,
when he told a crowd on January 6, 2021, to march to the US Capitol and “fight like hell”
otherwise they were “not going to have a country anymore.”
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Figure 10: Some examples of document images in MCiT. The upper left

examples of news, and the bottom is examples of novel.
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Figure 12: Some examples of poster images in MCiT. The top is examples of cover, and the bottom is examples of

leaflet. It should be noted that figure (a) in the cover is from ROGUE ° magazine, and figure (b) is from VOGUE '°

magazine.
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7 N -~ N
Paper \ g News ™
'I “ ’ Last week, at an event on antisemitism, the former president warned that “the Jewish \\‘
\ 4 people” would be partly to blame if he loses in November. He seemed to be suggesting, as \
Abstract . he as in the past, that Jews shouldn’t vote for Democrats because without his fervent
This paper introduces AnyTrans, an i Translate the text into Chinese: } support for far-right Prime Minister Benjamin Netanyahu, there might not be an Israel
all-encompassing framework for the task— - anymore. The comments were just the latest occasion when he's invoked an antisemitic
IT;:I':;‘:'\” ';‘:ﬁ:?:g‘:;:‘“{::‘l“ﬁﬂl'ﬁ',u}:':2 trope that suggests American Jews have dual loyalties. The Biden administration, while
text fusion within images. Our framework calling on Netanyahu to do more to spare Palestinian civilians, has sent vast resources to
i?nﬁr‘:ﬁel:.::’:;E::Eﬂ;:{v‘lﬁ:l::‘:N’:L;df-::l i the Middle East to protect Israel, notably when it led an international effort to repel a
;exl-guidcd diffusion models, i«: incorporate KXHBT AnyTrJa%s A A AUHE massive Iranian missile attack in April.
contextual cues from both textual and visual 5 2
clements duing tnslaton. The fev-shr S, FITERTAT RS B & Taking aim at another faith group, the former president wrote on social media Monday that
tanslation of fagamcated fexts by considering %?g;& ﬁgﬂﬂﬁgmﬁéﬁ;fj; t“l Catholic voters “should have their head examined” if they back Harris, implying that
et | i, wones | am prepers e Gl any e i st Catoles v
ooty i g mugenae [ EESEEE S ’ :
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Figure 13: Some visualization results of our model on document images. The top left is the result for paper, the
top right is the result for news, and the bottom is the result for novel.
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Figure 14: Some visualization results of our model on scene images. The upper left is the result of sign, the lower
left is the result of title, and the right is the result of introduction.

20276




Poster

Cover

(b)

ROGHEE

THE ART

GOTIT
VERED

DRESS FOR
SUCCESS

Understaté
Elegance 8

Mr. Bunny—His Book N,

i X
Oh very Funny ellowisthe cnnamon beor,
T dances and drills o counby o

FOR SALE HERE

-

& { Translate the text into Chinese:

202343 5358141
I G ) AR ] e AR IR HEAAR £
BRI

AT BN E AT 42
a2 EHTHR

FRINATHE

AR

b 55 R

Qi 2R S A i

bR S L R
BB AEERERS ? fh7EdT LBkSE, fEZ K
i b fbURT REERee, Sk ERAET, JFE
TEML ST EFRATER . X AR RE FUR MR I 5K
1k, FE S MR EBESRERIEETL.
Pl /

Leaflet

‘{ Translate the text into Chinese:

April Fools' Day

. Read this text and answer the questions:

8. Questions:

/ BRI WEARIC, (1% ol R

BT, R NVELARGAE BITF 55 H o

IEA R AL SE IR T 16140
—ANRATHER A, fEIE S, BieERLES

J20H 8R4 WIPALIY . ARTTT, BEAERE BRI

WEIRA, FAERM T IALE . IREeAkE

E%ﬁﬁﬂﬁ)\ﬁi?y??ﬁiﬁﬁﬂﬂﬂ%iﬁﬂ%f’ﬁﬁmﬁ
BAER, BN LR R T ) AR R

F AT P 63 A A R B 5 8 HA 7 o

TR 2SR 4 S

AR BB R T A 807 2 B RAR LA LA

R0 AT, HIRRIEERE, BAERIRAZ SR

R, AR T G A JHIA .

B. i il

1) BT REAEA 4 IR R 2

2R TF BANTRIRIN —Fh Y R4 ?

3) BT AT A L R e
\g%‘!'&fﬂﬁ‘]ﬁ)\”ﬁ%f%&f’ﬁﬁﬂﬂ@%i&ﬁﬁ

Lt A

Figure 15: Some visualizations of our model on the poster images.
leaflet result. Figure (a) in the cover is from ROGUE ° magazine.
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The top is the cover result, the bottom is the



