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Abstract

Mental health risk is a critical global public
health challenge, necessitating innovative and
reliable assessment methods. With the develop-
ment of large language models (LLMs), they
stand out to be a promising tool for explainable
mental health care applications. Nevertheless,
existing approaches predominantly rely on sub-
jective textual mental records, which can be dis-
torted by inherent mental uncertainties, leading
to inconsistent and unreliable predictions. To
address these limitations, this paper introduces
ProMind-LLM. We investigate an innovative
approach integrating objective behavior data
as complementary information alongside sub-
jective mental records for robust mental health
risk assessment. Specifically, ProMind-LLM
incorporates a comprehensive pipeline that in-
cludes domain-specific pretraining to tailor the
LLM for mental health contexts, a self-refine
mechanism to optimize the processing of nu-
merical behavioral data, and causal chain-of-
thought reasoning to enhance the reliability
and interpretability of its predictions. Evalua-
tions of two real-world datasets, PMData and
Globem, demonstrate the effectiveness of our
proposed methods, achieving substantial im-
provements over general LLMs. We anticipate
that ProMind-LLM will pave the way for more
dependable, interpretable, and scalable mental
health case solutions.

1 Introduction

In fact, mental health disorders have the highest
prevalence rates compared to many other major
health conditions. According to WHO, approxi-
mately 25% of people globally experience a mental
health issue (Organization et al., 2019). Moreover,
the COVID-19 pandemic and other global crises
have exacerbated this issue, leading to a 25.6% in-
crease in anxiety and a 27.6% rise in depression
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Figure 1: Causal relations among mental status, behav-
ior data, and mental records. In ProMind-LLM, we
utilize objective behavior data and subjective mental
records to achieve robust mental risk prediction.

since 2020 (Mahmud et al., 2023). The widespread
nature of mental disorders underscores the need for
developing automated detection tools to tackle this
public health challenge (Vos et al., 2020).

Currently, large language models (LLMs) have
demonstrated remarkable success across a variety
of domains (Thirunavukarasu et al., 2023; Lv et al.,
2024; Zhang et al., 2024b). Leveraging their ad-
vanced generalization and reasoning abilities, re-
searchers have demonstrated their potential applica-
tions in mental health care (Qiu et al., 2023; Gabriel
et al., 2024; Ji et al., 2024a, 2025). LLMs can
analyze user-generated data that reflects mental
states, extracting contextual information to uncover
subtle indicators of mental health disorders (Hua
et al., 2024). For instance, prior works approved
the effectiveness of using social media posts (Kang
et al., 2024; Kumar et al., 2024) or conversational
records (Singh et al., 2024) to assess the presence
of mental health issues. Despite these promising
results, these approaches are limited by their exclu-
sive reliance on subjective textual data. Such data
can be influenced by transient factors, including the
user’s current mood or willingness to disclose accu-
rate information, which undermines the reliability
of predictions (World Health Organization, 2022).
To address this limitation, incorporating objective
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factors, such as behavioral sensor data (e.g.heart
rate, sleep quality), offers a promising avenue to
complement subjective data and enhance the accu-
racy of mental health predictions (Patsali et al.,
2020; Clement-Carbonell et al., 2021). Recent
studies have integrated other modalities such as
speech (Zhang et al., 2024c) and video (Singh et al.,
2024) for mental disorder detection and achieved
improvements compared to using subjective data
only. Nevertheless, the combined use of subjective
records and objective behavior data for LLM-based
mental health assessment remains largely underex-
plored.

Developing an LLM approach that effectively
combines objective behavior data with subjective
mental records poses several challenges. First,
given the potential uncertainties in subjective men-
tal records, LLMs must enhance their capacity to
navigate the variability embedded within such data
effectively. Second, most behavior data, such as
heart rate, sleep quality, and exercise readings, are
represented as lengthy numerical sequences (Kim
et al., 2024; Wu et al., 2024). Although these se-
quences can be formatted as text for LLM inputs,
their sheer length and numeric nature can impede
the model’s ability for accurate interpretation (Re-
queima et al., 2024; Jin et al., 2024). Third, en-
abling the LLM to fully utilize multimodal data,
especially the causal relations (Oftedal et al., 2019)
between objective behavior data and subjective
mental records, to further improve the outcome
robustness requires a specific design.

To address these issues, we introduce ProMind-
LLM, which builds upon the causal relations
among mental status, mental records, and behav-
ior data (Figure. 1), to deliver robust mental
health risk assessment. For the first challenge
(Sec. 3.1), we construct a comprehensive men-
tal health corpus and adopt continuous pertaining
(PT) (Gururangan et al., 2020) to enhance the base
model’s understanding of mental health concepts,
a widely used strategy in the development of prior
mental health LLMs (Zhai et al., 2024b; Ji et al.,
2023). Following PT, we implement counterfactual
learning-based supervised finetuning (SFT), which
generates misleading information in users’ men-
tal records to challenge and improve the LLM’s
resilience against uncertainties in subjective data.
ProMind-LLM addresses the second issue (Sec.
3.2) by proposing a self-refine mechanism to for-
mat the behavior data, allowing the LLM to iter-
atively update and optimize the format based on

its own feedback. This approach not only shortens
behavior inputs while preserving key features rele-
vant to mental status but also enhances the model’s
ability to interpret behavior insights. For the third
challenge (Sec. 3.3), ProMind-LLM initially em-
ploys chain-of-thought (CoT) (Wei et al., 2022)
reasoning, integrating the causal relations between
mental status and behavior. This allows the model
to analyze the mental records and behavior data
individually and account for their mutual influence,
rendering a more robust mental risk prediction. Ad-
ditionally, ProMind-LLM then utilizes counterfac-
tual reasoning to further refine its judgment. By ex-
ploring “what-if” scenarios-e.g., “What if the user’s
eating habit were normal? Would this absence
change the outcome?”-the model evaluates alter-
native outcomes based on hypothetical changes to
the input data (Chen et al., 2022). This process en-
ables the LLM to identify true indicators of mental
risks, and ultimately confirm the outcome’s reliabil-
ity. Together, these reasoning steps form the causal
CoT scheme in ProMind-LLM.

To sum up, we make the following contributions
in this paper:

• To the best of our knowledge, ProMind-LLM
is the first study to apply LLMs for mental
health risk assessment by using both objective
behavior data and subjective mental records,
addressing the limitations of relying solely on
subjective textual inputs.

• ProMind-LLM incorporates a comprehensive
pipeline comprising domain-specific training,
behavior data preprocessing via a self-refine
scheme, and causal CoT reasoning for robust
and interpretable predictions.

• Extensive experiments verify the effectiveness
of ProMind-LLM over general LLMs, achiev-
ing improved outcome accuracy. This novel
approach paves the way for realizing ubiqui-
tous proactive mental health care.

2 Related Work

2.1 LLMs for Mental Health

Leveraging NLP technologies for the early detec-
tion and intervention of mental health issues stands
as a valuable endeavor (Wang et al., 2024b). With
the advent of LLMs, researchers have recognized
the potential of these tools to facilitate mental
health care (Lamichhane, 2023). Recent studies
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have evaluated the performance of state-of-the-art
(SOTA) LLMs on various mental health tasks, in-
cluding the detection of depression and anxiety (Xu
et al., 2024b; Yang et al., 2023) and stress level pre-
diction (Kim et al., 2024), exhibiting promising
yet limited performance due to a lack of domain-
specific knowledge. To address this limitation, ef-
forts have been made to adapt general-purpose
LLMs into domain-specific models tailored for
mental health applications. Mental-BERT (Ji et al.,
2021, 2023) applied domain-specific pretraining
to enhance its effectiveness in mental health tasks.
Similarly, Mental-Alpaca (Xu et al., 2024b) and
MentalLlama (Yang et al., 2024c) employed in-
struction fine-tuning to improve corresponding rea-
soning capabilities. In addition, Chinese Mental-
BERT (Zhai et al., 2024b) is the first LLM that
focuses on mental disorder detection for Chinese
social media. Beyond developing specialized mod-
els, researchers also emphasize the need for com-
prehensive benchmarks to support the advancement
of mental health LLMs (Singh et al., 2024; Gabriel
et al., 2024; Wang et al., 2024b). Despite these ad-
vancements, most existing efforts primarily rely on
subjective textual data. ProMind-LLM takes a step
forward by integrating objective behavioral data
with subjective mental records, offering a more
precise approach to proactive mental health care.

2.2 LLMs for Numerical Data Understanding

Despite being primarily used in the field of NLP,
LLMs have shown remarkable potential in han-
dling and reasoning about numerical data (Liu et al.,
2023). One notable application is the classification
of human activities using data from IMUs (Ji et al.,
2024b; Civitarese et al., 2024). Similarly, LLMs
have been used to analyze user physiological data,
such as sleep quality, calorie intake, and heart rate,
to generate personalized and professional health
recommendations (Yang et al., 2024a; Kim et al.,
2024; Cosentino et al., 2024). These applications
underscore the models’ ability to interpret and ap-
ply numerical data in real-world contexts. In addi-
tion to data interpretation, LLMs exhibit capabili-
ties in time series forecasting (Yang et al., 2024b).
These findings highlight the promise of LLMs for
numerical data understanding.

3 Methodology

Our proposed method, as illustrated in Figure. 2,
comprises three key components: domain-specific

training, self-refine-based behavior data preprocess-
ing, and causal CoT reasoning. Together, these
components enable robust mental risk prediction
by integrating objective behavior data with subjec-
tive mental records. Below, we provide a detailed
explanation of each design.

3.1 Domain-specific Training

3.1.1 Continuous PT
Continuous PT, also referred to as domain-adaptive
PT, has been shown to significantly enhance per-
formance, particularly for specialized downstream
tasks (Cui et al., 2021; Gururangan et al., 2020).
To equip the base LLM—originally trained on a
broad general corpus—with essential mental health
domain knowledge, we adopt this approach by per-
forming continuous PT on an extensive, mental
health-specific corpus.

Unlike previous mental health-specific LLMs
that predominantly rely on social media con-
tent (Zhai et al., 2024b,a), we take a more compre-
hensive approach by curating approximately 100K
professional mental health articles from the Web
of Science, as suggested in (Zhang et al., 2024b).
These articles are selected using key terms outlined
in Apx. C.1, covering topics like depression, anx-
iety, substance abuse, etc. The raw materials are
then converted from PDF into structured TXT for-
mats using MinerU (Wang et al., 2024a; He et al.,
2024). Further data cleansing (Dubey et al., 2024)
is implemented to correct the spelling errors and
standardize format, such as removing redundant
references, etc. The final PT corpus contains about
80 million tokens, preparing the base LLM with
mental health expertise. For details of the PT set-
tings, please refer to Apx. C.1.

3.1.2 Counterfactual-based SFT
While continuous PT equips the base model with
domain-specific expertise, SFT is an essential sub-
sequent step, which refines the model’s ability to
effectively apply its knowledge in reasoning tasks
with prompt instructions (Zhang et al., 2023). We
take advantage of the public mental health-related
datasets, including IMHI (Yang et al., 2024c),
CPsyCoun (Zhang et al., 2024a), ANGST (Hen-
gle et al., 2024), and Depression Reddit (Pirina
and Çöltekin, 2018), resulting in 112602 pieces of
data. These datasets provide high-quality question-
answering pairs designed to analyze symptoms and
infer outcomes based on the provided mental health
records, equipping ProMind-LLM with greater pre-
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ProMind-LLM: 1. Domain-specific Training

2. Behavior Data Preprocessing
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• ......
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• ......
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Figure 2: ProMind-LLM framework. The design consists of three components: (1) Construct professional mental
health LLM using domain-specific training; (2) Enhance behavior understanding through self-refine mechanism; (3)
Improve outcome robustness with causal CoT.

cision and nuance to handle various mental health
situations. Please refer to Apx. C.2 for statistical
information on these datasets.

Counterfactual learning is proposed to further
address the first challenge, which is to enhance the
LLM’s robustness against the uncertainties of sub-
jective mental records. This approach generates
alternative scenarios where users’ records might
present misleading information about their men-
tal states. For instance, given an input SFT pair
⟨R,O⟩, where R denotes the mental record, and O
presents the outcome analysis, we generate a coun-
terfactual sample labeled l within categories like
“personality traits”, “stigma”, or “lack of aware-
ness”. These elements are pivotal in distorting
an individual to introduce biases or inaccuracies
in self-reported data (World Health Organization,
2022). Finally, we generate two counterfactual
parts for each pair and combine them into one sin-
gle dataset to support counterfactual augmented
SFT. This augmentation enhances the model to rec-
ognize potential distortions, thereby improving its
reliability in analyzing subjective mental health
records. The SFT settings can be found in Apx.
C.2. In addition, the prompt and the counterfactual
sample are given in Apx. H.1.

3.2 Behavior Data Preprocessing

Addressing the second challenge necessitates trans-
forming numerical behavior data into a format

that the LLM can efficiently process and compre-
hend. Inputting lengthy sequences of raw behavior
data directly into the LLM poses problems, includ-
ing the risk of sequence truncation and memory
constraints (Gruver et al., 2024), as well as the
LLM’s inherent challenges in processing the digi-
tal data (Chen et al., 2024).

To fully leverage ProMind-LLM’s capacity for
interpreting behavioral data, we propose a self-
refine mechanism (Madaan et al., 2024). As de-
picted in Figure. 2, ProMind-LLM first retrieves
raw behavior data using RAG (Lewis et al., 2020),
evaluating the data’s presentation format for re-
dundancy and ease of understanding. Based on this
evaluation, the LLM provides an improved data ver-
sion through self-refine. This mechanism allows
the LLM to update and optimize the data format
autonomously based on its own feedback, thereby
improving its ability to interpret behavior insights
accurately.

Table. 1 validates the effectiveness of our pro-
posed method. For instance, we use perplex-
ity (Alon and Kamfonas, 2023) to measure the
LLM’s familiarity with the behavior data format.
Compared with existing methods (Ji et al., 2024b;
Kim et al., 2024; Xu et al., 2024a), our approach
not only reduces the input token length but also
markedly enhances the LLM’s proficiency in inter-
preting user behavior data.

We provide the corresponding pseudo-code in
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Table 1: Assessment of the input format for behavioral
data regarding token numbers and perplexity.

Method Tokens ↓ Perplexity ↓
HARGPT (Ji et al., 2024b) 211 15.63

Health-LLM (Kim et al., 2024) 212 17.22
Penetrative AI (Xu et al., 2024a) 211 6.18

Ours 29 4.31

Apx. D for reference.

3.3 Causal CoT

Given the processed behavioral data with users’
mental records, ProMind-LLM is designed to as-
sess the potential mental health risks. Achieving
accurate predictions demands a profound under-
standing of the data, coupled with a rigorous rea-
soning process. Motivated by the intrinsic causal re-
lations between behavioral data and mental records,
we implement causal reasoning into the widely
adopted CoT framework, resulting in causal CoT
for ProMind-LLM. This integration aims to further
mitigate the impact of uncertainties in subjective
data, enhancing the model’s predictive accuracy.

As shown in Figure. 2, the causal CoT comprises
three components, CoT on factual samples, CoT on
counterfactual samples, and a combination analysis
of the two. First, we prompt ProMind-LLM under
the CoT framework to conduct a preliminary analy-
sis of mental records (R) and behavioral data (D)
individually. It then leverages the causal relation
between the two modalities to evaluate their mutual
effects. For example, if both modality data present
high-risk indicators, such as “moderate stress” and
“reduced social interactions”, the model may iden-
tify a possible correlation between these factors.
The greater the number of associated indicators,
the higher the likelihood of potential mental risks
for the user. We use the following formula to repre-
sent the first step:

A = {(di, rj) | di ∈D, rj ∈ R, P (rj |di) > τ},
(1)

where A denotes the factual analysis results, di and
rj represent the risk indicators in behavior data and
mental records respectively, P indicates the causal
analysis by ProMind-LLM, and(di, rj) is the pair
found with a possible causal relation.

To validate and refine the results of the initial
step, ProMind-LLM utilizes counterfactual reason-
ing. This involves exploring “what-if” questions

to strengthen the causal understanding of certain
pairs, reanalyze weak correlations, and address
pairs that might be overlooked due to uncertain-
ties in mental records. For example, by asking:
“What if the user’s working hours were reduced,
would the user’s stress be better?”. If the model
believes that stress can be alleviated to a certain ex-
tent, as the user may have more time to restart the
social interactions, then the social interactions and
stress pair built in the first step would be less criti-
cal. By disentangling these causal influences, the
model achieves a more nuanced understanding of
the user’s mental health dynamics. We summarize
the counterfactual reasoning as follows:

Ac = {(di, rj)|di ∈D, rj ∈ R,

P (rj |di, c) > τ}, (2)

where Ac indicates the results in counterfactual
reasoning, and c is the counterfactual reasoning.

The final step of causal CoT is the integra-
tion of the insights from both factual and coun-
terfactual analysis to generate its final predictions:
(A,Ac) → G, where G is the user’s potential
mental health risk. Please refer to Apx. H.2 for
detailed examples.

4 Experimental Setup

4.1 Task Definition

To evaluate the effectiveness of our methods and
the performance of ProMind-LLM in predicting
mental health risks, we aim to address a binary
classification task. Each individual contains long-
term recordings of both behavioral data (D) and
self-reported mental records (R). These records are
aggregated weekly and represented as ⟨Di,Ri⟩.

Based on these inputs, LLMs need to predict the
potential mental health risk label Gi, categorized
as follows:

1. Gi = 0: The individual shows no significant
signs of mental health issues, or may have minor
issues that do not require immediate psycholog-
ical intervention.

2. Gi = 1: The individual exhibits strong indica-
tors of mental health issues and requires further
professional treatment or closer monitoring.

4.2 Dataset Description

We conduct experiments on two open-sourced
datasets, PMData (Thambawita et al., 2020) and
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Globem (Xu et al., 2022), which provide behav-
ioral data and self-reported mental health records
but lack predefined mental health risk labels (Gi),
necessitating manual annotation. Based on the pro-
fessional criteria (Morgan et al., 2018; Guha, 2014),
we assess existing or potential mental health risks
for each recording. To mitigate the potential false
positives and negatives, we cooperate with licensed
psychological experts to review the initial assess-
ments and refine the labels by considering behav-
ior patterns, and inconsistencies in self-reported
records, thereby enhancing the reliability of the
labeling process.

The details of each dataset are given below1:
PMData: The dataset comprises 16 participants
monitored over 5 months using Fitbit for objective
biometrics and activity data, Google Forms for de-
mographics, food, drinking, and weight data, and
the PMSys for self-reported measures such as fa-
tigue, mood, stress, etc. The data collected from
Fitbit and Google Forms constitute the participants’
behavior data (Di), while the PMSys measures
represent their self-reported mental records (Ri).
All participants are used for evaluation. A small
fraction of 9.8% cases are identified with potential
mental health issues requiring additional support.
Globem: The Globem dataset encompasses four
years of passive sensing data from 497 participants.
Behavioral data, including sleep patterns, location,
physical activity, and phone usage, are collected
using wearable sensors (Fitbit Flex2 and Inspire 2)
and are denoted as Di. Survey data, such as PHQ-
4 (Kroenke et al., 2009) (mental health, anxiety,
and depression), PSS-4 (Cohen et al., 1983) (stress
level), and PANAS (Watson et al., 1988) (positive
and negative affect), provide self-reported mental
health records (Ri). For efficient testing and cost
reduction, 25% of the participants are randomly
chosen as the test set. Within this group, 23.2% are
identified to have potential risks.

5 Results and Analysis

5.1 Evaluation Design

Evaluation is designed to answer the following
key research questions: 1): How effective is the
proposed two-stage domain-specific training in en-
hancing the model’s ability to assess mental health
risks? (Sec. 5.3) 2): Do the self-refine mechanism

1All data usage strictly adheres to the Data Use Agree-
ments of PMData (CC BY 4.0) and Globem (PhysioNet Cre-
dentialed Health Data License 1.5.0).

and causal CoT improve assessment accuracy, and
to what extent? (Sec. 5.4). 3): By employing coun-
terfactual data augmentation in SFT, does ProMind-
LLM demonstrate improved resilience against un-
certainties in mental records? (Sec. 5.4) 4): To
what extent does behavioral data serve as a com-
plementary modality to subjective mental records
in enhancing mental health risk assessment? (Sec.
5.5) 5): Does the model’s analysis align from end
to end, and how consistent are the evidence and
outcomes of the analysis? (Sec. 5.6)

5.2 Baselines and Deployment Details

We select several baseline models for performance
comparison, including three SOTA commercial
LLMs (GPT-4o, GPT-3.5, and Claude-3.5) and two
leading open-sourced LLMs (LLaMA3-Chat-70B
and Qwen2-Chat-72B). Additionally, two domain-
specific models, Mental-Alpaca (Xu et al., 2024b)
and MentalLlama (Yang et al., 2024c), are also
evaluated but excluded due to inadequate outputs
(see Apx. H.2.2).

To develop ProMind-LLM, we select two base
LLMs: LLaMA3-base-8B and InternLM2-base-
7B, prioritizing the future deployment of this ap-
plication on the edge devices, a strategic decision
aimed at minimizing potential privacy risks associ-
ated with data transfers. For comparisons, we also
include the vanilla versions of these models, serv-
ing as our open-sourced baselines. Among these,
ProMind-LLM developed from InternLM2-base-
7B demonstrates a better performance, representing
the ProMind-LLM in the rest of the paper if not
otherwise indicated.

5.3 Effectiveness of Training Strategy

We evaluate the performance of ProMind-LLM
against baseline models on PMData and Globem
datasets. Additionally, we compare the outcomes
of applying SFT directly to two base LLMs versus
a two-stage process involving PT plus SFT. The
results are summarized in Table. 2. All methods
implement both self-refine mechanism and causal
CoT reasoning. We exclude the base models due
to their lack of instruction following capabilities.

GPT-4o outperforms other baseline models
across both datasets. Notably, GPT-4o achieves
a recall rate of 0.821 on PMData and 0.955 on
Globem. Among open-source models, Qwen2-
chat-72B achieves the highest F1 scores, 0.604 and
0.684, on PMdata and Globem, respectively.
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Table 2: Results for mental health issue binary classification. All methods here use both self-refine and causal CoT
for mental risk prediction. (The best and second results are highlighted in bold and underlined, respectively.)

Category Model Type PMData Globem

Accuracy Precision Recall F1 Accuracy Precision Recall F1

Comercial
GPT-4o1 \ 0.956 0.781 0.821 0.800 0.867 0.663 0.955 0.783
GPT-3.51 \ 0.858 0.385 0.714 0.500 0.747 0.505 0.918 0.651

Claude-3.51 \ 0.923 0.786 0.314 0.449 0.789 0.552 0.951 0.699

Open-sourced

LLaMA3-chat-70B \ 0.795 0.297 0.771 0.429 0.807 0.579 0.833 0.683
QWen2-chat-72B \ 0.918 0.674 0.547 0.604 0.819 0.608 0.783 0.684
LLaMA3-chat-8B \ 0.613 0.174 0.641 0.275 0.531 0.325 0.818 0.465

InternLM2-chat-7B \ 0.634 0.191 0.828 0.310 0.367 0.289 1.000 0.449

Ours
LLaMA3-base-8B

SFT 0.625 0.213 0.846 0.340 0.636 0.401 0.939 0.564
PT+SFT 0.883 0.492 0.769 0.601 0.754 0.504 0.901 0.649

InterLM2-base-7B
SFT 0.867 0.443 0.633 0.521 0.726 0.481 0.836 0.611

PT+SFT 0.938 0.765 0.667 0.712 0.859 0.646 0.939 0.765
1 GPT-4o API is “gpt-4o-2024-05-13”. GPT-3.5 API is “gpt-3.5-turbo”. Claude-3.5 API is “claude-3-5-sonnet-20240620”.

Table 3: Ablation study on self-refine and causal CoT. (The best and second results of each model are highlighted in
bold and underlined, respectively.)

Model Method PMData Globem

Self-Refine Causal CoT Accuracy Precision Recall F1 Accuracy Precision Recall F1

GPT-4o

% % 0.938 0.734 0.726 0.729 0.803 0.575 0.818 0.675
! % 0.952 0.737 0.800 0.767 0.814 0.586 0.951 0.725
% ! 0.933 0.687 0.769 0.726 0.829 0.615 0.848 0.713
! ! 0.956 0.781 0.821 0.800 0.867 0.663 0.955 0.783

Qwen2-chat-72B

% % 0.837 0.382 0.693 0.495 0.761 0.516 0.742 0.609
! % 0.903 0.514 0.514 0.514 0.769 0.523 0.879 0.655
% ! 0.859 0.423 0.635 0.507 0.781 0.541 0.798 0.645
! ! 0.918 0.674 0.547 0.604 0.819 0.608 0.783 0.684

ProMind-LLM

% % 0.845 0.369 0.504 0.426 0.734 0.475 0.641 0.546
! % 0.940 0.792 0.543 0.644 0.844 0.640 0.902 0.748
% ! 0.849 0.376 0.479 0.422 0.766 0.525 0.672 0.589
! ! 0.938 0.765 0.667 0.712 0.859 0.646 0.939 0.765

The results further highlight a significant im-
provement when using the combined PT and
SFT approach. For instance, on PMData dataset,
InternLM2-7B shows substantial gains, with pre-
cision and recall increasing by 42.1% and 5.1%,
respectively, and an overall F1 score improvement
of 26.8% compared to the model trained without PT.
This trend is consistently observed on the Globem
dataset, where the combined PT and SFT strategy
outperforms SFT alone, further validating the ben-
efits of our proposed training framework.

Remarkably, ProMind-LLM achieves a perfor-
mance ranking second only to GPT-4o in both
datasets, even surpassing leading open-sourced
LLMs that are ten times its size. The results
demonstrate that (i) ProMind-LLM not only in-
tegrates mental health knowledge into its base
model but also matches the reasoning capabili-
ties of SOTA large-scale commercial LLM, GPT-
4o. (ii) ProMind-LLM analyzes users’ mental

health conditions with performance that surpasses
its counterparts possessing more than 10 times its
parameters (LLaMA3-70B, etc.).

5.4 Ablation Study

Self-refine & Causal CoT:
To verify the effectiveness of self-refine mecha-

nism and causal CoT, we conduct an ablation study
using GPT-4o and Qwen2-chat-72B as baseline
models, with results presented in Table. 3. In this
experiment, disabling the self-refine mechanism
involves directly feeding the original behavior se-
quence data into the model, while disabling causal
CoT indicates using CoT only for the final anal-
ysis. Across all models, the combination of both
strategies consistently yields the best performance.
For instance, ProMind-LLM achieves F1 score im-
provements of 40.2% on PMData and 28.6% on
Globem compared to not using either method. In
contrast, GPT-4o demonstrates an average F1 im-
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Figure 3: Ablation study on counterfactual augmenta-
tions in SFT.

provement of only 11.3%, likely due to its already
strong generalization and reasoning capabilities.

Both self-refine and causal CoT reasoning inde-
pendently enhance model performance, with self-
refine yielding greater overall gains. For GPT-4o,
self-refine and causal CoT improve F1 scores by
5% and 2%, respectively, while Qwen2-chat-72B
achieves gains of 3.4% and 3.1%. ProMind-LLM
benefits significantly from self-refine mechanism,
with a 24.9% F1 increase, likely due to challenges
small-scale LLMs face in processing lengthy nu-
merical sequences, which can hinder contextual
understanding and reasoning performance.
Counterfactual-based SFT:

During the SFT stage, we use counterfactual data
augmentation to introduce misleading information
into users’ subjective mental health records, en-
hancing the model’s ability to handle subjective
uncertainties. As shown in Figure. 3, we calculate
the average recall rate using both datasets. This
technique improves ProMind-LLM’s recall from
72.6% to 83%, outperforming open-sourced LLMs.

5.5 Behavior Data for Complementary

To assess the influence of behavioral data as com-
plementary modalities on outcomes, we perform an
ablation study detailed in Figure. 4. The findings
underscore the importance of integrating objective
behavioral data with subjective mental records for
accurate analysis.

5.6 Consistency Measurement

Following the methodology in (Yang et al., 2024c),
we assess whether the analysis evidence supports
the outcomes. Using pre-trained BERT (Devlin,
2018) for embedding extraction, we calculate the
Silhouette score (Shahapure and Nicholas, 2020) to
evaluate clustering quality, with higher scores indi-
cating better performance. As shown in Figure. 5,
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Figure 4: Ablation study on behavior data as comple-
mentary modality.
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Figure 6: Accuracy of con-
sistency.

ProMind-LLM, with domain-specific training, out-
performs InternLM2-chat-7B, achieving a 0.065
improvement in the Silhouette score. Addition-
ally, we introduce a classification network follow-
ing the embedding extraction and employ K-fold
cross-validation to calculate the overall accuracy of
classifying outcomes based on the evidence in the
analysis, as presented in Figure. 6. ProMind-LLM
achieves an accuracy of 0.95, slightly lower than
GPT-4o (0.97), which proves the consistency of the
evidence and the outcome. In contrast, InternLM2-
chat-7B achieves an accuracy of 0.83, further vali-
dating the robustness of ProMind-LLM.

6 Conclusion

This paper presents ProMind-LLM, the first LLM-
based approach to integrate both objective behav-
ioral data and subjective mental records for men-
tal risk analysis. Our pipeline includes domain-
specific training to equip the base model with men-
tal health concepts, the self-refine mechanism for
behavior data preprocessing to enhance numerical
data comprehension, and causal CoT reasoning to
deliver precise predictions by leveraging causal re-
lations between mental records and behavioral data.
The experimental results validate the effectiveness
of our methods, highlighting ProMind-LLM’s abil-
ity to advance the research in this domain. We
believe ProMind-LLM marks a significant step to-
ward achieving proactive mental health care.
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Limitations

While ProMind-LLM demonstrates strong perfor-
mance on public datasets such as PMData and
Globem, which encompass a four-year longitudinal
study, its effectiveness in real-world, uncontrolled
environments with diverse populations, in terms of
age, gender, and race, remains insufficiently val-
idated. Additionally, due to resource constraints,
our proposed training pipeline has been evaluated
only on small-scale LLMs. Moreover, although we
have conducted a preliminary human evaluation
assessing the readability of causal CoT reasoning
steps and analyzing the causes of incorrect pre-
dictions (Sec. F), a more comprehensive human
evaluation is required. Specifically, further investi-
gation into misclassified cases—such as underesti-
mation of missed risks—is essential to ensure the
system’s reliability and safety, given its role as a
mental health recommendation system. This ex-
panded evaluation will also provide deeper insights
into the specific scenarios where ProMind-LLM
is prone to errors, guiding future refinements to
enhance its robustness and overall effectiveness.
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protocols, ensuring ethical compliance. Licensed
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assessments, minimizing inaccuracies and main-
taining sensitivity towards participants. Method-
ological transparency and reproducibility were up-
held through detailed documentation of pretraining,
finetuning, and counterfactual augmentation pro-
cesses. To avoid biases, counterfactual learning
techniques were employed, enhancing the model’s
robustness against uncertainties in subjective men-
tal records. Efforts were made to mitigate biases in
mental health assessments by incorporating coun-
terfactual learning and rigorous evaluation tech-
niques to ensure fair, non-discriminatory analysis
while avoiding stigmatization. This work reflects
a commitment to advancing mental health care re-
sponsibly and with respect for human dignity.
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A Project Page

More information about ProMind-LLM can
be found in https://sijieji.github.io/
promind.html.

B Risk Assessment

Although ProMind-LLM has been evaluated solely
on public datasets, applying an LLM-based mental
health risk assessment approach in real-world set-
tings introduces potential ethical risks. Inaccurate
predictions may worsen users’ conditions or lead
to inappropriate recommendations. To gradually
mitigate this concern, ongoing validation, rigorous
monitoring, and human oversight are critical to
ensure the system’s reliability and safety.

C Experimental Settings

C.1 Pretraining Settings
In the PT section, we deploy Deepspeed ZeRO-
2 (Rasley et al., 2020) and flash-attention2 (Dao,
2023) to improve memory efficiency, set the global
batch size to 96, and epoch to 1. We use a learn-
ing rate warmup of 5 % of the total training steps,
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followed by cosine annealing of the learning rate,
the maximum learning rate during this period is
5× 10−5. We use AdamW optimizer(Loshchilov,
2017) with a weight decay factor of 1× 10−2 and
gradient clipping with the maximum grad norm
of 1.0. To use more tensor cores, we train with
mixed precision, where computation is done within
the bfloat16 datatype. To mitigate the potential for
catastrophic forgetting, we incorporate a diverse
dataset consisting of 160M tokens sourced from the
RefinedWeb dataset, which is subsequently mixed
with an additional 80M tokens of domain-specific
data of mental health. The keywords for those
domain-specific documents are listed in Table. 4.
This approach is employed to enhance the model’s
robustness and maintain its proficiency across a
broad spectrum of tasks.

Table 4: Summary of Corpus Keywords and Article
Distribution

Category Key Words # of Articles

General
Mental health first aid 1809

Mental health 7335

Disorders

Depression 9007
Anxiety 8356
Bipolar 8406

Eating disorders 7707
Stress management 7987

Suicide 7973
Cognitive behavioral therapy 9358

Grief 6086
PTSD 8808

Schizophrenia 9014
Substance abuse 9008

Sum - 100854

Table 5: Statistical information of SFT datasets

Dataset Category Topics Size

IMHI Social Media Post
depression, stress,
suicide, loneliness,

wellness dimensions
105792

ANGST Social Media Post depression, anxiety 2876

Depression Reddit Social Media Post depression 800

CPsyCoun Conversation diverse 3134

C.2 Supervised Finetuning Settings

Table. 5 represents the statistical information of
the datasets utilized in the SFT stage, including
their categories, topics, and the corresponding data
counts for each.

In the SFT stage, we follow the parameter Set-
tings of the PT stage but reduce the maximum learn-

ing rate to 5e-6, one-tenth of PT, and set the training
epoch to 2.

The PT and SFT are deployed using Llama-
factory (Zheng et al., 2024) framework and per-
formed with 8 NVIDIA A100-80G SXM4 GPUs.
The PT costs approximately 12 hours, and SFT
costs around 2 hours.

D Methodological Details

We provide the pseudo code for self-refine-based
behavior data preproessing (Alg. 1) in this section.

Algorithm 1 Self-Refine Mechanism in ProMind-
LLM
Require: Raw behavioral data Draw, base LLM
M, maximum refinement loops k

Ensure: Refined behavioral data Drefined
1: Initialize Dcurrent ←Draw
2: for i = 1 to k do
3: Evaluate redundancy and comprehensibility

of Dcurrent usingM
4: Generate refined data Dnew based on feed-

back fromM
5: Update Dcurrent ←Dnew
6: end for
7: Drefined ←Dcurrent
8: return Drefined

E Generalization Analysis

We conduct a scalability analysis to demonstrate
that our proposed method not only enhances LLM
performance in mental health scenarios but also
reduces model costs. Figure. 7 illustrates the
scaling law for the InternLM2 and LLaMA3 se-
ries, showing the predictable relationship between
model size and F1 scores on the MHFA task. By
building ProMind-LLM on these models, we have
been able to break through the existing scaling laws,
achieving performance improvements of over 50%
and exceeding even the largest counterparts in the
series. This new scaling law trend suggests that
ProMind-LLM offers substantial computational
cost-effectiveness.

Multi-task language understanding
(MMLU) (Hendrycks et al., 2020) is a key
metric for assessing the general capabilities of
LLMs. Domain-specific LLMs, like ProMind-
LLM, often encounter performance decrease with
domain-specific training; hence, we evaluate it
using the MMLU benchmark, which tests LLMs
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across a variety of subjects and tasks, the result is
shown in Figure. 8. ProMind-LLM demonstrates
robust reasoning and language understanding,
effectively reducing the risk of catastrophic
forgetting in its domain. In contrast, previous
works such as MentalLlama (Yang et al., 2024c),
despite integrating LoRA (Hu et al., 2021) for
SFT, only managed to maintain an acceptable level
of performance. Meanwhile, Mental-LLM (Xu
et al., 2024b) lost the general capabilities that
are fundamental to the base LLM as it overfits
the input-output training pairs. Thus, these two
models entirely fail on our tasks, we present their
generated contents in Apx. H.2.2.
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Figure 7: Scalability analysis on overall F1 score.
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Figure 8: Generalization test on different mental health
LLMs and their base models.

F Human Evaluation

To better understand the potential limitations of
ProMind-LLM, we conduct a preliminary human
expert evaluation focusing on two key aspects: the
interpretability of causal CoT reasoning and the
reason behind error cases. The first evaluation
examines whether the model’s reasoning process
is logically coherent and aligned with domain ex-
pertise, while the second categorizes misclassified
cases to identify common sources of error. Details
of the evaluation are presented below.

94

6

Correct
Judgment

12

88

False
Judgment

Coherent
Non-Consistent

Figure 9: Causal CoT readability analysis on correct
judgment and false judgment.

F.1 Causal CoT Readability
To assess the interpretability of ProMind-LLM’s
causal CoT reasoning, we conducted a preliminary
human expert evaluation to examine the logical co-
herence of the model’s reasoning process. Specif-
ically, we randomly select 50 correctly classified
cases (correct judgment) and 50 misclassified cases
(false judgment) for expert assessment. Domain ex-
perts evaluate whether the step-by-step causal rea-
soning in each case is logically sound and aligned
with established mental health knowledge. The
results (Figure. 9) indicate that 94% of the cor-
rect predictions are logically coherent and easily
interpretable, whereas only 88% of the misclas-
sified cases exhibited coherent reasoning. These
findings highlight the generally high interpretabil-
ity of the model’s causal reasoning but also reveal
areas for further refinement, particularly in address-
ing cases prone to misclassifications. Given the
importance of transparency and reliability in men-
tal health applications, we plan to conduct a more
extensive evaluation involving mental health pro-
fessionals to further validate the interpretability of
ProMind-LLM’s reasoning process, with findings
to be included in an extended version of this work.

Incorrect Causal Links
Overestimation of Sympotoms
Underestimation of Missed Risks
Conflicting Conclusions

4 13

46

38

Figure 10: Human evaluation on error judgment cases.

F.2 Error Judgment Analysis
To gain deeper insights into ProMind-LLM’s lim-
itations, we further conduct a preliminary human
expert evaluation focusing on misclassified cases.
Specifically, we randomly select 100 false predic-
tions and categorize them into four key error types
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according to the suggestions of domain experts: in-
correct causal links, overestimation of symptoms,
underestimation of risks, and conflicting conclu-
sions. Results are illustrated in Figure. 10. De-
spite incorporating counterfactual SFT and causal
reasoning, the model still exhibits challenges in
establishing accurate causal relationships in some
extreme cases—for instance, misattributing tired-
ness to sadness while overlooking frequent exercise
as a possible cause. Moreover, overestimation and
underestimation of risks remain significant chal-
lenges, along with misalignment between evidence
and outcomes, underscoring the need for improved
reasoning and consistency.

G Test-Time Efficiency and Deployment
Feasibility

To assess the practicality of deploying ProMind-
LLM in real-world settings, we conducted a com-
prehensive test-time efficiency analysis on both
consumer-grade GPUs and resource-constrained
mobile devices. Despite integrating multiple com-
ponents such as self-refine and causal reasoning,
our results indicate that this does not significantly
impact inference efficiency.

Table 6: Inference speed of ProMind-LLM on consumer-
grade GPUs.

GPU Prefill Time (s) Generate Time (s)

RTX 4090 0.148 12.72
RTX 4080 0.198 17.16
RTX 3090 0.315 14.86

G.1 Inference Speed on Consumer-Grade
GPUs

We evaluate ProMind-LLM on three consumer-
grade GPUs using fp16 precision, running 100 men-
tal health risk prediction samples with an average
prompt length of 1486 tokens and an average output
length of 768 tokens. The inference times are sum-
marized in Table. 6. These results demonstrate that
even mid-range consumer GPUs can generate re-
sponses within approximately 15 seconds, making
real-time deployment feasible on such hardware.

G.2 Performance on Mobile and Edge Devices

As part of our real-world deployment study, we
further test ProMind-LLM on resource-constrained
devices using the MLC-LLM framework (MLC
team, 2023-2025). The evaluation measured prefill

Table 7: Inference speed of ProMind-LLM on mobile
and edge devices.

Device Chip Memory Prefill (tok/s) Decode (tok/s)

GPT-4o (API Call) N/A N/A N/A 20
iPhone 14 Pro A16 6GB 23 5
iPhone 15 Pro A17 8GB 54 7
iPad Pro 2021 M1 8GB 44 7

MacBook Pro 2020 M1 16GB 62 11
Human Speech N/A N/A N/A 3.8

speed and output token decoding speed, as summa-
rized Table. 7. While ProMind-LLM runs slower
than GPT-4o API calls, it remains efficient for on-
device applications, such as mental health chatbots,
while preserving user privacy. Notably, the average
human speech rate is approximately 3.8 syllables
per second (Griffiths, 1992), making the model’s
output speed acceptable for conversational applica-
tions.

H Tasks and Prompts

H.1 Counterfactual Augmentation
In this section, we provide the details of the prompt
(Figure. 11) and the original SFT pair (Figure.
12) to generate counterfactual samples for en-
hancing the uncertainty measurement capability
of ProMind-LLM. In addition, we present some
generated examples, using the counterfactual label
“stigma” (Figure. 13).

H.2 Mental Health Risk Prediction
H.2.1 ProMind-LLM Analysis Example
We provide a standard example from PMData of us-
ing ProMind-LLM to generate a professional men-
tal health analysis based on the user’s behavioral
data and their self-reported mental health record.
The behavioral data, mental record, the prompt for
ProMind-LLM including the causal CoT reasoning,
and the resulting analysis are displayed in Figure.
14, Figure. 15, Figure. 16, and Figure. 17, respec-
tively.

H.2.2 Fail Examples
Figure. 18 presents the analysis report generated by
MentalLlama. It is evident that MentalLlama’s abil-
ity to follow instructions is somewhat diminished
after fine-tuning.

Figure. 19 denotes the results from Mental-
Alpaca. Mental-Alpaca exhibits a near-total loss
of instruction-following capabilities in our tasks
and produces a significant amount of unintelligible
code.
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Prompt Template
Instruction:
Given the professional assessment 𝑶 and the mental health record 𝑹, generate a 
counterfactual version of the record 𝑹′ that reflects potential discrepancies due to 
factors such as {𝒍}.
1. The factor may cause the original record 𝑹 to underreport or misrepresent the 
true mental state of the individual.
2. Despite these uncertainties, include clues or descriptions within 𝑹′	that suggest 
underlying {𝒍} that can be inferred.
Input:
Mental health record 𝑹: {...}; Professional assessment 𝑶: {...}.
Response: {answer: <𝑶, 𝑹′>}

Figure 11: Prompt for counterfactual sample generation.

Origin
Post: I don’t understand how people can be so interested in so many things First, let me 
apologize for formatting issues, I am typing this on mobile. I generally find television boring and 
have little to no interest in Netflix shows, anime, and most video games and hobbies. I really 
only have one hobby that I feel an attachment to, and frankly, I don’t enjoy most new shows. If I 
watch something of my own, it’s typically something I watched from when I was younger, like 
scooby doo or Phineas and Ferb as the two main ones, being my absolute favorites from my 
youth, though that's rare as it is. Whenever I do those things, except for my one main hobby 
sometimes, I feel that I am all too aware that it's just escapism, and instead of escaping, I fall 
back on the same track. I don't think I have a short attention span, but that's what I always feel 
like I go back to in the back of my head, as that's what people my age are supposed to have 
because of this digital age.  
Question: The answer to the question \"Does the poster suffer from depression?\" is

Mental Record

Yes. 
Reasoning: The post expresses a lack of interest and enjoyment in various hobbies and forms 
of entertainment, which can be indicative of anhedonia, a prominent symptom of depression. 
The poster also mentions feeling detached from their own hobbies and viewing them as escapism 
rather than sources of genuine enjoyment. This suggests a lack of fulfillment and a sense of 
emptiness, which are common emotional experiences in depression. Additionally, the post 
mentions comparing oneself to others and feeling pressure to conform to societal expectations, 
which can contribute to feelings of isolation and low self-worth, both of which are associated 
with depression. Overall, the post conveys a sense of emotional distress, disinterest, and a 
struggle to find meaning or enjoyment in activities, aligning with symptoms commonly 
associated with depression.

Assessment

Figure 12: Original SFT pair R and O.
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Label (stigma)
Post: I really don't understand why people are so obsessed with so many different things. I 
don't get the hype around Netflix shows, anime, or video games—it's just not my thing. I mean, I 
do have one hobby that I kind of like, but honestly, I find most new stuff pretty boring. If I watch 
anything, it's usually something from my childhood, like Scooby-Doo or Phineas and Ferb, but 
even that’s rare. I guess it's just nostalgia or something. Sometimes, I think maybe I just have a 
different taste or attention span compared to others my age—maybe that's why I don't fit in. But 
anyway, I’ve come to accept that I’m just not into what everyone else is into, and that's okay. 
Besides, I’m too busy with other things to really care about it.
Question: The answer to the question "Does the poster suffer from depression?" is

Mental Record

Embedding Clues
1. Minimization of Emotional Distress
The report underplays the lack of interest and emotional detachment by framing it as a mere 
difference in taste or preference, rather than a sign of deeper emotional issues. This could 
indicate a tendency to downplay or dismiss feelings of dissatisfaction or emptiness, potentially 
due to stigma or fear of being judged.
2. Social Comparison 
The poster briefly mentions comparing their behavior to others, suggesting a potential concern 
about not fitting in. However, this is quickly brushed off, which might be a defense mechanism 
to avoid confronting feelings of inadequacy or loneliness.
3. Nostalgia as a Coping Mechanism
The reference to enjoying childhood shows could be a subtle indication of seeking comfort in 
familiar, safe experiences from the past, possibly to avoid the discomfort of dealing with present 
emotional challenges.
4. Busy as a Justification
The mention of being "too busy" could serve as a rationalization to avoid exploring the true 
reasons behind their lack of interest in current activities. This might hint at an underlying 
avoidance of introspection or acknowledgment of emotional distress. 

This counterfactual version of the report reflects potential discrepancies due to stigma or self-
perception, subtly suggesting that the poster might be experiencing more profound emotional 
challenges than they explicitly acknowledge.

Figure 13: Counterfactual sample with the given label “stigma”. The embedding clues present the explanations
regarding the counterfactual modifications in the generated mental record R′.

20167



1. Participant Overview
- Age: 26
- Height: 163 cm
- Gender: Female
- Personality Type: A
- Corresponding Behavior: Competitive, time urgency, high ambition
- Maximum Heart Rate: 195 bpm
- 5km Run Time: 22 minutes 13 seconds
2. Calories Burned
- Total Calories Burned: 15013.79 kcal
- Average Daily Calories Burned: 2144.83 +/- 391.34 kcal
- Average Calories Burned During Different Times of the Day:
  - Morning: 547.44 kcal
  - Afternoon: 599.9 kcal
  - Evening: 610.76 kcal
  - Night: 386.73 kcal
3. Distance Moved
- Total Distance Moved: 60417.1 meters
- Average Daily Distance Moved: 8631.01 +/- 6151.2 meters
- Average Distance Moved During Different Times of the Day:
  - Morning: 2630.56 meters
  - Afternoon: 2886.47 meters
  - Evening: 2804.27 meters
  - Night: 309.71 meters
4. Active Minutes
- Average Daily Light Active Minutes: 246.43 (Diff to previous weeks: +87.93)
- Average Daily Moderate Active Minutes: 14.43 (Diff to previous weeks: +7.57)
- Average Daily Vigorous Active Minutes: 35.86 (Diff to previous weeks: +9.29)
5. Sleep
- Daily Overall Sleep Score: 77.67 +/- 17 (Diff to previous weeks: -1.83)
- Composition Score: 20.67 +/- 3 (Diff to previous weeks: -0.08)
- Revitalization Score: 18.33 +/- 10 (Diff to previous weeks: -1.04)
- Duration Score: 38.67 +/- 5 (Diff to previous weeks: -0.71)
- Average Deep Sleep Minutes: 95.67 +/- 47 (Diff to previous weeks: -6.71)
- Resting Heart Rate: 64.5 +/- 4 (Diff to previous weeks: -0.88)
- Restlessness Score: 0.09 +/- 0.05 (Diff to previous weeks: -0.01)
6. Heart Rate
- Time Spent in Different Heart Rate Zones:
  - Below Default Zone 1: 1270.43 mins
  - In Default Zone 1: 65.0 mins
  - In Default Zone 2: 13.14 mins
  - In Default Zone 3: 2.86 mins
7. Exercise
- Types of Exercises Performed: 
  - Individual running

- Individual strength
- Total Duration: 130 mins (Diff to previous weeks: -70.0 mins)
8. Eating Habits
- Meals Consumed on Specific Days:
  - 2019-11-15: Breakfast, Lunch, Dinner | Glasses of Fluid: 10 | Alcohol Consumed: Yes
  - 2019-11-16: Breakfast, Lunch, Dinner | Glasses of Fluid: 6 | Alcohol Consumed: Yes
  - 2019-11-17: Breakfast, Lunch, Dinner | Glasses of Fluid: 6 | Alcohol Consumed: No
  - 2019-11-18: Breakfast, Lunch, Dinner, Evening | Glasses of Fluid: 7 | Alcohol Consumed: No
  - 2019-11-19: Breakfast, Lunch, Dinner, Evening | Glasses of Fluid: 12 | Alcohol Consumed: No
  - 2019-11-20: Breakfast, Lunch, Dinner, Evening | Glasses of Fluid: 8 | Alcohol Consumed: No
  - 2019-11-21: Breakfast, Lunch, Dinner | Glasses of Fluid: 8 | Alcohol Consumed: Yes
- Average Weight: 58.0 kg (Diff to previous weeks: 0.0 kg)

Behavior Data

Figure 14: Behavior data for mental health analysis.
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Wellness Record: November 15, 2019 - November 21, 2019
1. Fatigue
Experienced slight tiredness at the beginning and end of the week, with normal levels in between. 
This is slightly worse than previous weeks (Difference: +0.21).
2. Mood
Felt slightly bad for most of the week, with a few good days, but ended the week feeling terrible. 
Overall mood has declined compared to previous weeks (Difference: -0.5).
3. Readiness
Varied between a low of 3 and a high of 7 throughout the week, indicating a slight decrease in 
readiness compared to previous weeks (Difference: -0.29).
4. Soreness
Mild soreness was present at the beginning, transitioning to slightly high soreness towards the end 
of the week, with one normal day. Soreness increased slightly from previous weeks (Difference: 
+0.21).
5. Stress
Severe stress was noted at the beginning of the week, followed by milder levels, with slightly high 
stress towards the end. Stress levels have increased compared to previous weeks (Difference:+0.43).

Mental Record

Figure 15: Self-reported mental record for mental health analysis.

Role Definition:
1. You are a professional mental health assistant designed to assess a user‘s mental health status 
through structured behavior data and self-reported mental records.
2. Your primary goal is to generate a comprehensive analysis to determine if the user requires 
professional mental health support or if they may be experiencing potential mental health issues, 
such as anxiety, depression, eating disorders, suicidal thoughts, or any other concerns.
3. If the user experiences only a few days of abnormal mental states, it is insufficient to conclude 
that there are potential mental health issues. 
However, if the user consistently exhibits an abnormal mental state throughout the weeks, and 
shows worsening symptoms compared to previous weeks, it is recommended they seek 
professional mental health support.

Inputs:
1. Behavior Data:
2. Mental Record:

Guidelines: 
Provide a detailed analysis that includes the following sections:
1. Summary of the User's Mental Health Status:

- Based on the mental record, summarize the user's mental health condition.
2. Insights from the Behavior Data:

- Highlight key findings from the behavior data.
3. Correlation and Causality Analysis:

- Discuss the correlation between the user's reported mental state and the sensor data.
- Apply causal reasoning to disentangle direct and indirect influences. For example, 

evaluate whether certain behaviours are directly linked to mental health risks or are byproducts 
of other underlying factors.
4. Counterfactual Exploration

- Address uncertainties in the mental records or behavior data using counterfactual reasoning.
- Pose "what-if" scenarios to validate or refine causal insights (e.g., "What if the user's sleep 

pattern were normal? Would stress levels decrease?"). Adjust the importance of identified 
correlations based on the outcomes of these scenarios.
5. Professional Support Recommendation:

- Summarize whether the user may have potential mental health risks and need professional
support based on previous discussion.

- Use the tag `<YES>` or `<NO>` to indicate whether the user has potential mental health 
issues and needs immediate professional support.
5. Potential Areas of Concern:

- Identify any specific indicators of mental health issues or concerns.

User:
Follow the provided structure and guidelines to generate a detailed analysis in markdown format 
based on the given information.

Prompt

Figure 16: Prompt for ProMind-LLM to generate professional mental health analysis.
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1. Summary of the User's Mental Health Status
Based on the mental report, the user experiences fluctuating energy levels and mood. The user 
reported feeling "mostly normal," but noted occasional tiredness and significant stress, 
especially given their Type A personality traits (high ambition and urgency). Mood swings were 
present, with a couple of slightly bad days and one very bad day over the past week. The user’s 
stress feels overwhelming at times, affecting their ability to manage effectively. Sleep quality was 
described as average, with stress impacting the sleep cycle, notably leading to difficulty in falling 
and staying asleep. The user maintains a consistent diet but consumes alcohol on some days.
2. Insights from the Behavior Sensor Data
- Calories Burned: The user is highly active, burning a significant number of calories daily 
(average 2144.83 kcal) with variations primarily during the morning, afternoon, and evening.
- Distance Moved: The user covers a large distance daily, averaging 8631.01 meters.
- Active Minutes: The user has increased their light, moderate, and vigorous active minutes 
compared to previous weeks.
- Sleep Scores: The user’s sleep metrics (overall sleep score, composition score, revitalization 
score, and duration score) show slight decreases compared to previous weeks, indicating a 
potential decline in sleep quality.
- Heart Rate: The user has consistent time spent in lower heart rate zones, signifying perhaps 
periods of rest or light activity.
- Exercise: The user maintains regular exercise, predominantly running, with perceived exertion 
levels ranging from moderate (5) to high (9).
- Eating Habits: The user eats regularly (breakfast, lunch, dinner) with occasional evening 
snacks and varying fluid intake. Alcohol consumption was noted on several days.
3. Correlation and Causality Analysis
- Energy Levels & Calories Burned: The high level of physical activity correlates with the 
reported fluctuations in readiness and energy levels.
- Mood & Sleep Quality: The user's stress and mood swings align with the slight decline in sleep 
scores and quality. Stress affecting sleep is also consistent with their reported mood volatility.
- Stress & Active Minutes: Increased physical activity levels could be a coping mechanism for 
stress, yet the overall effectiveness seems limited, as reported by the user.
- Diet & Alcohol Consumption: Regular meals indicate good dietary habits, but alcohol 
consumption on several days could exacerbate mood fluctuations and impact sleep quality, as 
suggested in the dialogue.
4. Counterfactual Exploration
- Scenario 1: What if the user‘s sleep quality improved (e.g., deep sleep increased to 120 mins)?
Improved recovery might reduce fatigue, potentially improving mood and stress levels.
- Scenario 2: What if the user abstained from alcohol consumption?
This might enhance sleep quality and reduce the severity of mood swings and stress.
- Scenario 3: What if vigorous activity remained consistent with previous weeks?
Higher endorphin release could mitigate low mood and stress, fostering better mental health.
5. Professional Support Recommendation
Based on consistent symptoms of declining mood, increasing stress, worsening sleep, and 
reduced readiness over the week, professional mental health support is recommended.
<YES>
5. Potential Areas of Concern
- Stress Management: The user's current strategies (deep breathing and short walks) are 
inadequate for the level of stress experienced.
- Sleep Quality: Declining sleep scores and self-reported difficulties in waking up refreshed 
suggest chronic sleep issues exacerbated by stress.
- Mood Swings: The variability in mood, with some notably bad days, could be indicative of 
deeper underlying mental health issues.
- Alcohol Consumption: Regular alcohol intake could negatively affect mood stability and sleep, 
compounding existing stress levels.

Analysis

Figure 17: The professional mental health analysis generated by ProMind-LLM that the user may encounter mental
health issues and needs further support.

Hint: You can use the following tags to highlight important information in your analysis:
* `<YES>` or `<NO>` to indicate whether the user has potential mental health issues and needs 
immediate professional support.
* `<HIGH>` or `<LOW>` to indicate the severity or level of a specific mental health issue.
* `<INCREASE>` or `<DECREASE>` to indicate changes in a specific mental health issue 
compared to previous weeks.

Analysis

Figure 18: Analysis generated by MentalLlama.
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Analysis

Figure 19: Analysis generated by Mental-Alpaca.
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