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Abstract

This paper describes our submission for the
BioNLP ACL 2025 Shared task on grounded
Question Answering (QA) from Electronic
Health Records (EHRs). The task aims to auto-
matically generate answers to patients’ health
related questions that are grounded in the ev-
idence from their clinical notes. We propose
a two stage retrieval pipeline to identify rel-
evant sentences to guide response generation
by a Large Language Model (LLM). Specif-
ically, our approach uses a BioBERT based
bi-encoder for initial retrieval, followed by a re-
ranking step using a fine-tuned cross-encoder
to enhance retrieval precision. The final set of
selected sentences serve as an input to Mistral
7B model which generates answers through
few-shot prompting. Our approach achieves
an overall score of 31.6 on the test set, outper-
forming a substantially larger baseline model
LLaMA 3.3 70B (30.7), which demonstrates
the effectiveness of retrieval-augmented gener-
ation for grounded QA.

1 Introduction

The widespread adoption of patient portals and dig-
ital health platforms has led to a growing volume of
patient messages directed to healthcare providers
(Martinez et al., 2024; Sieck et al., 2017). Respond-
ing to these messages in a timely, accurate, and per-
sonalized manner presents a challenge for health-
care providers often contributing to burnout (Still-
man, 2023; Shanafelt et al., 2017). The ArchEHR-
QA 2025 task aims to develop automated responses
to patient messages that are grounded in clinical evi-
dence from their Electronic Health Records (EHRs)
(Soni and Demner-Fushman, 2025b).

Large Language Models (LLMs) have recently
shown exceptional performance on general domain
QA benchmarks (Singhal et al., 2025; Wang et al.,
2024). However, directly applying LLMs to clini-
cal EHR-based QA often results in models halluci-
nating or generating irrelevant details especially if
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prompted without proper grounding (Jeong et al.,
2024; Elgedawy et al., 2024). The key challenge
LLMs face is identifying the relevant evidence
from patients’ lengthy EHRs (Ahsan et al., 2024).
To address this, modern QA pipelines often uti-
lize neural retrieval models such as bi and cross-
encoders (Karpukhin et al., 2020; Nogueira and
Cho, 2019).

Neural retrievers typically serve as the retrieval
components in Retrieval Augmented Generation
(RAG) frameworks which provide LLMs with
grounded document context to mitigate hallucina-
tions and improve factuality (Lewis et al., 2020).
Despite their wide adoption in open domain QA,
neural retrievers are still underexplored in clinical
EHR patient specific QA. A recent review found
that most current QA models rely on span extrac-
tion methods which are inherently unable to gener-
ate coherent answers (Bardhan et al., 2024).

In this work, we propose a two stage retrieval
pipeline as shown in figure 1. A bi-encoder first
retrieves a broad set of top-K candidate sentences,
these sentences are then re-ranked by a fine-tuned
cross-encoder to produce top-N sentences. The top-
N sentences are ultimately used as context for the
LLM response generation.

2 Background & Related work

Previous research in clinical QA has primarily fo-
cused on developing datasets that map natural lan-
guage queries to structured data or extract relevant
spans from EHRs (Bardhan et al., 2024). A com-
mon approach involves semi-automated template-
based generation of QA pairs. For instance, em-
rQA utilized annotations from i2b2/n2c2 clinical
shared tasks to create over 1 million question an-
swer pairs by populating templates with entities
from EHRs (Pampari et al., 2018). RxWhyQA fo-
cused on extractive QA by leveraging annotated
drug-reason relations to produce multi-answer and
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Figure 1: Our retrieval augmented pipeline for patient QA.

multi-focus questions (Moon et al., 2023). Further-
more, DrugEHRQA compiled over 70,000 medi-
cation related QA pairs from structured tables and
unstructured notes, aiming to support multimodal
QA systems (Bardhan et al., 2022). While these
datasets have enabled development of clinical QA
methods, they often rely on simple rule based or
retrieval only methods that lack the capability to
generate coherent and accurate answers. Although
LLMs can generate coherent responses, they of-
ten struggle to extract relevant information from
EHRs, which leads to irrelevant outputs (Huang
et al., 2025; Maynez et al., 2020). Retrieval meth-
ods, such as RAG, have been explored to guide
factual generation (Lewis et al., 2020), but existing
studies mainly focus on general biomedical QA
rather than patient-specific QA (Elgedawy et al.,
2024; Xu et al., 2024; Chung et al., 2025; Jiang
et al., 2024).

3 Methodology

In this section, we describe our proposed method-
ology for the task of grounded QA from EHRs.

3.1 Dataset

The dataset used in this study was provided by the
organizers of the ArchEHR-QA shared task. It
comprises 120 patient cases (20 development and
100 test). Each case includes a patient question,
patient narrative and a clinician rewritten version
of the patient question, along with the associated
clinical notes with pre-annotated sentence numbers
for grounding. The development set has relevance
labels indicating whether each sentence is essential,
supplementary, or not-relevant for answering the
question (Soni and Demner-Fushman, 2025a).

3.2 Problem Formulation

Given a dataset D of patient questions and expert-
annotated clinical note excerpts, the task is to clas-
sify whether a sentence s € S is essential for an-
swering a question ¢ € Q. Each instance includes

alabel y € 0,1, defined as:

o

The dataset is D = (g, si,yi)f\il, where N is
the total number of question-sentence pairs.

1

0 otherwise.

if s is essential,

3.3 Model Fine-tuning

We fine-tune three BERT-based cross encoders:
BERT-base (uncased) (Devlin et al., 2019),
BioBERT (Lee et al., 2020) ', and BioClinical-
BERT (Alsentzer et al., 2019) 2 using the dataset
described in section 3.2. For each model, the ob-
jective is to predict whether a candidate sentence
s from the clinical note is essential to answer the
patient question q.

Input Representation: Each question-sentence
pair (g;, s;) is concatenated and tokenized as fol-
lows:

z; = [[CLS] ¢; [SEP] s; [SEP]]

The resulting sequence is tokenized with a maxi-
mum length of 512 tokens and fed into the trans-
former encoder to produce contextualized represen-
tations:

h; = Transformer(z;)

The embedding corresponding to the [CLS] token,
denoted hi[CLS] € R, is used as a joint representa-
tion of the question and candidate sentence.

3.3.1 C(lassification and Training

The joint representation is passed through a linear
classification head followed by a sigmoid activation
to produce a relevance score g;:

§i = o(Wh®1 4 b)

"https://huggingface.co/pritamdeka/
BioBERT-mnli-snli-scinli-scitail-mednli-stsb

2https://huggingface.co/emilyalsentzer/Bio_
ClinicalBERT
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where W € R4 and b € R are learnable param-
eters, and o(+) denotes the sigmoid function. The
models are optimized using binary cross-entropy
loss:

N

1

N E yz IOg yz 1 - yz) log(l - yz)]
=1

3.4 Retrieval and re-ranking

3.4.1 Bi-encoder Retrieval

For initial retrieval, we adopt a bi-encoder architec-
ture using BioBERT *implemented via Sentence-
Transformers (Reimers and Gurevych, 2019).

Given a question g and a set of candidate sen-
tences {s; }jj\il, we first encode them indepen-
dently using a bi-encoder architecture:

eq = BiEncoder(q)

es, = BiEncoder(s;), Vji=1,...,M

where e, €5 ; € R< are the resulting dense em-
beddings. Cosine similarity between the question
and each candidate sentence is computed as:

€q " €Es;

Sim(q, s —_—
(@%) = e, Tea ]

The top-K candidates with the highest similarity
scores are selected for re-ranking:

Stop = {Sj | rank(Sim(% 5])) S K}

where rank(-) denotes ranking based on similar-
ity in descending order.

3.4.2 Cross-encoder re-ranking
Each of the top- K candidates is concatenated with

the question and scored for relevance using the
fine-tuned cross-encoder:

= [[CLS] q [SEP] s; [SEP]]

Qj _ O_(WhECLS] + b)

where htS is the contextualized embedding of
the input, and y; € [0,1] is the predicted rele-
vance score. The top- N candidates with the highest
scores are selected as evidence for generation:

{s | rank(g;) < N}

Sevidence =

3https://huggingface.co/pritamdeka/
BioBERT-mnli-snli-scinli-scitail-mednli-stsb

3.5 Answer Generation

For the Answer generation stage, we employ
Mistral-7B-DPO 4, an instruction tuned causal lan-
guage model denoted as G(-;#). This model is
based on the Mistral 7B architecture (Jiang et al.,
2023) and has been optimized via Direct Prefer-
ence Optimization (DPO) to follow instruction and
align human preferences (Rafailov et al., 2023).
Given a structured prompt P which includes the
patient narrative, patient and clinician questions,
and the top- N evidence sentences, the model gener-
ates free-text answers in an autoregressive manner:

A=G(P; 0)

where A denotes the generated response and 6
represents the pretrained model parameters. The fi-
nal output consists of sentences that cite supporting
evidence by including sentence identifiers inline
using pipe symbols.

4 Experiments

4.1 Experimental Setup

We fine-tune the cross-encoder models on the de-
velopment set using the patient question. Given the
small size of the development set, we performed a
fixed split over cases to separate training and val-
idation subsets. Finetuning was conducted with
a batch size of 8 for up to 10 epochs with early
stopping if there is no improvement for 2 consecu-
tive evaluations. Optimization is performed using
AdamW with a weight decay of 0.01 and a learning
rate of 2 x 107°.

For sentence retrieval, we experimented with
different combinations of the number of candi-
dates retrieved by the bi-encoder (/') and re-ranked
by the cross-encoder (/V). Specifically, we evalu-
ated (K, N) = (5,20), (7,20), (10,25), (12, 30),
(13,30), and (15, 35). The configuration (13, 30)
yielded the best performance and was adopted in
the final retrieval pipeline.

For answer generation, we used a few-shot
prompt (Brown et al., 2020) using the two exam-
ples provided in the shared task description (Soni
and Demner-Fushman, 2025a). Generation was
performed with a sampling temperature of 0.70, a
maximum length of 200 tokens, and a target an-
swer length of up to 75 words, as specified by the
task organizers. If the model produced no output

4https://huggingface.co/NousResearch/
Nous-Hermes-2-Mistral-7B-DPO
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or generated an answer shorter than 65 words or
longer than 75 words, generation was retried up to
10 times.

4.2 Evaluation

For sentence retrieval, we evaluated our models on
the development set using precision, recall, and F1-
score, comparing the retrieved sentences against
the manually annotated ground truth. During fine-
tuning, we used the same metrics on the develop-
ment set to assess sentence-level classification per-
formance. The generated responses were assessed
using the official evaluation framework provided by
the organizers (Soni and Demner-Fushman, 2025b),
which balances two key aspects, Factuality and Rel-
evance. Factuality was measured by calculating
Precision, Recall, and F1 Scores between the cited
evidence sentences in the generated answer and
the manually annotated ground truth evidence sen-
tences. Relevance, on the other hand, was assessed
by comparing the generated answers to the ground
truth essential note sentences and the questions us-
ing BLEU (Papineni et al., 2002), ROUGE (Lin,
2004), SARI (Xu et al., 2016), BERTScore (Zhang
et al., 2019), AlignScore (Zha et al., 2023), and
MEDCON (Yim et al., 2023). The overall score
was computed as the mean of the Factuality and
Relevance scores.

4.3 Experimental Results & Discussion

Experimental results on the development set show
that among the fine-tuned models, shown in table 1,
BioBERT achieved the best performance and was
therefore selected as the cross-encoder re-ranker in
the retrieval pipeline.

Model Precision Recall F1-Score
BioClinical BERT 41.49 72.46 52.77
BERT-base 46.06 80.43 58.58
BioBERT 51.45 89.86 65.44

Table 1: Performance of fine-tuned cross-encoders on
the essential sentence prediction task in (%).

We also compare our system with using only
few-shot prompting as shown in table 2.

Few-shot prompting achieved a slightly higher
overall factuality score (47.90 vs. 45.45), how-
ever, our system outperformed it in overall rele-
vance (35.71 vs. 31.08) and overall score (40.58
vs. 39.49). Based on these results, we selected the
RAG system for testing.

Metric RAG Few-Shot Only
Overall Factuality Score 45.45 47.90
Overall Relevance Score 35.71 31.08
Overall Score 40.58 39.49

Table 2: Comparison of our system (RAG) with few-
shot prompting only (no retrieval). Both methods use
the Mistral 7B model.

Metric RAG Baseline
Overall Factuality Score 32.70  33.60
Overall Relevance Score  30.50  27.80
Overall Score 31.6 30.70

Table 3: Performance of our system (RAG) on the test
set.

Evaluation on the test set in table 3 showed that
our system achieved an overall relevance score of
30.50, outperforming the baseline score of 27.80.
This suggests that our system’s generated answers
were more aligned to the ground-truth essential
note sentences. However, it slightly underper-
formed in the overall factuality with a score of
32.70 compared to the baseline score of 33.60.
Despite this, our system achieved a higher over-
all score of 31.6, surpassing the baseline score
of 30.7, which was based on LLaMA 3.3 70B.
While our model (Mistral 7B parameters) is sig-
nificantly smaller than the LLaMa 70B model used
in the baseline system, it still delivers competitive
results which shows the effectiveness of retrieval
augmented generation for grounded clinical ques-
tion answering.

5 Conclusion & Future Work

In this work, we introduced our approach for
the grounded patient QA task using EHRs. Our
method uses a two stage retrieval pipeline using a
BioBERT based bi-encorder for initial relevant sen-
tence retrieval and a fine-tuned cross-encoder for
re-ranking to identify the most relevant sentences
for LLM (Mistral 7B) generation. Experimental
results show that our proposed approach improves
performance over the baseline in terms of overall
score (31.6 versus 30.70).

Future work should investigate alternative model ar-
chitectures and evaluate the performance of smaller
LLMs on larger datasets.

168



6 Limitation

Our study was constrained by several factors. First,
the development set used for fine-tuning was rela-
tively small thus using a larger dataset could yield
better performance. Second, our fine-tuning exper-
iments utilized smaller pretrained language models
due to resource constraints, exploring larger LLMs
could further improve performance.
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