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Abstract

Given the recent success of LLMs across dif-
ferent NLP tasks, their usability for data an-
notation has become a promising area of re-
search. In this work, we investigate to what
extent LLMs can be used as annotators for ar-
gument components and their semantic types in
German tweets through a series of experiments
combining different models and prompt con-
figurations. Each prompt is constructed from
modular components, such as class definitions
or contextual information. Our results suggest
that LLMs can indeed perform argument anno-
tation, particularly of semantic argument types,
if provided with precise class definitions. How-
ever, a fine-tuned BERT baseline remains a
strong contender, often matching or exceeding
LLM performance. These findings highlight
the importance of considering not only model
performance, but also ecological and financial
costs when defining an annotation workflow.

1 Introduction

Over the last decade, Argument Mining (AM) has
developed into a versatile research area. While
early work focused on basic tasks such as claim
(Daxenberger et al., 2017), evidence (Rinott et al.,
2015) and relation detection (Carstens and Toni,
2015), more recent research focused on the analy-
sis of argument quality (Wachsmuth et al., 2024)
and strategies (Schaefer et al., 2023). Text do-
main can be identified as another dimension of
variance. Early AM research was usually applied to
rather formal texts, e.g. persuasive essays (Stab and
Gurevych, 2017). Following this early trend, the fo-
cus somewhat shifted to include user-generated text
domains, e.g. ChangeMyView (Al Khatib et al.,
2020) or Twitter (Schaefer and Stede, 2021).
While these different subareas and -tasks of AM
include their own challenges, they usually have in
common a need for reliably annotated data, which
is reflected in a substantial amount of work focused
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at least in part on annotation. With data scarcity
being a common bottleneck in NLP tasks, recent
research has focused on the question to what extent
large language models (LLMs) can be leveraged for
data annotation. Although not explicitly designed
for classification, LLMs, being autoregressive mod-
els, can be prompted to function as annotators in
classification settings. Since research has shown
that modern LLMs perform well in zero-shot sce-
narios (Kojima et al., 2022), they are less dependent
on annotated corpora compared to encoder-only
models like BERT (Devlin et al., 2019), which re-
quire task-specific fine-tuning.

In this study, we investigate to what extent LLMs
can be utilized as annotators for argumentation. In
particular, we focus on Argument Component Type
Classification (ACTC) both in a coarse-grained, i.e.
claim and evidence, and in a fine-grained sense, i.e.
semantic argument types. We use the GerCCT cor-
pus as a starting point, our German tweet dataset,
which has previously been expert annotated for
argument components and their semantic types
(Schaefer and Stede, 2022). We developed an ex-
tensive list of experimental settings consisting of
an LL.M and a prompt. We applied three popu-
lar open-weight models of different sizes, namely
Llama-3.2-3B, Mixtral-8x7B, and Llama-3.3-70B.
Each prompt was constructed from a number of
modular components, e.g., class definitions or con-
textual information. We conducted experiments to
identify the ideal combination of LLM and prompt
to solve the annotation task and conclude this paper
with a discussion of our results as well as the nec-
essary aspects to consider when integrating LL.Ms
into an argument annotation workflow.

This paper is structured as follows. In Section 2
we present the related work, before describing the
corpus and the original approach in Section 3. In
Section 4 we focus on our experiments, methods,
and results. We discuss our findings in Section 5,
before concluding the paper in Section 6.
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2 Related Work

Our work mainly falls into three areas of study: 1)
AM on Twitter, 2) applying LLMs in AM scenarios,
and 3) using LLMs as annotators.

AM on Twitter. AM on Twitter has been investi-
gated in a number of studies, usually with a focus
on creating datasets. Bosc et al. (2016) annotated
4,000 tweets for argumentativeness as well as for
relations between tweets. Addawood and Bashir
(2016) annotated 3,000 tweets with a set of ev-
idence types, e.g. news or expert opinion. An
SVM approach trained on a mixed feature set per-
formed best in classification experiments. Bhatti
et al. (2021) annotated a large tweet corpus with
different premise classes with respect to a claim
hashtag. Best classification results were obtained
using a fine-tuned BERT model. Wiihrl and Klinger
(2021) annotated 1,200 tweets in the biomedical do-
main for explicit and implicit claims, as well as con-
ducted classification experiments. More recently,
Feger and Dietze (2024) applied a pre-classification
fine-tuning approach to BERTweet (Nguyen et al.,
2020) for the classification of reasoning and factual
content in full Twitter conversations. They used
contrastive loss and text augmentation in a Siamese
network, which yielded high results.

LLMs for AM. Given the recent prominence of
LLMs across various NLP tasks, work has been
conducted in the field of AM as well. Al Zubaer
et al. (2023) used GPT-3.5-Turbo and GPT-4 and
few-shot prompting for conclusion and premise de-
tection in a legal context. They found that both
models could not compete with a BERT model
and argued that this might be due to the LLMs not
being domain-specifically fine-tuned and their sen-
sitivity to prompt phrasing. Abkenar et al. (2024)
tested the suitability of different Mistral and Llama
variants for argument component and relation clas-
sification by applying them to previously published
AM corpora. They reported that LLMs yielded
better results for relation classification. They fur-
ther found that providing additional context had a
mixed effect on model performance. Cabessa et al.
(2025) fine-tuned several (quantized) open-weight
LLMs and applied them to several AM datasets.
They reported state-of-the-art results across differ-
ent tasks, including argument component and re-
lation classification. Similarly, Gorur et al. (2025)
showed that a set of open-weight and proprietary
LLMs applied to eleven datasets performed well
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for relation classification in a few-shot scenario.
Mixtral-8x7B yielded best results with Llama2-
70B ranging second. Altemeyer et al. (2025) ap-
plied GPT-4o to different frameworks of argument
summarization and reported good results. They
further evaluated the output for coverage and re-
dundancy using, among other approaches, GPT-40-
mini, which yielded high correlation with human
judgments. Favero et al. (2025) investigated the ap-
plicability of (fine-tuned) small LLMs to the tasks
of argument segmentation, classification and qual-
ity assessment in student essays. They showed
that fine-tuning improved results for segmentation
and classification compared to a few-shot approach
without fine-tuning, but worsened results for qual-
ity assessment. Also working on essays, Stahl et al.
(2024) explored the usability of different zero-shot
and few-shot prompts for essay scoring and feed-
back generation via LLMs. While generated feed-
back proved to be helpful, it did not appear to have
a strong effect on scoring. Wachsmuth et al. (2024)
discussed the potential of LLMs for assessing ar-
gument quality and proposed to feed models with
instructions inspired by argumentation theory dur-
ing fine-tuning.

LLMs for data annotation. Similar to their ap-
plication to AM tasks, LLMs also have been used
in data annotation scenarios. Early work by Gi-
lardi et al. (2023) showed that ChatGPT exceeded
the performance of crowdworkers in tweets and
news data across different tasks, e.g., topic annota-
tion. Pavlovic and Poesio (2024) used an LLM to
generate opinion distributions for different corpora
and found that these distributions notably diverged
from human annotations. Bibal et al. (2025) used
GPT-40 in an iterative workflow to both annotate
a named entity dataset and refine the annotation
guidelines based on these annotations, yielding im-
proved inter-annotator agreement compared to the
original guidelines. Mirzakhmedova et al. (2024)
applied LLMs to the task of argument quality an-
notation and reported that PaLM 2 produced labels
that were moderately consistent with human anno-
tations, compared to GPT-3.5-Turbo which showed
a more divergent outcome. Gligori¢ et al. (2025)
used LLM annotations and generated confidence
scores to guide human annotation. Both LLM and
human annotations were combined to calculate sta-
tistical estimates of different quantities of interest.
Bavaresco et al. (2024) evaluated the annotation re-
sults of eleven LLMs on 20 NLP datasets and found



that models exhibited notable variance with respect
to their performance, thus suggesting the need for
careful validation of the models’ capabilities.

While a certain overlap exists to previous stud-
ies, our work differs by 1) applying LLMs to an
annotation task in tweets, 2) focusing on German
data as opposed to the primary usage of English
data in the literature, and 3) conducting extensive
experimentation using a set of prompts constructed
from a number of relevant modular components,
e.g., class definitions and context.

3 Corpus and Original Approach

Starting point for our work is our previously pub-
lished GerCCT corpus (Schaefer and Stede, 2022).
The corpus is an annotated subset of a larger Ger-
man tweet dataset with a focus on climate change
discourse and consists of 1,200 tweet pairs in a re-
ply to relationship. While the reply tweet has been
annotated, the so-called source tweet has been used
as additional context during annotation.

The corpus contains expert annotations on the
full tweet level of semantic argument types, called
argument properties in our original paper, which
each fall into the category of either claim or ev-
idence. Claim types are unverifiable claim and
verifiable claim. Evidence types are reason and
external evidence.! This is a translated example
from the original paper: “You cannot negotiate
with nature. This is why you cannot prepare a cli-
mate protection package like a trade agreement.
It’s about science and its laws are non-negotiable.
[...]”, which has been annotated as containing the
types unverifiable claim, verifiable claim, and rea-
son.

We further used the argument type annotations to
derive argument component annotations, i.e. claim
and evidence, as well as the general +/- argumenta-
tive class, thus resulting in three layers of argument
annotation consisting of seven classes in total. We
use all layers in this work. See Table 1 for an
overview of argument classes and their annotation
proportions.

In addition to argument annotation, the corpus
has also been labeled for toxic language as well
as sarcasm. Importantly, in the original approach
argumentative and toxic language are considered
to be mutually exclusive, that is, a toxic tweet can-

"Note that the original annotations also include the argu-
ment type internal evidence. However, given that we did not
include it in our previous classification experiments due to it
being rarely annotated, we do not use it in this study either.
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Layer Class Proportion
Ist Argument 70
2nd Claim .65
2nd Evidence 25
3rd  Unverifiable Claim .59
3rd Verifiable Claim .20
3rd Reason A1
3rd External Evidence .14

Table 1: Argument classes and their proportions as an-
notated by Schaefer and Stede (2022). Each value repre-
sents the proportion of tweets that have been annotated
with the respective class, i.e. the proportions do not add
up to one.

not contain argumentation. Given this rule, we
consider the detection of toxic language as an im-
portant factor. However, in this work, we do not
pay attention to sarcasm detection.

In the original study, we used the annotated cor-
pus to train models for ACTC. We applied differ-
ent approaches with a fine-tuned BERT (bert-base-
german-cased)® model yielding best results for ar-
gument classes. In this study, we use the majority
baseline and the BERT results as baselines.

4 Experiments

In this study, we investigate to what extent LLMs
can be used as annotators for ACTC tasks, i.e. for
the annotation of argument components and their
semantic types. We approach this question via dif-
ferent experimental settings. Each setting is defined
by an LLM and a prompt. Each prompt is con-
structed of various modular components, including,
for example, the addition of class definitions or
context. Our complete list of experimental settings
is shown in Table 3.

In the following, we present the models and
prompts we used in our experiments. We continue
with a description of our inference runs we con-
ducted by applying Mixtral-8x7B to every combi-
nation of prompt and class. We then used the macro
F1 scores we obtained from these runs to identify
the best performing prompts, which we finally used
with Llama-3.2-3B and Llama-3.3-70B.3 We per-
formed permutation tests for statistical significance

2https: //huggingface.co/google-bert/
bert-base-german-cased

3Given the substantial carbon emissions of LLMs (Wu

et al., 2025) we decided to run the full set of experiments only
with Mixtral-8x7B.


https://huggingface.co/google-bert/bert-base-german-cased
https://huggingface.co/google-bert/bert-base-german-cased

Model Vendor Release
Llama-3.2-3B Meta AI  Sept 25, 2024
Mixtral-8x7B  Mistral AI Dec 11, 2023

Llama-3.3-70B  Meta Al Dec 6, 2024

Table 2: Large language models (ordered by size). The
B in the model name refers to the number of parameters
in billion.

testing and conclude this section with a description
of the results.

Models. We made use of three LLMs of different
sizes: Llama-3.2-3B, Mixtral-8x7B*, and Llama-
3.3-70B (see Table 2). By adding model size as a
variable, we could conduct more fine-grained anal-
yses with respect to the effect of parameter count.
All models are open-weight and multilingual in-
cluding German. We used Groq® for inference,
which quantizes model weights to 8 bits, while still
running calculations in 16 bits. We set the model
temperature to 0. For simplicity, we refer to these
models as Llama-3B, Mixtral, and Llama-70B.

Prompts. Each prompt can be described as a
combination of components (or their absence) that
are selected to enable the LLM to perform the task
(see Appendix A for an example). In the following,
we will describe each component in detail. Every
setting is defined as zero-shot, i.e. we decided to
not add annotation examples to the prompt to sup-
port the LLM. Also, in every setting we provide
the respective reply tweet and the name of the class
at hand and prompt the LLM to binarily annotate
a tweet with the label 1 or 0, e.g., +/- claim. Be-
ginning with this general structure, we continue to
build a prompt as follows. First, we may insert ad-
ditional helpful information in the form of context
or class definitions. Context refers to the source
tweet in a tweet pair, i.e. to the tweet that was not
annotated but was used as additional context by the
expert annotators in Schaefer and Stede (2022). By
adding a source tweet we try to simulate the con-
ditions under which the original annotation took
place. We add the class definition by providing a
translated version of the definitions given in the

*Mixtral-8x7B is a Mixture-of-Experts model. Rather than
representing a single 56B parameter model, it consists of eight
distinct 7B expert models, of which only a subset is activated
during inference. The selection of active expert models is
governed a gating network and depends on the respective
input prompt.

Shttps://groq.com/
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annotation scheme of the original paper (see Ap-
pendix B for the class definitions). While we tried
to stay as close to the annotation scheme as possi-
ble, we had to perform minor adjustments in order
to facilitate the task for the LLM.

In addition to inserting further information to
the prompt, we may task the LLM to ignore tweets
containing toxic language when performing the
annotation. Recall that in our previous study we de-
cided not to annotate argumentation in toxic tweets.
As this decision may be somewhat unintuitive, an
LLM could benefit from being explicitly prompted
to pay attention to toxic language. Finally, as
Rottger et al. (2024) showed, outcomes of LLMs
may be affected by an open vs forced-choice set-
ting. While we enforce the model to binarily label
a tweet, in some prompts we ask it to justify its
decision, thereby giving it space to argue its case.

In total, we designed 14 prompts with different
characteristics. We used a small subset of the cor-
pus (n: 50) and Mixtral to identify challenges in
prompt phrasing, as well as in transferring the an-
notation scheme into a form that can be leveraged
by an LLM. We eventually arrived at a number
of building blocks, i.e. succinct instructions and
placeholders, e.g. the definition of a specific class,
which we combined into prompts, depending on
the requirements of the respective setting.

Inference. Having constructed our full set of
prompts, we proceeded with running inference.
We prompted Mixtral to individually label each
tweet of the corpus with every class, according to
each experimental setting we defined, resulting in
1,200 x 7 x 14 inference calls. We postprocessed
the generated output with regular expressions to
extract the class label. We applied a simple heuris-
tic of extracting the first integer from the output
string. If the first integer was not O or 1 we labeled
the negative class, i.e. 0. Afterward, we calculated
macro F1 by using the original annotations as gold
standard.

To identify the best performing prompts, we
ranked them according to their performance as re-
flected by their macro F1 scores. We selected the
best performing prompt for the claim classes and
the evidence classes, respectively, and utilized them
to label the corpus with Llama-3B and Llama-70B,
resulting in four additional experimental settings.
We again performed postprocessing and evaluation
as described. Our F1 scores are shown in Table 3.


https://groq.com/
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Figure 1: Normalized ranking of prompts for all classes (bars), claim classes (dots), and evidence classes (squares).

Prompt Ranking. In order to identify the most
promising prompts to use for the annotation task,
we ranked them as follows. Given a set of prompts
P and a set of classes C, where |P| = 14 and
|C| = 7, we assign to each prompt a ranking score
R,, which we calculate as:

R, = Z Tpe
ceC

where 7, . is the rank of prompt p for class c.
Each rank is assigned with respect to the macro F1
of prompt p for class c, in descending order. We ap-
plied min-max normalization to rescale the ranking
scores to the range [0, 1]. The minimum ranking
score is defined as R,,;, = |C| and the maximum
ranking score is defined as R0 = |C| x |P|.
In addition to ranking scores for the entire set of
classes, we also calculated scores for claim and
evidence subsets, respectively, where |C| = 3, e.g.,
claim, unverifiable claim, and verifiable claim.

The prompt ranking is shown in Figure 1. When
analyzing the ranking for the full set of classes, de-
picted as bars in the figure, we found the following
pattern. While both the identification of toxic lan-
guage and the addition of class definitions tended
to have a benefiting effect, simplistic prompts that
only contain context or ask the model to argue its
decision could not compete. However, just prompt-
ing the model to consider toxic language when
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making a decision resulted in a decent ranking po-
sition.

Turning to the analyzes for the claim and evi-
dence class subsets, we found that claim classes
showed a substantially higher variance than evi-
dence classes (SD: 0.18 vs 0.09). We further found
that tox-def performed best for claim classes, while
for evidence classes fox-def-cont yielded the best
ranking position. We thus consider these prompts
as the most promising for argument component and
type annotation via LLM.®

Permutation Testing. We calculated statistical
significance by running permutation tests on the
comparison of the BERT baseline and the best per-
forming experimental setting per class. To this end,
we simulated the output of the BERT model by it-
eratively flipping labels starting from the gold stan-
dard until the desired macro F1 score was obtained,
e.g., 0.73 for the claim class. To achieve reliable re-
sults, we simulated the output of the BERT model
one hundred times per class.

We then ran two-sided permutation tests using
each of the one hundred simulations and the output
of the best performing experimental setting per

®Note that tox-def-arg ranked second for the full class set.
However, we only utilized the prompts with Llama-3B and
Llama-70B that ranked highest for the claim and evidence
sets, respectively.



Setting Model Argument Claim Evidence UC VC Reason EE
baseline majority 41 40 43 37 44 A7 46
baseline BERT .70 73 77 70 .69 .60 .86
tox-def Llama-3B 24 29 44 37 47 .53 A48
tox-def-cont Llama-3B 23 .26 44 30 44 48 49
zero-shot Mixtral .53 .61 51 S5 .70 .61 .52
arg Mixtral .55 .60 52 58 .70 .60 52
cont Mixtral .59 .59 .56 59 .61 .53 .53
def Mixtral .50 .61 Sl 59 .70 .59 .69
tox Mixtral .65 .61 .55 .61 .57 .56 .55
cont-arg Mixtral .58 .56 .55 57 .59 .55 .53
def-arg Mixtral 48 .62 .54 59 71 .58 .68
tox-arg Mixtral .66 .59 .56 .62 54 .55 .54
tox-cont Mixtral .64 .61 .58 39 .57 48 54
tox-def Mixtral .63 .63 54 62 .62 .53 71
tox-cont-arg Mixtral .63 .61 57 .61 .55 .50 .54
tox-def-arg Mixtral .66 .59 .56 .64 .63 .50 71
tox-def-cont Mixtral .65 .60 .58 .61 .59 Sl .70
tox-def-cont-arg Mixtral .65 57 57 .61 .57 48 .68
tox-def Llama-70B .53 71 .66 72 .68 .64 90
tox-def-cont Llama-70B .66 72 .63 69 .72 .61 .88

Table 3: Macro F1 scores by experimental setting and class. The baseline results are taken from Schaefer and Stede
(2022) (UC: unverifiable claim; VC: verifiable claim; EE: external evidence).

class. We conducted 10,000 permutations per test
and used the difference in macro F1 as the test
statistic. The null hypothesis (Hy) assumes that
both BERT and LLM outputs are sampled from the
same distribution, i.e. observed differences are due
to chance. We report the mean of p-values and the
percentage of p-values < 0.05 (see Table 4).

Results. We report macro F1 scores (see Table 3)
for comparison with the majority and BERT base-
lines taken from our previous study. To begin with,
we found that in most experimental settings the
majority baseline was surpassed. Only the smallest
model Llama-3B appeared to be unable to suffi-
ciently solve the task with tox-def-cont performing
worse than tox-def.

Mixtral, on the other hand, showed mixed re-
sults with respect to the class at hand. While, for
the general argument class, it could compete with
Llama-70B tox-def-cont in some settings, F1 scores
ranging from 0.63 to 0.66, and even outperformed
Llama-70B tox-def in most settings, the claim and
evidence component classes appeared to be more
challenging. There Mixtral showed a substantial
distance to Llama-70B, especially for the claim
class. Turning to the semantic type classes, we
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found that Mixtral yielded mediocre results for un-
verifiable claim with most settings ranging between
0.57 and 0.62. For verifiable claim, however, we
found that Mixtral mildly exceeded the BERT base-
line using the following comparatively simplistic
prompts: def-arg, def, arg, or zero-shot. Neither of
these scores, however, were statistically significant.
With respect to reason, some Mixtral settings were
able to compete with the BERT baseline, while for
external evidence Mixtral performed substantially
worse than both Llama-70B and BERT.

Llama-70B yielded the best F1 scores of all
LLMs. This was achieved primarily by using the
tox-def prompt. However, tox-def-cont notably out-
performed tox-def for the general argument class
(0.66 vs 0.53) and also showed better results for
verifiable claim (0.72 vs 0.68). With respect to
the BERT baseline, Llama-70B surpassed it in all
semantic type classes, while BERT yielded better
results for the argument component and general
argument classes.

We conclude Section 4 with our permutation
test results (see Table 4), where we report mean
p-values per class as well as the percentage of p-
values < 0.05. We found that p < 0.05 for both



Class BERT LLM P-Value
Argument .70 .66 .035*%  100%
Claim .73 12 571 0%
Evidence 77 66 = 0***  100%
ucC .70 12 392 0%
VC .69 12 145 0%
Reason .60 .64 .048%* 67%
EE .86 .90 .035*  100%

Table 4: Permutation test results: mean of p-value and
percentage of p-values < 0.05 (* p < 0.05, *** p <
0.001). For convenience, we show the best LLM results
as well as the BERT baseline.

reason and external evidence, thus indicating a
statistically significant difference in model perfor-
mance. From the F1 scores we can conclude that
this difference is driven by Llama-70B outperform-
ing BERT. However, we failed to reject the null hy-
pothesis for unverifiable claim and verifiable claim.
Considering the argument component classes, we
found evidence for a significant effect for the evi-
dence class (p < 0.001), while we again failed to
reject Hy for the claim class. The argument class,
on the other hand, also yielded p < 0.05. Thus,
for argument and evidence we can conclude that
BERT significantly surpassed Llama-70B given the
respective F1 scores. With respect to the percent-
ages of p-values < 0.05, we found a rather binary
pattern. Statistically significant classes showed a
percentage of 100% of p-values < 0.05 with the ex-
ception of reason (67%), thereby indicating a less
reliable effect for this class. In those cases where
we failed to reject the null hypothesis on average,
we did not find any cases of p-values < 0.05.

5 Discussion

LLMs do not necessarily outperform BERT.
While we provided evidence for LLMs being able
to solve the task of argument annotation in specific
experimental settings, we did not find that they out-
performed the BERT baseline per se. Furthermore,
we observed for the semantic types unverifiable and
verifiable claim that advantages of using an LLM
instead of BERT might be actually due to chance,
since we failed to reject Hy. We also found that
the BERT approach significantly outperformed the
best LLM setting for the general argument class as
well as the evidence class. Our results are thus in
line with mixed results previously reported in the
literature (Mirzakhmedova et al., 2024; Stahl et al.,
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2024).

Importantly, we do not consider a statistically
significant effect as a prerequisite to employ an
LLM to the annotation task, given that utilizing
BERT also failed to significantly exceed the perfor-
mance of the best LLM setting for most classes.
Thus, we interpret the performance of both ap-
proaches to be similar enough to warrant their im-
plementation. However, we suggest that the absent
dominance of the LLM approach is a strong argu-
ment in favor of keeping the human in the loop.
Since efficiently prompting an LLM is not a triv-
ial task, we argue that precise annotation guide-
lines, developed by (human) experts as well as
thoroughly validated by using annotator agreement
metrics, e.g., Krippendorff’s «, are necessary to
ensure reliability and confidence in the annotations.
Provided with these guidelines, an LLM may be
capable of performing the remainder of the annota-
tions.

Providing definitions is essential. Our results
indicate that providing definitions of classes has a
beneficial effect, as shown by the better ranking of
prompts that include definitions. This is especially
the case for the best performing prompts tox-def
and tox-def-cont. We argue that providing defini-
tions may be especially necessary for argumenta-
tion, as argument categories, e.g. claim, tend to
have a common meaning which differs from their
more formal definition in the context of AM. Fur-
ther our results suggest that class definitions need
to be precise. While using Llama-70B led to best
results for all argument properties, i.e. for those
classes with rather concise definitions, it performed
worse for argument components and the general
argument class. We argue that this may be due to
their definitions being more complex since they are
essentially combinations of the simpler semantic
type definitions.

With respect to the other prompt components,
we find our assumption confirmed by the prompt
ranking that toxic language detection indeed has a
positive effect on the results. This is intuitive given
the definition of argumentation in the annotation
guidelines. In contrast, our prompt ranking further
hints that providing additional context does not ben-
efit the results. Although one of the best perform-
ing prompts does include context, i.e. tox-def-cont,
we argue that its good performance mainly results
from the combination of toxic language detection
and class definitions, given that the prompt tox-def



appeared to yield better results for most classes.
We suggest that this might be due to the context
having a deviating effect on the model, as it needs
to process another piece of text, which does not
need to be labeled. Finally, we fail to find an effect
of prompting an LLM to justify its decision. How-
ever, we still consider this to be potentially helpful,
as it enables the researcher to interpret the model
output.

Model size matters. One main outcome of our
experiments is the apparent importance of model
size. While the medium-sized Mixtral model
yielded good results in some experimental settings,
even the majority baseline proved to be a chal-
lenge for Llama-3B. Best results were consistently
achieved by Llama-70B, which, however, does not
imply that it outperforms the BERT baseline, as we
have previously discussed.

These findings are in line with previous research
indicating that a larger number of parameters en-
ables LLMs to more efficiently capture both se-
mantic nuances which are prevalent in a subjective
task such as argumentation as well as complexity
of contextual information. It further suggests that
better results can be obtained by applying models
of size > 70B to the task. However, this is a mere
hypothesis and requires rigorous testing given that
argument annotation remains a challenging task.

It also raises the question to what extent the com-
pletion of a task justifies the added resources asso-
ciated with employing increasingly large models.
An alternative approach would to be to improve the
performance of smaller models, so-called small lan-
guage models. While our results show that Llama-
3B is not suitable to solve the task, more research
in this direction may result in higher model per-
formance, while keeping energy consumption at a
lower rate.

Resources should be considered. Data annota-
tion tends to be expensive in terms of financial and
ecological resources. The classic approach is to
train a group of expert annotators to solve the task
by following a set of clearly defined annotation
guidelines. As these guidelines need to be vali-
dated, several ratings per data point are required,
thus potentially rendering the annotation of a cor-
pus a costly endeavor.

On the other hand, training and running an LLM
causes a substantial amount of carbon emissions,
which requires ethical considerations. Wu et al.
(2025) investigated the effect of model size, quan-

tization, and hardware on carbon emissions. They
found that smaller models tend to outperform larger
ones with respect to carbon emissions with increas-
ing request rates, while larger models benefit the
most from quantization. In addition, older hard-
ware tends to contain less embodied carbon than
newer hardware. Both types of resource need to
be considered in combination with model perfor-
mance, in order to decide on the ideal approach for
the task.

6 Conclusion

In this study, we investigated to what extent LLMs
can be integrated into an argument annotation work-
flow, with a special focus on ACTC on tweets both
on the level of argument components and semantic
types. To this end, we defined experimental settings
consisting of model and prompt and used Mixtral
to identify the most promising prompts for the an-
notation task, i.e. tox-def and tox-def-cont, before
utilizing them with Llama-3B and Llama-70B. In
order to run permutation tests for significance test-
ing between the BERT baseline and the best per-
forming experimental settings, we simulated the
output of the BERT model.

While we found the annotation task to be chal-
lenging for an LLM, we identified specific combi-
nations of prompt and LLM that produced good
results, especially for the classification of seman-
tic types. However, we also found that a BERT
model fine-tuned on human expert annotations was
a strong contender, rendering the choice of the best
approach a non-trivial one. We argued in favor of
precise guidelines, ideally created and validated by
human experts, as well as clear class definitions to
facilitate the annotation task. Given the guidelines,
an LLM could undertake the main part of the anno-
tation. However, we also suggested considering the
required resources, both financial and ecological,
alongside model performance when deciding on
the best approach to employ.

For future research, we are interested in testing
the applicability of advanced prompting techniques
such as few-shot and chain-of-thought prompting.
In addition, approaching the annotation task in an
open setting in combination with another LLM to
make the final judgment, similar to the approach
carried out in Rottger et al. (2024), could be a fruit-
ful direction to follow. We also aim to extend our
approach to capture more complex argumentation
structures. Finally, we consider exploring label



variation of LLMs to be a promising next research
direction, both with respect to the annotation it-
self as well as the usability of label variation for
classification (Plank, 2022).

Limitations

In our experiments, we made use of a single corpus.
Extending the number of corpora both within the
task of ACTC and across different AM tasks could
give a clearer picture with respect to the usabil-
ity of LLMs in an argument annotation workflow.
Similarly, applying a larger number of LLMs may
result in a more comprehensive understanding of
the capabilities of these models.

This limitation also extends to the investigation
of a single language, i.e. German. While being
common in areas of NLP research that are not ex-
plicitly multilingual in nature, this raises the ques-
tion to what extent the results generalize cross-
linguistically.

So far, we have produced single LLLM annota-
tions and compared them to expert annotations of
the corpus, thus creating a scenario of two anno-
tators. The study may benefit from the generation
of multiple LLM outputs that simulate the work of
multiple human annotators.

Previous research has shown that LLMs tend to
be sensitive to exact prompt phrasing (Rottger et al.,
2024). While we defined different prompt settings,
we did not create prompt variants within a setting.
This could lead to more robust results.

Ethical Considerations

Previous research has shown that LLMs produce
biases (Gallegos et al., 2024). While this is also
true for other models and human annotators, this
may result in skewed annotations, especially in
argumentative texts which tend to deal with contro-
versial topics. Applying LLMs to annotation tasks
in less-resourced languages like German may in-
crease these biases, as well as eventually using the
annotated data for fine-tuning purposes, potentially
resulting in a self-reinforcing feedback loop.

Furthermore, while automating data annotation
via LLMs may be feasible, it also may result in the
replacement of paid labor for human annotators,
thereby having socioeconomic implications that
should be considered when designing an annotation
study.
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A Prompt Example

German version:

Du bist ein erfahrener Assistent fir die Analyse von Argumentation im Text. Du bekommst einen Text, eine
Argumentationskategorie, eine Definition der Argumentationskategorie und einen Kontext. Deine Aufgabe ist es zu
entscheiden, ob der Text die Kategorie enthalt oder nicht. Antworte mit 1, wenn die Kategorie vorhanden ist. Antworte mit
0, wenn die Kategorie nicht vorhanden ist. Wenn der Text toxische Sprache wie zum Beispiel Beleidigungen enthalt,
antworte auch mit 0. Beriicksichtige den Kontext bei deiner Entscheidung. Nutze die Definition der Kategorie, um eine
Entscheidung zu féllen. Begriinde deine Antwort.

Kontext: “"“{context}™"

Argumentationskategorie: {category}

Definition der Argumentationskategorie: *"*{definition} ™

Text: {text}

English translation:

You are an experienced assistant for analyzing argumentation in text. You will be given a text, an argumentation category,
a definition of the argumentation category, and a context. Your task is to decide whether the text contains the specified
category or not. Answer with 1if the category is present. Answer with O if the category is not present. If the text contains
toxic language, such as insults, also answer with 0. Take the context into account when making your decision. Use the
definition of the category to guide your judgment. Argue for your answer.

Context: ““{context}™™

Argumentation category: {category}

Definition of the argumentation category: " {definition} ™

Text: {text}

Figure 2: The prompt for setting tox-def-cont-arg. It includes 1) the identification of toxic language, makes use of 2)
class definitions and 3) context, as well as 4) asks the model to argue for its answer.
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B Class Definitions

Class Definition

Argument  An argument contains at least one claim or piece of evidence. A claim includes
unverifiable claims and verifiable claims. An unverifiable claim is a subjective
standpoint or positioning. A verifiable claim can potentially be verified by
another source, such as scientific papers or statistics. Evidence is proof of an
unverifiable claim or a verifiable claim. Types of evidence are external evidence
or reason. External evidence includes, for example, news, expert opinions and
quotations. External evidence is often provided via links. Evidence can also be
reason, which means that it justifies an unverifiable claim or a verifiable claim.

Claim A claim includes unverifiable claims and verifiable claims. An unverifiable claim
is a subjective standpoint or positioning. A verifiable claim can potentially be
verified via an external source, such as scientific references or statistics.

Evidence  Evidence is proof of an unverifiable claim or a verifiable claim. Types of
evidence are external evidence or reason. External evidence includes, for example,
news, expert opinions and quotations. External evidence is often provided via links.
Evidence can also be reason, which means that it justifies an unverifiable claim
or a verifiable claim.

ucC An unverifiable claim is a subjective standpoint, positioning, interpretation
or prognosis. Although such a statement is unverifiable, it can still be sufficiently
supported by providing reasons.

VC A statement is considered a verifiable claim, if it can potentially be verified via an
external source. However, it is not sufficient for a statement to be identified as
verifiable by linguistic means alone. Potential sources for verifiable claims
include, for example, scientific references, statistics, political manifestos
and lexicon entries. Verifiable claims do not have to be factually correct.

Reason Reason is a statement that justifies an unverifiable claim or a verifiable claim.
The unverifiable claim or verifiable claim must also be present in the text.
An unverifiable claim is a subjective standpoint or positioning. A verifiable claim
can potentially be verified by an external source, such as scientific references
or statistics. The connection between reason and an unverifiable claim or
verifiable claim is often causal.

EE External evidence is a source of proof for an unverifiable claim or a verifiable
claim. An unverifiable claim is a subjective standpoint or positioning. A verifiable
claim can potentially be verified by an external source, such as scientific
references or statistics. External evidence does not have to be factually correct.
External evidence must be explicitly present in the text. It includes, for example
news, expert opinions, blog entries, books, petitions, images and quotations.
External evidence is often provided via links, which is why links are considered
external evidence.

Table 5: The class definitions. Each definition has been translated from the respective German version we used for
prompting. (UC: unverifiable claim; VC: verifiable claim; EE: external evidence).
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