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Abstract

This paper presents StateCloud’s submission to
the Critical Questions Generation (CQs-Gen)
shared task at the Argument Mining Workshop
2025. To generate high-quality critical ques-
tions from argumentative texts, we propose a
framework that combines prompt engineering
with few-shot learning to effectively guide gen-
erative models. Additionally, we ensemble
outputs from diverse large language models
(LLMs) to enhance accuracy. Notably, our ap-
proach achieved 3rd place in the competition,
demonstrating the viability of prompt engineer-
ing strategies for argumentative tasks.

1 Introduction

Critical Questions (CQs) play a pivotal role in ar-
gumentation by challenging the validity, relevance,
or sufficiency of claims. Automated generation of
CQs from argumentative texts has emerged as a
key task in computational argumentation, enabling
systems to engage in nuanced discourse. The CQs-
Gen shared task at the Argument Mining Workshop
2025 aims to advance this capability by developing
a system model to produce high-quality, contextu-
ally relevant CQs.

In this paper, we present StateCloud’s submis-
sion to the CQs-Gen task(Calvo Figueras et al.,
2025). Our approach centers on prompt engineer-
ing to guide generative LLMs toward producing
critical questions that adhere to domain-specific
requirements. While fine-tuning LLMs is a com-
mon strategy, we prioritize few-shot learning with
carefully curated prompts to leverage pre-trained
knowledge efficiently. We further enhance accu-
racy by ensembling outputs from diverse state-of-
the-art LLMs.

The main contributions of this work are:

• A systematic framework for prompt engineer-
ing tailored to argumentative CQs generation.

∗Corresponding Author.

• Empirical validation of model ensembling for
improving question accuracy.

Our system achieved 3rd place in the compe-
tition, demonstrating the effectiveness of prompt-
driven strategies.

2 Related Work

2.1 Critical Question Generation in
Argument Mining

CQs-Gen is a specialized task in computational
argumentation that focuses on identifying and for-
mulating questions that challenge the validity, rele-
vance, or sufficiency of arguments.

With the advent of machine learning, super-
vised approaches (Nguyen and Litman, 2016);
(Opitz and Frank, 2019) emerged, training clas-
sifiers or sequence-to-sequence models on anno-
tated datasets. These methods improved general-
ization but required substantial labeled data, which
is costly to obtain for argumentative tasks.

To address this limitation, researchers have ex-
plored transfer learning(Dutta et al., 2022); (Hua
and Wang, 2022). Dutta et al. used web data for
argumentative knowledge, adapting Transformers
via Selective MLM (masking discourse markers in-
stead of random tokens) and prompt-based relation
prediction, reducing labeled data needs.

2.2 Prompt Engineering for Generative Tasks
Prompt engineering has emerged as a critical
methodology for optimizing the performance of
LLMs across diverse domains (Zhang et al.,
2023);(Brown et al., 2020). Unlike traditional fine-
tuning approaches that require extensive parameter
updates, prompt engineering operates through care-
fully designed input formulations that guide LLMs
to produce desired outputs without modifying their
underlying architecture.

The concept of prompt engineering originated
from observations that LLMs are highly sensitive
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流程

[role]:�You�are�a�helpful�assistant�...

[task]:�Suggest�one�critical�question�...

[requirement]:�You�need�to�...

[example]:�Here�is�an�example...

[input]:{intervention}

[sequential]:�Useful�quesions:

{1st-turn�cq}

{2nd-turn�cq}

Please�give�another�useful�question.

QwQ

LLaMA

DeepSeek

LLaMA

QwQ

Are�there�any��...

3rd�turn�generation

Is��it�fair�to�...

Are�there�any��...

Is��it�fair�to�...

Could�not�...

ensembling�outputs

Figure 1: Our framework employs a sequential ensembling approach to integrate the outputs of different LLMs.
The output from each preceding model is incorporated into the prompt template for the subsequent generation step.

to input phrasing. Seminal work by (Bsharat et al.,
2024) demonstrated how subtle changes in prompt
structure could yield dramatically different outputs
in creative writing tasks. Their study presents prin-
cipled guidelines for improving prompt quality, in-
cluding techniques such as combining affirmative
and negative directions, structured formatting, and
role assignment.

Subsequent research has introduced more rigor-
ous frameworks for prompt construction, including:
Chain-of-Thought (CoT) prompting (Wei et al.,
2022); Tree-of-Thoughts (ToT) prompting (Yao
et al., 2023); (Long, 2023); Self-Refine prompting
(Madaan et al., 2023).

However, robustness issues persist as model out-
puts remain highly sensitive to subtle prompt vari-
ations, necessitating more stable and transferable
solutions.

3 Task Description

The CQs-Gen task involves generating meaningful
CQs in response to an argumentative text. A dataset
of real debate interventions, along with associated
CQs, is provided. The validation dataset consists
of 186 interventions.

The goal is to develop a system that takes an
intervention as input and outputs exactly three CQs,
all of which should be effective in challenging the
arguments presented.

Each of the three CQs will be independently
evaluated by computing the cosine similarity be-
tween the embeddings of generated CQs and ref-
erence CQs using sentence transformers 1, then

1https://huggingface.co/sentence-transformers/stsb-
mpnet-base-v2

assigning one of four labels: Useful, Not-Able-to-
Evaluate, Unhelpful, or Invalid. If the similarity
score exceeds a predefined threshold, the generated
CQ will inherit the same label as its correspond-
ing reference CQ. Otherwise, it will be labeled as
Not-Able-to-Evaluate. Finally, the individual ques-
tion evaluations will be aggregated into an overall
score.

4 Methodology

4.1 Framework Overview

Our system generates one question at a time and
combines model outputs to produce a specified
number of questions. Our scripts are publicly avail-
able on GitHub. 2 The framework integrates these
key components:

Prompt Engineering We constructed multiple
templates with varying structures and linguistic
styles, carefully designing the model’s role and
generation requirements within the prompts. We
also evaluated the effectiveness of in-context learn-
ing.

Model Ensembling To maintain high-quality
question generation while improving output stabil-
ity, we aggregated outputs from multiple models in-
cluding QwQ and others. We compared the effects
of sequential versus parallel ensemble approaches.

4.2 Prompt Design

We designed four different prompts (shown in Ap-
pendix A), all specifying the model’s role as a
"helpful assistant with critical thinking skills." The
variations include:

2https://github.com/QQJellyy/StateCloud-at-CQs-Gen-
share-task.git
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Models USE UNCERTAIN
Llama-3-8B 70.4 % 11.8 %

Llama-3.3-70B 75.8 % 9.1 %
qwen2.5-7B 71.0 % 14.5 %
qwen2.5-14B 64.5 % 18.3 %
qwen2.5-32B 71.0 % 12.9 %
qwen2.5-72B 76.3 % 5.4 %

QWQ-32b-32B 66.7 % 16.1 %
DeepSeek-R1-671B 61.3 % 21.0 %

Table 1: The performance of some open-source general
large language models. USE denotes the number of
Useful questions. UNCERTAIN denotes the number of
Not-Able-to-Evaluate questions.

Zero-shot A zero-shot prompt containing only
the target intervention and generation requirements.

Few-shot A few-shot prompt featuring an ex-
ample intervention with corresponding helpful and
unhelpful CQs.

Oral-expression A version with more conversa-
tional requirement phrasing to examine the impact
of linguistic style.

Requirements-ahead A structurally modified
prompt placing requirements earlier to investigate
component ordering effects.

4.3 Model Ensembling

We selected n candidate open-source models and
evaluated their performance using a calibration
dataset. Two ensembling methods were imple-
mented:

Parallel Ensemble The top 3 models each gen-
erate one CQ independently, with results combined
directly. This configuration operates under the ex-
plicit assumption that model diversity inherently
produces distinct question formulations, thus inten-
tionally omitting deduplication steps.

Sequential Ensemble A single model generates
an initial CQ. Subsequent CQs are produced itera-
tively by incorporating all previous results into the
prompt (similar to few-shot learning). The sequen-
tial template is detailed in Appendix A.

5 Experiment Setup

5.1 Dataset

Our experiments utilized two data components.

• A randomly selected intervention from the
sample set, paired with its corresponding use-
ful and unhelpful question pairs for few-shot
demonstration.

Prompt versions USE UNCERTAIN
zero-shot 74.7% 9.7%

requirements-ahead 75.3% 7.0%
oral-expression 75.8% 8.1%

few-shot 76.3% 5.4%

Table 2: The performance of prompt engineering. Here
we use the Qwen2.5-72B model. USE denotes the num-
ber of Useful questions. UNCERTAIN denotes the num-
ber of Not-Able-to-Evaluate questions.

Prompt versions Combination Strategy USE UNCERTAIN
Qwen + R1 parallel 68.8% 13.2%
Qwen→R1 sequential 74.5% 7.6%

Qwen + Qwen parallel 76.4% 5.4%
Qwen→Qwen sequential 77.2% 5.9%

Table 3: The performance of model ensembling. USE
denotes the number of Useful questions. UNCER-
TAIN denotes the number of Not-Able-to-Evaluate ques-
tions. Qwen denotes Qwen2.5-72B-Instruct. R1 denotes
DeepSeek-R1.

• The full validation set comprising 186 inter-
ventions, each annotated with multiple use-
ful, unhelpful, and invalid CQs for evalua-
tion. This structure enabled both effective
few-shot learning and comprehensive evalua-
tion of model performance.

5.2 Models

We selected eight state-of-the-art open-source mod-
els based on three criteria: model size, training data
distribution and reasoning capability. Details of the
selected models are provided in Tables 1. All mod-
els were inferred using HuggingFace Transformers
with default generation configurations (tempera-
ture, top-p, etc.).

6 Results and Analysis

6.1 Model Comparison

The performance of general and reasoning LLMs
on the validation set are presented in Tables 1, re-
spectively. Since neither Unhelpful nor Invalid
labels constitute effective challenges, we focus pri-
marily on Useful and Not-Able-to-Evaluate labels
to highlight valid or potentially valid critiques. The
top-performing model was Qwen2.5-72B-Instruct,
generating 142 useful CQs for 186 interventions,
with LLaMA-3.3-70B closely following at 141 use-
ful CQs.

Scaling Effects While larger models produced
more useful CQs, consistent with expectations,
the marginal gains were surprisingly small: both
LLaMA and Qwen models at 7B/8B scales gen-
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System Models USE(val) UNCERTAIN(val) USE(test) UNCERTAIN(test)
System 1 Qwen2.5-72B→72B→72B 76.2% 6.1% 45.1% 5.9 %
System 2 Qwen2.5-72B + 32B +7B 72.8% 10.9% 42.2% 15.7 %
System 3 Qwen2.5-72B + QwQ + DeepSeek-R1 71.3% 10.4% 47.1% 22.5 %

Table 4: Performance of the three final submitted systems on the validation and test sets. "→" denotes sequential
ensembling, while "+" indicates parallel ensembling. Bold values indicate best performance across systems.

erated approximately 131 useful CQs, while their
70B/72B counterparts produced only about 10 ad-
ditional useful CQs.

Reasoning Models Underperform Despite rea-
soning models’ strong performance on benchmark
tasks, they did not outperform general LLMs in
useful CQ generation on validation set. Notably,
reasoning models produced significantly more Not-
Able-to-Evaluate CQs, suggesting they may gener-
ate more novel CQs beyond the annotation scope.
This leaves open the possibility that their true capa-
bility might be underestimated by current evalua-
tion metrics.

6.2 Prompt Design Analysis

Using Qwen2.5-72B-Instruct, we evaluated vari-
ous prompt designs (Table 2), revealing several in-
sights. The performance variation between prompts
proved minimal (142 vs. 139 useful CQs, ∆=2%),
significantly overshadowed by model selection im-
pacts. Few-shot prompting demonstrated a clear
trade-off: while increasing useful CQ counts, it si-
multaneously caused a 44% reduction in uncertain
questions (from 18 to 10) while increasing unhelp-
ful and invalid outputs.

6.3 Model Ensembling

Our framework implements model ensembling to
generate multiple CQs for each intervention. Com-
parative results for generating two CQs are pre-
sented in Table 3, demonstrating the superior per-
formance of sequential ensembling over parallel
approaches. The sequential method shows particu-
lar effectiveness when applied to reasoning models
such as R1, yielding a statistically significant in-
crease in useful CQs generation (114 vs. 135 useful
CQs, ∆=18%). Notably, this approach maintains
its advantage even when employing identical mod-
els, suggesting that the contextual incorporation
of previously generated CQs enhances subsequent
question quality. This phenomenon indicates that
exposing the model to its own outputs creates a
beneficial self-refinement mechanism, where each
generated question informs and improves subse-
quent outputs.

7 Submission

We evaluated multiple systems and selected the top
three for final submission based on the number of
Useful and Not-Able-to-Evaluate CQs generated.
The results are presented in Table 4. System 1
employed a sequential approach, where Qwen2.5-
72B generated three CQs in succession. System
2 used a parallel ensemble of Qwen2.5-72B, 32B,
and 7B models. System 3 combined Qwen2.5-72B,
QwQ, and DeepSeek R1 in parallel.

On the validation set, System 1 produced the
highest number of Useful CQs, while Systems 2
and 3 generated more Not-Able-to-Evaluate CQs,
indicating greater potential for diverse questioning.
However, on the test set, System 3 achieved the
highest counts for both types of CQs, demonstrat-
ing superior overall performance.

8 Conclusion

This paper presented StateCloud’s comprehensive
framework for the CQs-Gen shared task, integrat-
ing innovative prompt engineering with model en-
semble techniques. We submitted three different
systems, with System 3 emerging as our top per-
former, ultimately achieving 3rd place in the com-
petition.

Our systematic evaluation yielded several key
insights: (1) While larger models (e.g., Qwen2.5-
72B-Instruct) achieved marginally better perfor-
mance, the scaling benefits diminished significantly
beyond 7B parameters; (2) Sequential model en-
semble demonstrated superior effectiveness over
parallel approaches, particularly for reasoning mod-
els, which presents a promising direction for en-
hancing question quality without additional super-
vision.

9 Limitations

Our study was constrained by the fixed annotation
scope of the validation set, which may not fully cap-
ture the models’ reasoning capabilities. Due to the
limited number of systems submitted, we did not
evaluate the performance of sequential ensembles
with reasoning models.
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A Prompts

We developed four distinct prompt configurations,
with key differentiators highlighted in bold.

Here is the zero-shot prompt:

(1) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in this text:

<text>

{intervention}

</text>

Requirements for the question:

<requirement>

1. Keep the question simple—no explana-
tions or justifications.

2. Ensure logical reasoning aligns with
the text.

3. Focus exclusively on content within
the provided text.

4. Avoid introducing new concepts or
external ideas.

5. Make it specific to the arguments in
the text (not generic).

6. Target a single argument critically
(e.g., a precise reading-comprehension
critique).

</requirement>

"""
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Here is the few-shot prompt:

(2) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in this text:

<text>

{intervention}

</text>

Requirements for the question:

<requirement>

1. Keep the question simple—no explana-
tions or justifications.

2. Ensure logical reasoning aligns with
the text.

3. Focus exclusively on content within
the provided text.

4. Avoid introducing new concepts or
external ideas.

5. Make it specific to the arguments in
the text (not generic).

6. Target a single argument critically
(e.g., a precise reading-comprehension
critique).

</requirement>

Here is an example.

<text>

{Intervention example}

</text>

Useful questions:

{Useful question 1}

...

Unhelpful questions:

{Unhelpful question 1}

...

Please give an useful question.

"""

Here is the oral-expression prompt:

(3) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in this text:

<text>

{intervention}

</text>

Requirements for the question:

<requirement>

1. Be useful (challenge one of the argu-
ments in the text).

2. The reasoning should be right.

3. Be related to the text.

4. Do not introduce new concepts not
present in the text.

5. Avoid being too general that could
be applied to any text.

6. Be critical with one of the ar-
gument in the text (e.g. a reading-
comprehension question).

</requirement>

Here is an example.

<text>

{Intervention example}

</text>

Useful questions:

{Useful question 1}

...

Unhelpful questions:

{Unhelpful question 1}

...

Please give an useful question.

"""

Here is the requirements-ahead prompt:

(4) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in the given text.
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Requirements for the question:

<requirement>

1. Be useful (challenge one of the argu-
ments in the text).

2. The reasoning should be right.

3. Be related to the text.

4. Do not introduce new concepts not
present in the text.

5. Avoid being too general that could be
applied to any text.

6. Be critical with one of the argument
in the text (e.g. a reading-comprehension
question).

</requirement>

Here is an example.

<text>

{Intervention example}

</text>

Useful questions:

{Useful question 1}

...

Unhelpful questions:

{Unhelpful question 1}

...

<text>

{intervention}

</text>

Please give an useful question.

"""

Here is the prompt for sequential model ensem-
bling:

(5) """You are a helpful assistant with critical
thinking skills.

Suggest one critical question that directly
challenges an argument in the given text.

Requirements for the question:

<requirement>

1. Be useful (challenge one of the argu-
ments in the text).

2. The reasoning should be right.

3. Be related to the text.

4. Do not introduce new concepts not
present in the text.

5. Avoid being too general that could be
applied to any text.

6. Be critical with one of the argument
in the text (e.g. a reading-comprehension
question).

</requirement>

Here is an example.

<text>

{Intervention example}

</text>

Useful questions:

{Useful question 1}

...

Unhelpful questions:

{Unhelpful question 1}

...

<text>

{intervention}

</text>

Useful questions:

{cq}

Please give another useful question.

"""
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