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Abstract

Automatic metaphor detection has often been
inspired by linguistic procedures for manual
metaphor identification. In this work, we
test how closely the steps required by the
Metaphor Identification Procedure VU Amster-
dam (MIPVU) can be translated into prompts
for generative Large Language Models (LLMs)
and how well three commonly used LLMs are
able to perform these steps. We find that while
the procedure itself can be modeled with only
a few compromises, neither language model is
able to match the performance of supervised,
fine-tuned methods for metaphor detection. All
models failed to sufficiently filter out literal
examples, where no contrast between the con-
textual and a more basic or concrete meaning
was present. Both versions of LLaMa however
signaled interesting potentials in detecting sim-
ilarities between literal and metaphoric mean-
ings that may be exploited in further work.

1 Introduction

Metaphors, according to the Conceptual Metaphor
Theory (CMT) of Lakoff and Johnson (1980), fun-
damentally shape the way humans perceive the
world. Metaphorical language like considering
claims to be indefensible is, according to CMT, a
way how conceptual mappings in human cognition
may be observed on the surface. Several proce-
dures have been develop to systematically iden-
tify such linguistic metaphors or metaphor-related
words (MRWs) in text, the most famous out of
which are the Metaphor Identification Procedure
(MIP) by the Pragglejaz Group (2007) and its modi-
fied version, the Metaphor Identification Procedure
VU Amsterdam (MIPVU) of Steen et al. (2010).

The automatic detection of metaphors has al-
ready received considerable interest in NLP, with
two shared tasks (Leong et al., 2018, 2020) specifi-
cally devoted to it. One line of work in automatic
metaphor detection is rooted in modeling aspects

of guidelines for manual metaphor identification
with the help of (contextualized) language mod-
els (Mao et al., 2019; Choi et al., 2021; Babieno
et al., 2022; Zhang and Liu, 2022). More recently,
efforts were made to integrate the current genera-
tion of generative large language models (LLMs)
such as GPT (Brown et al., 2020) and LLaMa (Tou-
vron et al., 2023) into annotation processes (Tan
et al., 2024). While previous MIP(VU)-motivated
approaches to automatic metaphor detection only
approximated the instructions of manual metaphor
identification methods, prompting LLMs would
theoretically allow for the direct instruction of the
language models to conduct the steps required by
metaphor identification procedures.

Moreover, the analogical reasoning capabilities
of LMs have been a recent topic of interest, rang-
ing from verbal, word-level analogies of the type
“lawyer:defending :: teacher:educating” (Steven-
son et al., 2023) to drawing analogies between
high-level messages and more complex narratives
(Sourati et al., 2024). Analogy and metaphor are
strongly intertwined, since metaphor is often con-
sidered a subtype of analogy (Bowdle and Gentner,
2005) and even the most complex type of analogy
(Wijesiriwardene et al., 2023). Determining simi-
larities and analogies between two senses is also a
key part of MIPVU since, in the MIPVU manual,
Steen et al. (2010) explicitly state that two distinct
senses are considered metaphor-related if they “cap-
italize on external or functional resemblances (at-
tributes and relations) between the functions they
designate”. Consequently, a detailed evaluation
of the performance of LLMs on MIPVU, with a
particular focus on the role of similarity, would pro-
vide further insights into the reasoning capacities
of LLMs on complex analogies.

In this paper, we make the following contribu-
tions:

1. We present the first effort to adapt MIPVU for
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its application with generative LLMs, which
we achieve with only minor tweaks to the pro-
cedure.

2. We evaluate state-of-the-art generative LLM
families on two large-scale datasets annotated
with MIPVU, where LLaMa performed best
but none of the models matched the perfor-
mance of supervised, fine-tuned approaches.

3. We present an error analysis concentrating on
the step where the models made the most mis-
takes. We find that judging the concreteness
and distinctness of two senses is a larger prob-
lem than reasoning about similarity, where
LLaMa showed interesting potential.

2 Previous Work

2.1 MIPVU
The starting point for our approach is the Metaphor
Identification Procedure VU Amsterdam (MIPVU)
by Steen et al. (2010), which we will outline in this
section. After reading and understanding the entire
text (Step 1) and dividing the text into lexical units
(Step 2), MIPVU asks the annotator on a word by
word basis to identify the contextual meaning
(Step 3a) of each word. This meaning may or may
not be found in a dictionary.

After the contextual meaning has been identified,
MIPVU requires the annotator to identify whether
a more basic meaning exists (Step 3b). Here,
Steen et al. (2010) ask the annotator to consult the
dictionary entry since they stress that a more basic
meaning according to their definition is always con-
ventionalized enough to be found in a dictionary.
Moreover, they consider a meaning to be more ba-
sic if it is more concrete, more specific, or more
human-oriented.

If such a basic meaning is found, then MIPVU
asks the annotator to decide if the two meanings
are sufficiently distinct and if they are related by
similarity (Step 3c). As a shortcut for distinctness,
Steen et al. (2010) consider two senses with two
different numbered sense descriptions in a dictio-
nary always to be sufficiently distinct. If only one
sense description is available or if the contextual
meaning is not represented in the dictionary (such
as in the case of novel metaphors), this decision is
up to the annotator.

Similarity is described by Steen et al. (2010) as
“sharing external or functional resemblances (at-
tributes and relations)”. They stress that similarity

distinguishes metaphor from metonymies like The
White House for the US government, which ex-
presses a part-whole relationship. If the two senses
are similar, then the word should be marked as
an MRW. Additionally, MIPVU leaves room for
special cases, like MRWs that are part of direct
comparisons ([...]like an eagle; “direct MRWs”),
the replacement of MRWs by pronouns, personifi-
cations and borderline cases.

2.2 Automatic Metaphor Identification
inspired by MIP(VU)

Mao et al. (2019) aimed to model MIP and Se-
lectional Preference Violations (SPV) by Wilks
(1975), which detect metaphors through clashes
with their context. The MIP model uses GloVe
and ELMo embeddings and a BiLSTM, whose hid-
den states represent the contextual meaning. The
basic meaning is represented by the GloVe embed-
ding only and a concatenation of contextual and
basic meaning representation serves as input to a
classifier. SPV is modeled with the same architec-
ture and a concatenation of left- and right-context
representations. Both models achieved F1-scores
of around 74 points on the VUA18 dataset (Leong
et al., 2018) and outperformed other metaphor iden-
tification approaches at the time.

Inspired by Mao et al. (2019), Choi et al. (2021)
developed MelBERT, which aims to model MIP
and SPV with the help of contextual BERT embed-
dings. It uses two encoders, one for the entire sen-
tence, and one for the word in isolation. MelBERT
models MIP through a concatenation of the con-
textual embedding and the embedding of the word
in isolation. SPV, on the other hand, is imitated
through a concatenation of the sentence embedding
and the contextual word embedding. The output of
the SPV and MIP layers is concatenated and fed
into a linear classifier. Evaluated on VUA18, it out-
performed Mao et al. (2019) with an F1-score of
78.5. On VUA20 (Leong et al., 2020), it achieved
an F1-score of 73.9.

Several other authors presented further improve-
ments of MelBERT, mainly concentrating on
the representation of the basic meaning. MIss-
RoBERTaWiLDE (Babieno et al., 2022) uses a
Wiktionary entry to represent the basic meaning,
MisNet (Zhang and Liu, 2022) encodes an example
sentence from the first sense in the dictionary entry
of the target word and uses its contextual word em-
bedding as basic meaning. Li et al. (2023) search
the training set for non-metaphoric literal examples,
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encode them and average the obtained embeddings
to represent the basic meaning.

2.3 LLMs and Metaphor
One early contribution to evaluate the metaphor
understanding of generative LLMs was made by
Wachowiak and Gromann (2023). They asked GPT-
3 to provide the source for examples from the Mas-
ter Metaphor List1 and the English and Spanish
sections of the LCC Corpus (Mohler et al., 2016)
with prompts that include the target domain of the
metaphor and completed source-target mappings.
They also included non-metaphoric examples from
VUA to test if the model is able to distinguish
metaphoric and non-metaphoric examples. For the
simple sentences from the Master Metaphor List,
the model predicted the correct source domain with
an accuracy of 81.33%, which however went down
drastically for the more complex LCC examples.
Moreover, the non-metaphoric examples were only
singled out with an accuracy of 42.11%.

Schuster and Markert (2023) investigated cross-
lingual detection of metaphoric adjective-noun
pairs. They compared the zero-shot cross-lingual
transfer performance of various BERT and fastText-
based classifiers with the performance of ChatGPT
when given various prompts. Here, ChatGPT per-
formed best when including the MIP guidelines
in the prompt. However, already with little target
language data, smaller models were outperforming
ChatGPT.

Chen et al. (2024) extended automatic detection
with an additional reasoning task, where the mod-
els are asked to justify why they considered a token
literal or metaphoric. They prompted two vari-
ants of LLaMA3 (8B and 70B), Gemma-7B, and
ChatGPT3.5 on detecting metaphoric tokens and
reasoning. The metaphor detection performance
mostly falls short in comparison to supervised ap-
proaches, particularly on VUA, where they only
achieve F1-scores between 27 and 44 points on the
binary metaphor detection.

TSI by Tian et al. (2024) represents the most
elaborate approach to metaphor identification to
date. They prompted GPT-3.5 with a series of
questions inspired by CMT, MIP and SPV and
filled knowledge graphs with the answers. If the
graph surpasses a final comparison with the ideal
knowledge graph pattern, the example is labeled as
metaphoric. Their CMT approach performed best

1https://www.lang.osaka-u.ac.jp/ sugi-
moto/MasterMetaphorList/metaphors/index.html

and even outperformed several fine-tuned BERT
approaches with an F1 of 82.59 on the MOH-X
dataset and 66.07 on the TroFi dataset, with MIP
ranking second with F1-scores of 79.39 and 65.60,
respectively.

The approach of Boisson et al. (2025) also ex-
tracted entire source-target mappings with gener-
ative LLMs. They represented metaphors as map-
pings involving two concept terms from each a
source and a target domain and aimed to extract
such mappings from a collection of novels, poems,
songs and speeches. For this, they provided LLMs
(GPT-4, Llama-3 and Mixtral) with prompts con-
taining a text and one of the four terms representing
the different concepts. They reported mostly satis-
factory accuracies, often over 60%.

3 Experiments

3.1 Adapting MIPVU for LLMs
In the previous section, we have already seen two
approaches that integrated MIP(VU) into LLM
prompts and achieved satisfactory performance
on a small amount of data. However, in both
Schuster and Markert (2023) and Tian et al. (2024)
the metaphor identification procedure was imple-
mented in a simple and rather counterintuitive way.
Schuster and Markert (2023) only provided the
model with the respective adjective-noun-pair with-
out context, and Tian et al. (2024) left out similarity
as a criterion.

For our application of MIPVU, we aim to repli-
cate the steps outlined in Section 2.1 as closely
as possible. We, however, do not take extra steps
for any of the aforementioned special cases. We
already deal with tokenized text, thus no prompts
for the steps 1 and 2 are needed. Step 3a, identi-
fying the contextual meaning, can be achieved in
a straightforward manner by simply providing the
LLM with the word in question and the text con-
taining the word and prompting it to provide the
meaning of the word in the given context.

Step 3b, the identification of a more basic mean-
ing, on the other hand, is more complex. It is first
necessary to decide on a resource of possible senses.
For this, we ask the model to provide us with an en-
tire dictionary entry for the word in question. After
extracting the senses, we additionally prompt the
model to identify if any of the present senses can
be considered more concrete than the contextual
meaning.

Here, we needed to make compromises. MIPVU
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technically asks for a more basic meaning instead
of the most basic meaning. Thus, in theory, we
would need to conduct the next steps for all poten-
tial meanings that fulfill the “more basic” criterion,
which would be very resource-demanding. Con-
sequently, we ask the model to only extract the
most concrete candidate and proceed with this as
the more basic meaning. If no basic meaning is
available, the word is considered non-metaphoric.

If the model identified a more basic meaning,
then the two meanings need to be checked for suffi-
cient distinctness (first part of step 3c). We simply
ask the model whether the contextual and more
basic meanings refer to the same concept. If yes,
the example is considered non-metaphoric.

Otherwise, we proceed with the crucial question
on similarity between the two senses (second part
of step 3c). For this, we ask the model if the two
senses in question share aspects, functions or fea-
tures (the criteria for "similarity" as outlined by
Steen et al. (2010)) and for a short explanation. We
test a zero-shot prompt that only asks for similarity
according to Steen et al. (2010) as well as a one-
shot prompt that illustrates similarity according to
Steen et al. (2010) with examples 1 and 2, the two
senses for journey provided in the Longman Dictio-
nary of Contemporary English (Longman, 2023).

(1) an occasion when you travel from one place
to another, especially over a long distance

(2) a long and often difficult process by which
someone or something changes and develops

However, given that word-sense disambigua-
tion (WSD) represents an NLP task which non-
generative language models perform well (Bevilac-
qua et al., 2021), we also test the combination of a
BERT-based WSD model and a generative LLMs.
For this, we used the fine-tuned model presented
in Yap et al. (2020). Here, for step 3b of MIPVU,
we thus extract the sense keys and their respective
glosses from WordNet (Miller, 1994) instead of
generating an entire dictionary entry and then ask
the LLM to provide us with the more basic meaning
among the extracted senses.

The fine-tuned WSD model comes into play
when checking for sufficient distinctness. We have
the WSD model predict the sense. If this predicted
sense by the WSD model and the predicted more
basic meaning by the LLM are different, then they
are considered sufficiently distinct. The final ques-
tion for similarity is then asked in the same way as

in the procedure without WSD. An overview over
all prompts that we used is provided in Appendix
B.

3.2 Models
We evaluate three commonly used families of
LLMs in our experiments: LLaMa, Mistral and
GPT. For LLaMa, we specifically use the 8B and
70B instruction-tuned versions of LLaMa 3.1. For
Mistral, we use the also instruction-tuned Mistral-
Small-Instruct-2409 with 22 billion parameters.
We obtain the LLaMa and Mistral models via Hug-
gingFace (Wolf et al., 2020). For GPT, given fi-
nancial constraints, we only use the lightweight
GPT-4o-mini, which we access via the OpenAI
API. We used the default hyperparameters of all
the models. We ran the 8B version of LLaMa 3.1
on NVIDIA A40 GPUs, the 70B version of LLaMa
3.1 on NVIDIA H100 SXM5 GPUs and the Mistral
model was run on NVIDIA A30 GPUs.

3.3 Data
For evaluation purposes, we use two larger
metaphor datasets where the annotation followed
MIPVU very closely. On the one hand, we use
the VUA dataset in the version that was used in
the 2020 Metaphor Detection Shared Task (Leong
et al., 2020) and which is based on the original ap-
plication of MIPVU to the British National Corpus
by Steen et al. (2010).

Moreover, we use the metaphor dataset of
Reimann and Scheffler (2024) (“R&S” in the fol-
lowing), which consists of posts from Christian sub-
reddits annotated for metaphor via MIPVU. Due
to the limits of the OpenAI API and financial con-
siderations, we only use a fraction of the test data,
namely two reddit threads from R&S and one frag-
ment from VUA in the experiments involving GPT-
4o-mini. Table 1 presents an overview of the data
that we used.

Dataset Tokens MRWs

VUA 22196 3982
VUA (short) 3960 821
R&S 14437 3170
R&S (short) 3562 555

Table 1: Overview of the data.
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Model Setup R & S VUA
P R F1 Acc. P R F1 Acc.

LLaMa 3.1 8B

0-Shot 25 72 38 47 21 59 31 50
1-Shot 25 79 38 44 21 64 32 53
0-Shot + WSD 32 47 38 68 32 63 43 64
1-Shot + WSD 32 63 43 64 28 59 38 65

LLaMa 3.1 70B

0-Shot 26 82 39 44 21 69 33 49
1-Shot 26 84 40 43 22 70 33 50
0-Shot + WSD 27 63 38 56 26 68 38 60
1-Shot + WSD 28 67 39 56 26 68 38 60

GPT-4o-mini

Zero 20 19 20 76 19 22 21 60
One 20 11 14 79 22 18 20 67
0-Shot + WSD 18 11 13 78 27 10 15 74
1-Shot + WSD 17 8 11 79 29 13 18 73

Mistral-Small

Zero 22 96 36 29 19 95 32 27
One 20 72 32 35 18 74 29 35
0-Shot + WSD 31 54 40 65 29 55 38 68
1-Shot + WSD 29 45 35 65 28 49 36 69

MelBERT (Choi et al., 2021) 76 69 72 - 68 60 64 -

Table 2: Precision, recall and F1 for the metaphor class and accuracy on the two datasets for all LLM setupts as
well as the results of the supervised MelBERT approach reported in Choi et al. (2021) and Reimann and Scheffler
(2024) for comparison. Best result for each metric in bold, second best in italics.

4 Results and Error Analysis

Table 2 shows our results. Overall, we can see
that neither of the LLM is actually able to achieve
satisfactory performance in any setting, with GPT-
4o-mini in particular trailing behind the other two
models in all metrics except for accuracy. The
data is imbalanced (around 80% of tokens non-
metaphorical), which means that if the model con-
siders fewer tokens to be MRWs, then will auto-
matically be higher.

A general trend for LLaMa is that model size
had a positive impact on recall. The same can be
said for providing LLaMa with an example in the
last prompt since this resulted in increased recall
for almost all setup scenarios. GPT-4o-mini, on the
other hand, was not at all able to profit from the
inclusion of an example and for the Mistral model,
the inclusion of an example in the prompt even
had the opposite effect and led to drastic drops in
performance.

4.1 False Positives
One more particularly striking pattern in Table 2
is the fact that both LLaMa and especially Mistral
produce a large amount of false positives, i.e. non-
metaphoric examples that were considered to be
MRWs, as seen in the low values for precision. The
way MIPVU functions may provide an explanation:

the initial steps of MIPVU are designed to weed
out cases where no meaning can be considered
“more basic” according to the procedure or where
the contextual and the more basic meaning are too
similar. This ensures that in the last step, only
two distinct meanings are compared. However,
when the model fails to complete the previous steps
correctly, it will eventually compare two meanings
that refer to the same concept to each other and, as
a logical choice, understandably consider them to
be similar.

The example of conversation in Table 3 illus-
trates such cases, which represent the most com-
mon type of false positive. Here, both the expla-
nation of the contextual meaning and the “more
basic” meaning refer to the same concept; however,
the model did not judge the meanings to be dis-
tinct. They were then inevitably judged as related
by similarity and received the label MRW.

However, some cases of false positives were also
similar to the example of night in Table 3. Here, the
model already misinterpreted the contextual mean-
ing of night (which was used literally as the time of
day in the original sentence) as nonliteral. Based
on this propagated error, the meanings were then
judged as sufficiently distinct and, consequently,
as MRW. The wider context for both examples in
Table 3 is provided in Appendix A.
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Word Contextual More Basic Similarity?

conversation In the context of this post, the word "con-
versation" refers to a meaningful and im-
pactful exchange of thoughts, ideas, and
emotions between two individuals, often
leading to a deeper understanding, per-
sonal growth, and a sense of connection
or revelation.

a talk between two or
more people, especially
one that is friendly and
informal

The similarity between the two senses is
that they both refer to a talk or exchange
between two or more people. Sense 1
emphasizes the depth and impact of the
conversation, while Sense 2 provides a
more general definition that focuses on
the formality and tone of the conversa-
tion.

night In this context, the word "night" refers
to a period of time, specifically a dark
and potentially difficult or vulnerable
moment, often symbolizing a state of
need or crisis.

The period of time from
sunset to sunrise, when
it is dark outside.

The similarity between the two senses
of ’night’ is that they both refer to a pe-
riod of time, specifically a time when
it is dark outside. Sense 1 describes
‘night’ as a moment of need or crisis,
while Sense 2 defines it as the time from
sunset to sunrise.

Table 3: Examples for false positives, produced by the 8B version of LLaMa.

Replacing the prompt-based judgment on suf-
ficient distinctness with BERT-based word sense
disambiguation overall resulted in a stricter appli-
cation of the MRW label. However, for all models,
the improvements for precision are much smaller
than the drops in recall. This may be because the
glosses for WordNet senses may sometimes be not
informative enough or two glosses may appear too
similar for the model.

(3) water falling in drops from vapor condensed
in the atmosphere

(4) drops of fresh water that fall as precipitation
from clouds

The examples 3 and 4 for rain illustrate this. They
are the glosses for two different senses in WordNet,
however, it may be argued that they denote the
same concept. The LLaMa models selected 4 as
the more basic meaning and 3 was selected by the
WSD model to be the contextual meaning. This led
the model to not dismiss the example as metaphoric
and in the last step, the meanings were considered
similar and thus wrongly labeled as MRW.

4.2 False Negatives
This implementation of MIPVU with generative
LLMs gives us, in the case of false negatives, the
opportunity to track exactly where the decisive er-
ror was made. We make use of this to better in-
terpret the results of Table 2. The results of this
analysis are provided in Table 4.

Consistently, for both instances of LLaMa, decid-
ing on distinctness appears to be the biggest prob-
lem, followed by deciding on similarity. In contrast,
the small GPT model already produces the most
false positives when prompted to decide on a more

basic meaning. Surprisingly, the model notably pro-
duced more false negatives in the distinctness step
when evaluated on VUA, compared to the evalua-
tion on R & S. Looking into the most frequent false
negatives for VUA, we find a wide range of heav-
ily conventionalized MRWs such as make among
the most common false negatives. For these exam-
ples, the contextual and more basic meaning may
appear too similar, which possibly explains why
the models considered them to be not sufficiently
distinct.

Mistral without the added WSD model on the
other hand in general produced not many false neg-
atives, which further highlights that it was not suffi-
ciently strict to carry out MIPVU. A striking result,
however, is that when provided with the WordNet
glosses, the model wrongly sorted many MRWs out
when checking for a more basic meaning. This may
again be because the WordNet glosses were shorter
and less informative than the generated definitions.

Table 4 also further exemplifies the improvement
in recall for LLaMa. Here, we can see that for all
LLaMa models, the number of wrong classifica-
tions as non-metaphorical in the last step drops
notably in the one shot scenario. This suggests
that LLaMa indeed was able to better reason on
metaphoric similarity when provided with an ex-
ample.

This impression is also confirmed by looking at
the first two examples in Table 5, which compares
the output of several models for the zero- and few-
shot prompts for the last MIPVU step. The example
of sheep, by the 70B version of LLaMa is partic-
ularly interesting as the model, when asked to de-
scribe the contextual meaning of the word, already
mentions that it is used metaphorically. However,
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Model R & S VUA

Basic Dist.
Sim.
(0-shot)

Sim.
(1-shot)

Basic Dist.
Sim.
(0-shot)

Sim.
(1-shot)

LLaMa-3.1-8B-
Instruct

w/o WSD 193 366 250 53 170 1202 277 45
w/ WSD 153 943 551 31 139 1203 574 45

LLaMa-3.1-70B-
Instruct

w/o WSD 85 304 163 86 372 743 130 99
w/ WSD 60 766 264 177 97 769 172 176

GPT-4o-mini
w/o WSD 345 83 19 66 526 92 5 55
w/ WSD 417 64 9 24 549 106 3 27

Mistral-Small-
Instruct-2409

w/o WSD 53 71 6 769 106 105 6 805
w/ WSD 1405 0 8 296 1568 0 217 6

Table 4: Number of MRWs wrongly considered to be non-metaphorical across different steps.

when asked to reason about similarities between
the contextual and basic usage of sheep in a zero-
shot manner, it denies the question. A relation by
similarity is often considered a defining feature of
metaphor (Steen et al., 2010), which makes the
model output thus contradictory. The model given
the one-shot similarity prompt, on the other hand,
answers with yes and provides extensive reason-
ing on the similarities between the metaphorical
sheep in the sense of believers and the animal. The
metaphorical example of light in Table 5 also illus-
trates how the few-shot prompt had the completely
opposite effect for Mistral as it reasoned correctly
without the example senses. However, when pro-
vided with an example, it still understood that one
sense is abstract and one physical but failed to point
out the similarity. The context for all examples dis-
cussed in Table 5 is provided in Appendix A.

4.3 Deliberate and Direct Metaphor
Finally, we look at different subtypes of metaphors
and see if they were harder to detect for the models.
For this, we use the more detailed annotations of
Reimann and Scheffler (2024), which also indicate
if an MRW is direct or indirect and if it is used in a
potentially deliberate way (i.e. used "as metaphor")
according to the Deliberate Metaphor Identification
Procedure (DMIP) by Reijnierse et al. (2018). In
addition to direct metaphor, this also includes novel
metaphor and extended metaphor. Table 6 shows
the recall for all potentially deliberate metaphors
and direct metaphors in the most successful sce-
nario with respect to the overall recall (no external
WSD model and a one-shot prompt for similarity).

Interestingly, finding potentially deliberate

metaphors did not pose particular problems for the
LLaMa and Mistral models, which contrasts with
the results of supervised BERT-based approaches,
that struggled with several types of potentially de-
liberate metaphors. This also extends to direct
metaphor in particular, which is surprising at first
glance, given that our prompts do not cover direct
metaphor, as outlined in Section 2.1.

(5) I just have to learn to wait on the lord as I feel
like a car that was Idling for so long that my
engine is just ready to go , and I need to be
calm and wait on the lord .

(6) In this context, a "car" is used metaphorically
to describe a person’s eagerness and
readiness to take action, likening their
built-up energy and anticipation to a car’s
engine idling and ready to move.

The direct MRWs in example 5 are in bold.
When asked for the contextual meaning of the word
car, the large LLaMa model provided the expla-
nation given in Example 6. Here, although not
explicitly asked, the model already generates an
explanation for the direct metaphor. This makes
the contrast between contextual and basic meaning
in further comparisons apparent and demonstrates
why direct MRWs do not seem to pose problems
for this procedure.

5 Discussion

Putting our results into the wider context of auto-
matic metaphor detection, we can, on the one hand,
see that they matched or outperformed for the most
part the approach of Chen et al. (2024), which also

16



MRW Contextual More Basic Expl. 0-Shot Expl. 1-Shot

deeper In the context of the given post,
"deeper" refers to a more pro-
found or underlying level of un-
derstanding, issue, or problem,
often requiring a more nuanced
or complex analysis.

very wide
and not
very shal-
low

There is no similarity between
the two senses. The first
sense refers to a more in-depth
or thorough exploration or un-
derstanding, often implying a
greater level of insight or knowl-
edge. The second sense refers
to the physical characteristics of
a river or lake, specifically its
width and depth.

Sense 1 and Sense 2 are sim-
ilar because in both senses,
the word "deeper" refers to
a greater extent or dimen-
sion, whether it’s a more
in-depth understanding or a
wider and less shallow body
of water.

sheep In this context, "sheep" is a
metaphorical representation of
a lost or misguided individual
who has strayed from their spir-
itual path and is being called
back to a higher power or sense
of self-worth.

a farm
animal that
produces
wool and is
often kept
for its meat

Sense 1 is a metaphorical repre-
sentation, while Sense 2 refers
to the literal animal. There is no
similarity in their meanings, as
one is a figurative concept and
the other is a physical entity.

Sense 1 and Sense 2 are sim-
ilar because in both senses,
the term ‘sheep’ refers to an
entity that can be guided or
directed, whether it’s a farm
animal being herded or a
metaphorical individual be-
ing called back to a spiritual
path.

light "Light" in this context refers to
one’s positive influence, joy, or
faith that can be shared with oth-
ers regardless of circumstances.

the natural
brightness
that comes
from the
sun, moon,
or stars

Yes, both senses of "light" in-
volve the idea of illumination
and positivity. In Sense 1,
it’s about illuminating some-
one’s spirit or life with positivity,
while in Sense 2, it’s about illu-
minating the physical environ-
ment with natural brightness.

No. Sense 1 refers to an
abstract, emotional concept,
while Sense 2 refers to a
physical phenomenon. They
do not share any aspects,
functions, or features.

Table 5: Examples wrongly considered to be non-metaphorical by the 8B (first), 70B (second) versions of LLaMa
and Mistral (third) when prompted in a zero-shot fasion and considered to be MRWs when given an example in the
prompt on similarity.

Model R (Pot. Delib.) R (Direct)

LlaMa 3.1 8B 78 72
LlaMa 3.1 70B 87 88
GPT-4o-mini 10 13
Mistrall-Small 67 68

Table 6: Recall for potentially deliberate and direct
metaphors when using the models in the scenario in-
volving a few-shot prompt and without WSD.

used generative LLMs and which evaluated all of
the VUA data. The approaches of Schuster and
Markert (2023) and Tian et al. (2024) are much
harder to compare with ours, as they used much
smaller and more balanced data sets.

However, it also becomes clear that our LLMs
emulating MIPVU massively underperform previ-
ous approaches with fine-tuned variants of BERT.
Our results demonstrate that, as of now, identify-
ing metaphors with a series of prompts inspired by
the steps of MIPVU is not a realistic alternative
for automatic metaphor detection. In order to cor-

rectly identify metaphor, the last step of MIPVU
is heavily dependent on the correct implication of
the previous two steps and propagated errors may
result in heavy overuse of the MRW label.

Moreover, the models from the three families
performed wildly differently. This makes it harder
to draw final conclusions about the suitability of
LLMs for this task. GPT-4o-mini overall failed,
with neither recall nor precision achieving satisfac-
tory results, and Mistral was unable to sufficiently
filter out negative examples. However, the results
of LLaMa, while far from perfect, show encourag-
ing tendencies.

Neither LLaMa version was able to filter out
negative examples in a satisfactory way due to the
aforementioned reasons, even though the picture
here is more nuanced in comparison to Mistral.
However, the improvements for both versions when
provided with an example and a qualitative inspec-
tion of the output suggested some capacities to
reason on similarity and analogy in order to cor-
rectly answer the last step of MIPVU. Paired with
better identification of the basic meaning and better
filtering of negative examples due to insufficient
distinctness, this may present potential to even-
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tually be able to conduct MIPVU via generative
LLMs.

6 Conclusion and Future Work

We replicated MIPVU with LLMs as closely as
possible in two different ways. On the one hand,
with a series of prompts and only using the respec-
tive LLM and, on the other hand, via a combination
with WordNet as an external resource. We evalu-
ated four LLMs from three popular model families
on two large, realistic datasets that were manually
annotated via MIPVU and conducted an extensive
evaluation and error analysis of the output.

We found that our approach achieves competitive
performance with other LLM-based approaches on
the VUA data with LLaMa. However, it still falls
short in comparison to models that were specifi-
cally fine-tuned on the metaphor detection task in
either setup. In general, the models also differed
in their behavior, making interpretation and final
conclusions difficult. However, one point that all
models had in common were struggles to select a
basic sense and to decide on distinctness of word
senses. In contrast to the others, the LLaMa mod-
els performed satisfactory on the last question of
analogical similarity between literal and contex-
tual word senses, especially when provided with an
example mapping.

For future work, we suggest further investigation
into the steps that were problematic for the models,
namely perceiving concreteness and distinctness of
word senses. For this, and for a better evaluation
of the suitability of LLMs for MIPVU in general,
we would need more gold labels and human judge-
ments for all the steps of MIPVU instead of only
the final labels. Our prompt and MIP(VU) in gen-
eral is also relatively vague on its definition of more
concrete. Thus, extending the concreteness prompt
with a more comprehensive definition of concrete-
ness or concreteness ratings such as Brysbaert et al.
(2014) would be worth trying out. Moreover, as the
one-shot prompt already led to some improvements,
we suggest providing more examples and testing
if different examples for the few-shot experiment
would lead to different results.

Finally, we suggest exploring the analogical rea-
soning capabilities of LLaMa further in the context
of automatic metaphor identification: In this work,
we used a relatively simple prompt that asks for
similarity according to the definition of Steen et al.
(2010) only. However, the output for this question

could be evaluated in an even more systematic man-
ner by, for example, explicitly providing the model
with source and target domain terms or, for the last
MIPVU question, additionally asking it to identify
source and target terms like Boisson et al. (2025)
did.
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A Posts

Table 7 provides the post containing the examples
presented in Tables 3 and 5.

B Used Prompts

We provide the LLM prompts in Table 8.

I recently spent a night of " homelessness " the details
of which do n’t matter. All I know is walking barefoot ,
alone , in the night , in need of help , during christmas.
The only person that found me in the middle of the night
or would help , was a homeless man.
He gave me his shoes , and a sweater , he walked with
me for miles , and talked with me. He gave me aid
and comfort , and told me truth about my life that he
could n’t of known. I thought I was insane , I was n’t
. ( because the things he told me he could n’t know) I
have more peace now than I ever had in my life and I
just need to figure out how to help. I also know I am a
Christian and can never deny Christ in my life , I know
every blessing I have is not mine , its simply for me
to use to help others. I went back to church , and told
my tale to the pastor , and that very day I went out to
help again and was opposed. Opposed in just the right
way to make me fall back into my depression and hide
away from the world. The only reason I did n’t was a
christian brother was there with me and saw everything ,
he prayed and told me exactly what I needed to hear.
because what the Homeless person screamed at me , was
exactly every doubt I had about going and telling the
pastor my tale , she hit every insecurity I had about the
conversation. My friend simply said at the time " thats
how you know your doing the right thing" So , I have
discovered I have a heart for the homeless.
So from there , my standard for evaluating anything
became , " Does this facilitate wholeness in someone
’s life? " That ’s the lens I use to view LGBT issues ,
and after breaking away from some of the Evangelical
propoganda , I ’ve realized that whole , healthy homo-
sexual relationships are 100 % possible and not at all
uncommon.
I believe there are also examples where transitioning is
the healthiest choice for someone , but I feel like there
is a ton of deeper rooted identity dysfunction present
within the ideologies accompanying that " community /
movement / not - sure - the - right - term " , but I have
zero interest in dictating anyone ’s behavior or telling
anyone how they should or should n’t live their lives.
I feel like our purpose as people is just to love ourselves
and everyone else , live whole , healthy , happy lives ,
and help those around us.
Sadly marriage wo n’t solve your issues with self - worth
which is the root of your hook up lifestyle. You ’re
looking for value in relationships when Jesus has already
paid the highest price for you. He loves you and wants
you to return to Him. You ’re a daughter in His eyes.
Go read Luke 15. You ’re the lost sheep / coin / son.
God wants you to come back to Him. Your created value
comes from Him alone , not what others think of you.
The guys you ’re hooking up with you just want what
you can give them and see no value in you. To them you
’re a means to an end , which is why you may find value
in the moment but regret it after. It ’s a vicious cycle.
At least you recognize you ca n’t have one or the other.
But thanks be to His Word , first spoken , then written
, and then affirmed , confirmed , and fulfilled by The
Living Word , one can truly state that they know " of "
our Father Love
The Adam and Eve , the only 2 flesh humans that had a
clear recollection of their true celestial origin / heritage
in The Light

Table 7: Posts containing the examples discussed in
Tables 3 and 5 with the respective MRWs in bold.
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Step Prompt

get the contextual meaning
In one sentence, describe the meaning of the given word in the context of the
given post as general as possible.
Word: [WORD], Post: [POST]

generate the dictionary entry

Write a dictionary entry in the style of the Longman Dictionary of Contemporary
English that provides all possible senses of the given word with the given Part of
Speech.
Word: [WORD], Part-of-Speech: [POS]

decide on basic meaning

Decide if any of the dictionary senses can be considered more concrete than
the example definition. If yes, output ’yes’ and in a new line provide only the
respective sense. If no, then just provide ’no’.
Dictionary Senses: [SENSES]

decide on sufficient distinctness
Do the two senses express the same meaning or is sense 2 only a more specific
version of sense 1? Answer with ’yes’ or ’no’ followed by a brief explanation.
Sense 1: [CONT. SENSE], Sense 2: [MORE BASIC SENSE]

decide on similarity (0-Shot)

Can you see a similarity between the senses 1 and 2? ’Similarity’ means that
the two senses denote distinct concepts that share certain aspects, functions or
features. Answer with ’yes’ or ’no’ followed by a brief explanation.
Sense 1: [CONT. SENSE], Sense 2: [MORE BASIC SENSE]

decide on similarity (1-Shot)

Can you see a similarity between the senses 1 and 2? ’Similarity’ may also mean
that the two senses denote distinct concepts that share certain aspects, functions
or features. The following example for the word ’journey’ illustrates this:
journey:
Sense 1: "an occasion when you travel from one place to another, especially over
a long distance"
Sense 2: "a long and often difficult process by which someone or something
changes and develops"
Answer: Yes. Sense 1 and Sense 2 are similar because in both senses refer to
something that takes a longer period of time.

Answer with ’yes’ or ’no’ followed by a brief explanation.
Sense 1: [CONT. SENSE], Sense 2: [MORE BASIC SENSE]

Table 8: Overview over the used prompts for each step.

21


