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Abstract

Social media platforms have enabled large-scale
influence campaigns, impacting democratic
processes. To fight against these threats, con-
tinuous training is needed. A typical training
session is based on a fictive scenario describing
key elements which are instantiated into a
dedicated platform. Such a platform simulates
social networks, which host a huge amount
of content aligned with the training scenario.
However, directly using Large Language
Models to create appropriate content results
in low content diversity due to coarse-grained
and high-level scenario constraints, which
compromises the trainees’ immersion.

We address this issue with SocialForge, a
system designed to enhance the diversity
and realism of the generated content while
ensuring its adherence to the original scenario.
Specifically, SocialForge refines and augments
the initial scenario constraints by generating
detailed subnarratives, personas, and events.

We assess diversity, realism, and adherence to
the scenario through custom evaluation protocol.
We also propose an automatic method to detect
erroneous constraint generation, ensuring opti-
mal alignment of the content with the scenario.

SocialForge has been used in real trainings
and in several showcases, with great end-user
satisfaction. We release an open-source dataset1
generated with SocialForge for the research
community.

1 Introduction

Social media platforms have enabled large-scale
influence campaigns, allowing actors to ma-
nipulate elections and impact health protocols
(Muhammed T and Mathew, 2022). Influence cam-
paigns are organized over time in various influence
operations that share the same goal. These opera-
tions imply coordination between actors, aiming
at manipulating populations to widen opinion gaps.

1https://gitlab.inria.fr/expression/socialfor
ge

To counter these operations, entities such as
journalists (e.g., fact-checking service), marketing
services, and government agencies such as Vig-
inum2 in France or Rapid Response Mechanism3

in Canada are actively developing countermeasures.
In this evolving threat landscape, continuous
exercise is crucial for these actors to stay ahead
and effectively combat influence campaigns,
developing up-to-date methodologies to counteract
manipulative strategies. A training session relies on
two types of end-users; the player team (trainees)
and the animation team (trainers).

The player team interacts with the content (social
media posts) aiming at detecting inauthentic be-
haviors4. A successful training challenges players
to distinguish between genuine and inauthentic
behaviors.

Organizing these trainings, the animation team
creates a scenario depicting fictional geopolitical
entities, including key elements such as factions
(groups of individuals that share goals, ideas), narra-
tives (strategic ideas that factions aim to broadcast),
and events (Walker, Christopher et al., 2006). The
animation team instantiates the scenario within
the reproduced informational sphere (e.g, social
networks or press sites) with a large, realistic, and di-
verse amount of content. Their diffusion reproduces
specific social behaviors, as defined in the scenario.

The animation team is able to dynamically add,
delete, or edit constraints, updating the content to
maintain engagement and challenge throughout
the training. Moreover, trainers must be able to also
control the quantity, diversity, and quality of the
content to ensure an effective training.

In this context, the usage of Large Language
Models (LLMs) is relevant to produce large quan-

2https://www.sgdsn.gouv.fr/notre-organisatio
n/composantes/service-de-vigilance-et-protectio
n-contre-les-ingerences-numeriques

3https://www.international.gc.ca/transparency
-transparence/rapid-response-mechanism-mecanisme
-reponse-rapide/index.aspx?lang=eng

4https://transparency.meta.com/policies/commu
nity-standards/inauthentic-behavior/
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tities of content, taking into account the scenario
constraints. Its use must however be well calibrated.

We hence introduce SocialForge, a model-
agnostic and controllable data generation system.
SocialForge takes as input a coarse-grained high
level scenario, and automatically refines and
augments it using LLMs. Doing so, SocialForge
provides an intelligible knowledge base enabling
constraints modifications, which are used for
content generation. As a result, the system produces
a realistic, diverse, and scenario-adhering text
corpora to populate social network reproductions.

We summarize our contributions as follows:
1. SocialForge is a system that (1) refines user

inputs to generate knowledge items used in
prompts and (2) uses these prompts to generate
social media content dataset. We show an in-
crease in diversity in the main literature metrics.

2. By conducting a human evaluation of the adher-
ence to the scenario and using LLM-as-a-Judge
methods to determine the likelihood of the
generation, we show that increasing diversity
does not hinder other quality metrics, essential
for the training unfolding.

3. We perform a human-machine (15 evaluators)
comparative study with an LLM-as-a-Judge
evaluation on the constraints space, which
ensures the coherence of the future generated
dataset with the scenario by focusing on a
smaller set of constraints.

Figure 1: SocialForge pipeline to populate social
networks reproductions

SocialForge has been used in real trainings and in
several showcases, with great end-user satisfaction.

2 Related Work

2.1 Controllable text generation
Controllable text generation aims to guide the gen-
eration from a language model, satisfying an input
set of constraints. These constraints belong to two
distinct categories. First, soft constraints impact the
semantics of the generation by changing the emo-
tions, discussed topics or textual style (Zhang et al.,

2022) of the generated content. The second cate-
gory, hard constraints, applies structural constraints
over the generation, by forcing the appearance
of specific keywords (Joshi et al., 2023), explicit
knowledge elements (Liu et al., 2022) or regulating
the final length of the message (Li et al., 2022).

Diverse techniques have been developed in this
field to constrain the generations. These techniques
include adding control codes to prompts (Keskar
et al., 2019), external classifiers (Yang and Klein,
2021) or smaller language models to guide the gener-
ation (Krause et al., 2021). However, hardware costs
and generation latency increase by adding external
models, which is detrimental in massive content
generation, necessary to emulate social networks
information flow. Recently, instruction models
(Grattafiori et al., 2024; Jiang et al., 2024) have
demonstrated the large language models capabili-
ties to follow prompted input instructions, achieving
state of the art over the diverse constraint categories
(Ashok and Poczos, 2024). However, problems such
as low diversity (Shaib et al., 2024) or hallucinations
(Ji et al., 2023) still remain challenging.

2.2 Evaluation

Several criteria are crucial for evaluating the overall
quality of a generated text dataset, including
quality, diversity, and adherence to input constraints
(van der Lee et al., 2021; Garbacea and Mei, 2022).
While human evaluation is the gold standard, it is
costly, making automatic methods more practical.

To assess the adherence to input constraints,
methods such as BertScore (Zhang* et al., 2019) or
BleuRT (Sellam et al., 2020) are widely used. These
methods compare semantic similarity between
generated and reference texts, although creating
reference texts is time-consuming. External
classifiers can also measure adherence to input
constraints, but require one classifier per constraint,
failing to scale (Yang and Klein, 2021). Recently,
LLMs as evaluators (LLM-as-a-Judge) have shown
promises on in-domain evaluations but face issues
such as varying performance across languages,
sycophancy (Sharma et al., 2024), and biases
(Chiang and Lee, 2023).

With LLMs, scaling the number of contents
may lead to a lack of diversity (Ge et al., 2024).
Metrics such as SELF-BLEU (Zhu et al., 2018) and
SBert (Reimers and Gurevych, 2019a), are used
to evaluate lexical and semantic diversity but are
computationally expensive. Distinct-n (Li et al.,
2016) measures repetition rates, while compression
ratios (Shaib et al., 2024) detect pattern repetitions,
increased by LLM biases.
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In order to ensure immersion during a training ses-
sion, content must be realistic and indistinguishable
from that created by the animation team. Quality
metrics vary by content type; for microblogging (e.g.
X, Mastodon), fluidity and grammaticality may not
be objective functions to maximize (Heraldine and
Handayani, 2022). Usual metrics such as Perplexity
(Jelinek et al., 1977) need to be calibrated with a
reference dataset. However, crafting a dataset repre-
sentative of the educational goals for each training
is intractable. Automating this axis of evaluation
is challenging due to the need for human expertise,
but LLM-as-a-Judge shows a great potential.

3 SocialForge,
a social text generation system

3.1 Training context
In the context of training, two types of end-users are
immersed inside the synthetic platforms. The ani-
mation team, in charge of the unfolding of the train-
ing session, needs control over the dynamics within
the social platform such as controlling the topics, the
content flow, and triggering of events. Depending on
how the training unwinds, the animation team may
also adapt scenario constraints. Upon these changes,
the content has to reflect the newly added constraints,
requiring a dynamic system of generation.

This dynamic control allows the animation team
to recreate at will both genuine social behaviors
and malicious behaviors such as disinformation
campaigns. These recreated behaviors are to be
detected during the training by the player team.

Navigating within social media platforms, the
player team uses its methodology to discriminate
between various behaviors.

In order for the player to focus on the proper
methodology, the content should be realistic
enough. Specifically, the player team should not be
able to rely on immediate discriminative methods
such as automatically detecting sentences starting
with the same pattern or specific shared keywords.

3.2 Training scenario
The training scenario is a structured textual
document created by the animation team. It outlines
key elements to appear in the generation process:
1. Factions, defined as groups of individuals

promoting one or more narratives.
2. Narratives, ideas that a faction aims to instill

and broadcast to a target audience. Specifically,
a narrative is defined as a topic associated with
a stance (for, against, or neutral). Under this
definition, two factions can discuss the same
topic from different points of view, resulting in

two distinct narratives. These factions and their
associated narratives are central to the training
and are used to implement social dynamics
between user accounts on social platforms.

3. Events that animate the informational sphere
depending on the educational progression of the
training.

3.3 SocialForge: Scenario
Refinement to Content Generation

As illustrated in Figure 2, SocialForge begins with
the refinement of the scenario events by generating
sequential occurrences of them, called sub-events,
using an LLM. For instance with a scenario event
talking about protests in the fictive country of
Verdantia, sub-events might include confrontations
with the police or damaged shops.

Next, SocialForge uses the provided narratives to
prompt the LLM to generate subnarratives. Multiple
subnarratives offer diverse perspectives on a specific
narrative, enhancing the diversity of the corpus.

SocialForge then matches scenario events and
sub-events with subnarratives through semantic
similarity, allowing the events to be used in the
generated content along the subnarratives.

In influence operations, attackers enhance
narratives’ effect by targeting an audience that
is receptive to it. Additionally, specifying an
audience (or coarse-grained personas) to language
models increases the generated corpus diversity
and its constraint adherence (Tseng et al., 2024).
SocialForge leverages these principles by deriving
coarse-grained personas, referred to as population
segments, from input narratives. Segments are then
instantiated by creating individuals (thin-grained
personas), adding new criteria such as the OCEAN
Score (Goldberg, 1990) to dress a psychological
representation (i.e., scores on openness, consci-
entiousness, extraversion, agreeableness, and
neuroticism) of the individual.

Finally, SocialForge generates social media
platform-specific user accounts belonging to
these individuals, generating a list of "normal"
topics (e.g, soccer, computer science...), based on
individual characteristics. With all this information,
SocialForge prompts an LLM to generate a content,
given an account along with their associated
subnarrative and events. The resulting content is
then available to animate the informational sphere.

4 Experimental setup

4.1 Scenario Construction
To evaluate the results of SocialForge, we begin by
crafting a concise scenario involving six factions,
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Figure 2: Example of data generation using SocialForge. First, second and third level are constraints refinement and
augmentation. Last level is content generation, here written in English for illustration, but is in French in the generated
dataset. We refer as Verdantia Factions the Government of Verdantia and Verdantia’s rioters, described in section 4.

eight narratives, and nine events.
The scenario centers around the fictive neutral

country of Verdantia, where three factions - the
Government of Verdantia, Rioters, and Pro-Western
intelligentsia - are engaged in a conflict, with the lat-
ter two opposing the government. Additionally, two
influential blocs, The West and Louraly, fight for
Verdantia’s alignment. Meanwhile, the last faction,
Tabiscus, welcomes Verdantian refugees fleeing the
riots, while Louraly attacks them on this decision.

4.2 Model Deployment
To increase the constraints of the scenario, we
used the mixtral:8x7b model (Jiang et al., 2024)
deployed with Ollama5 on a Nvidia RTX A6000.
The advanced reasoning capabilities of the model
facilitated a nuanced understanding of the scenario,
enabling precise refinements and augmenta-
tions. For the content generation, we employed
mistral-nemo6. This model is relatively light (12B
parameters), facilitating scalability. It is also open-
weight, which is necessary for off-internet exercises,
and shows good performance in French, the target
language. We operate modernbert-embed-base via
Huggingface7 to match events and subnarratives
through semantic similarity. A detailed view of the
models parameters is presented in the Appendices 5.

4.3 Constraint & Content generation
Using mixtral:8x7b, SocialForge generated 75
unique subnarratives spread across 15 distinct pop-
ulation segments, each with unique characteristics.
For each of the scenario events, five sub-events were
generated. These sub-events were semantically
linked using modernbert-embed-base, with a

5https://ollama.com
6https://mistral.ai/news/mistral-nemo
7https://huggingface.co/nomic-ai/modernbert-e

mbed-base

similarity threshold set at 0.4. This process yielded
a total of 47 events and sub-events, to be used in
future contents. Finally, SocialForge generated
371 distinct individuals and their associated user
account for subsequent message generation.

The constraints have been generated in English,
as it is the most present language in the LLMs
training dataset, yielding better results. Afterwards,
we use multilingual models to generate in diverse
languages (e.g., English constraints to French
content, English to German content...).

To evaluate our method, we followed these steps:

1. Using SocialForge (as defined in Section 3),
we generated five French-language datasets,
each containing 2,250 (30 per subnarrative)
microblogging texts.

2. To establish a Baseline, we prompt the LLM
with scenario-level information only (i.e.,
scenario events, narratives, factions), generating
an additional five French-language datasets of
2,250 microblogging texts.

3. For each set of five datasets (SocialForge and
Baseline), we report the mean and standard
deviation of the metrics.

4.4 Evaluation

Evaluation focuses on three key aspects: adherence
to the scenario, diversity, and likelihood (or realism)
with respect to actual platforms.

Adherence to the scenario is challenging due
to the absence of reference labels in our context. To
address this, we conducted a human evaluation (15
evaluators) to assess the SocialForge generations,
ensuring that (1) the generated constraints are in
line with the scenario and (2) the content respects
the prompted constraints. This approach assesses
final content are in accordance with the scenario
constraints.
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1. Evaluators rated generated segments, subnarra-
tives, individuals, and sub-events along two axes:
• Coherence with the initial constraint (e.g.,

subnarrative coherence with the main nar-
rative, non-contradictory sub-event w.r.t
scenario event...).

• Precision of the generated constraint, if the
newly created constraint adds concrete details
(granularity).

2. Evaluators rated whether the constraints
appear in the content (i.e., the constraints were
expressed in the content) and adhered to them
(i.e., the constraints were correctly expressed,
addressing issues like stance). Evaluators were
immersed in two setups:
• Micro: Rated individual content using a

binary scale across two criteria: constraints
appears in the content and the content adheres
to it (n = 90).

• Macro: Rated batches of five pieces of
content using a Likert scale from 1 to 7 (n = 18).

Next, we evaluate diversity across the entire
corpus using automatic metrics:
• SELF-BLEU: assesses lexical diversity using

sacrebleu’s8 pairwise BLEU-1 score.
• Homogenization Score: Similar as done in SBert

(Reimers and Gurevych, 2019b), homogenization
score presented in (Shaib et al., 2024) is a
pairwise cosine similarity to measure average
similarity between corpus documents. Here, we
use nomic-embed-text-v2-moe to compute this
score, leveraging its capacities in computing
french embeddings.

• Compression Ratio and Compression POS
Ratio evaluate pattern redundancy of the
compressed texts and associated POS-Tags using
gzip and spacy, where higher ratios indicate
more redundancy. This essentially measures
formulation biases in LLMs, where they tend to
follow specific patterns (Shaib et al., 2024).

To compute likelihood, we use LLM-as-a-Judge
to simulate user analysis on a social media platform.
The LLM rates batches of five generated documents
based on their representativeness of microblogging
content. Specifically, the LLM scores each
batch on a Likert scale of 1 to 7, assessing the
plausibility of the generated documents. Our
implementation of the LLM-as-a-Judge approach
relies on Llama3.3:70b (Grattafiori et al., 2024)
through Ollama API. For computing reasons, we
randomly sample 500 samples for each dataset
(i.e., 500 for each of the 5 datasets from Baseline

8https://github.com/mjpost/sacrebleu

and SocialForge) for a total of 2500 evaluated
documents per generation method (i.e., SocialForge
and Baseline). Enabling this likelihood evaluation,
we compute two distinct setups, representative of
real user experiences:
• Timeline Overview: Generated texts are drawn

randomly (we do not model a recommendation
system) in batches of five, similarly as a timeline
view in microblogging social medias.

• Trending Overview: Generated texts sharing
the same keywords are drawn together as batches
of five, as shown in trendings overviews within
microblogging platforms. Each document has
its two most probable keywords extracted using
yake (Campos et al., 2018) Python library.
This comprehensive evaluation ensures that all

the dimensions of generation quality are taken into
account and assessed with quantitative measures.

5 Results

Starting with the diversity evaluation, Table 1
demonstrates that using SocialForge increases the
main diversity literature metrics. Homogenization
Score indicates that generated constraint grants
semantic diversity in the texts, addressing more top-
ics and widening the semantic field. Other metrics
such as SELF BLEU show that more unique ngrams
are used in the texts, while compression ratios
show that the increase in prompt variation results in
diverse response patterns, important for the player
team to not immediately detect generated content.

SocialForge Baseline
Homogenization Score ↓ 0.535±0.001 0.569±0.002

SELF-BLEU ↓ 0.020±0.004 0.025±0.011
Compression Ratio ↓ 4.016±0.028 4.963±0.034

Compression POS Ratio ↓ 8.594±0.053 9.212±0.022

Table 1: Mean and standard deviation over diversity met-
rics between SocialForge and Baseline. For indication,
mean sentence length (# characters) of SocialForge is
142.16±1.04 and Baseline is 134.43±0.9.

Constraints respect
Macro - Batch Micro - Content

Constraints Appearance 5.59±1.03 85.56%
Constraints Adherence 5.13±1.36 68.89%

Table 2: Human Evaluation (15 evaluators) results of
the constraints respect. For Macro, we report mean
and standard deviation over a 1 to 7 Likert Scale. For
Micro results, we aggregate through majority voting
percentage of one scores over a binary scale.

Human evaluations confirmed that the generated
content respects and aligns correctly with the
specified input constraints (see Table 2), although

170

https://github.com/mjpost/sacrebleu


occasional language mixing occurs. This particular
issue is being addressed by state-of-the-art language
models (DeepSeek-AI et al., 2025). The carried out
evaluations, as illustrated in Table 3, also indicate
that the generated constraints are well designed
and effective, demonstrating high coherence and
granularity refinement.

During experiments and demonstrations, sub-
narrative coherence proved crucial for content
generation. Incoherence could contradict the
intended message, compromising training. To
address this, we again used the LLM-as-a-Judge
method with LLama3.3:70B, which effectively
distinguished problematic from adequate subnarra-
tives, strongly correlating with 15 human evaluators
(ρpearson=0.78,p−value<0.001). For this evalu-
ation, the distribution of scores is shown in Figure 3.

Figure 3: Comparison of Human vs LLama3.3:70B as
LLM-as-a-Judge on subnarrative coherence. We see
that humans are more undecided (more neutral or around
neutral ratings) than LLM on this evaluation, but both
detect highly incoherent generations.

This approach shows that a smaller number of
samples is enough to avoid expensive metric com-
putation, thereby enhancing the after-correction
quality of the mass-scale generated content.

Constraints quality
Coherence ↑ Precision ↑

Subnarratives (n=18) 4.66±2.09 5.18±1.04
Segment (n=11) 5.14±0.97 N/R

Individuals (n=22) 6.41±0.48 N/R
Sub-Events (n=18) 5.35±1.72 5.49±0.99

Table 3: Mean and standard deviation of 15 human
evaluators over the coherence and precision of the
generated constraints, with n the evaluated sample size.
Segmentation and individual are templated generation.
For these two lines, precision is Not Relevant (N/R).

For population segments and sub-events, the low
sample count makes human validation tractable
and even desirable to ensure a conscious control

of the system by the humans. For the sub-events, it
is crucial to avoid generating an excessive number
of sub-events, especially for critical scenario
events, to prevent overwhelming the information
sphere. Individuals, being direct instantiations of
population segments, are adequately generated.
However, curating population segments is essential
to ensure well-formed individuals for the training.

Corpus Likelihood SocialForge Baseline
Trending Overview↑ 4.654±1.170 4.449±1.260
Timeline Overview↑ 4.812±0.878 4.667±0.982

Table 4: LLM-as-a-Judge evaluation results over the like-
lihood of the microblogging using a 1 to 7 Likert Scale.

SocialForge performs better in terms of like-
lihood in the two distinct setups (trendings and
timeline overview) as shown in Table 4 and Figure
4, achieving the purpose of having plausible mi-
croblogging contents. Increasing this score makes it
harder for the player team to discriminate between
machine-produced content and the animation team
content.

Figure 4: LLM-as-a-Judge on likelihood evaluation
along the two presented setups; Trendings and Timelines,
both assessed with a 1 to 7 Likert Scale. Judging
model gives higher score to SocialForge evaluations.
Interestingly, model did not give any 1 or 7 rating, as
such, we do not make them appear in the graph.

6 Limitations

SocialForge is a novel system which generates
diverse and qualitative social media data, used to
train people against influence operations.

However, challenges remain: evaluating the qual-
ity of the generation is proven difficult, especially
for short social media documents. Defining what
is likely or unlikely to appear on real platforms re-
mains subjective. Our LLM-as-a-Judge evaluation,
without being correlated to humans, solely gives an
indication of the quality, not an absolute measure.

In addition, social networks are heterogeneous:
users differ in how they connect, behave, and
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produce content. Previous studies have examined
the topological diversity of interactions, relation-
ships and community structures, analyzing who
interacts with whom and how often (Gadek et al.,
2017). Furthermore, diverse social behaviors
(e.g., bots, trolls, journalists, officials, offensive
accounts) shape the content produced, affecting
its semantics (Chen et al., 2022). These factors are
critical for modeling social networks, particularly
when generating and evaluating content responses.
Furthermore, this work has not yet fully explored
the role of time. Real social media users operate
within a broader temporal context, not only the
mechanic unfolding of their current event - a well
identified axis of improvement for SocialForge.

7 Conclusion

In this paper, we introduced SocialForge, a social
media data generation system used to populate
simulated informational spheres, which are used
to train against influence operations. These
trainings follow a scenario, describing high level
elements that must be reflected by content within
the infosphere. SocialForge refines and augments
the scenario elements, producing several thinner-
grained constraints, used to generate prompts which
are used for generating social media content.

We propose an evaluation methodology to ensure
that increasing diversity does not come at the
expense of quality. We conducted a thoughtful
evaluation along two criteria: scenario-adherence
and likelihood. For one of the system components,
the subnarrative generation, we proposed an
automatic method to identify erroneous generations,
ensuring the quality of the final generated content.
This method was shown to be strongly correlated
with human judgment, illustrating its robustness.

We assess SocialForge through a case study and
we release the generated production in Gitlab 9.
Besides, SocialForge has been used in several real
trainings and showcases, showing great end-user
enthusiasm.

8 Ethical Considerations

The stakes are high on the topic of text generation,
with numerous potential misuses. To mitigate
possible negative impacts of our work, we do plan
not to release SocialForge in an uncontrolled way.

Measures are taken to reduce the risks. All the
work is hosted within an air-gap environment to
mitigate content leaking danger. Within the training,

9https://gitlab.inria.fr/expression/socialfor
ge

all entities are fictive, to reduce biases and risks of
defamation or hate. Following current regulations,
all participants are aware that the content is gener-
ated by Artificial Intelligence and that the purpose of
this exercise is to train against influence operations.

Unintended risks are harder to measure and
detect, but we believe that studying and structuring
influence operations is among the best ways to fight
them. Furthermore, SocialForge is model-agnostic,
which means that its environmental impact follows
the state-of-the-art, and we plan to adapt accounting
on this criterion. Additionally, SocialForge does
not require training specific models, reducing the
impact of its usage. Last but not least, we follow
ethics recommendations in the domain as well as
upcoming regulations to update our work to comply
with effective guidelines.
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A Appendices

A.1 Evaluation Protocol Parameters

Model Parameters count Top-k Top-p Temperature

Mistral-Nemo 12B 15 0.80 0.70
Mixtral:8x7b 56B 15 0.90 0.70

LLama3:3 70B 15 0.80 0.60

Table 5: Hyperparameters of the used LLMs
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A.2 Additionnal Evaluations

To perform our human evaluation, we created
batches of evaluators that evaluated complete
generations (constraints to content, following the
same process shown in Figure 2). Each batch was
asked to evaluate across one of the six factions,
and we cover the entire generation with 6 batches.
We managed to obtain 15 distinct evaluators.
Over the subnarrative coherence we report a
69.44 Percentage agreement (PA). For the content
evaluation, we report 75.0 PA over constraints
appearance and 50.0 PA over constraints adherence.

Individuals Subnarratives Sub-events

Homogenization Score ↓ 0.834±0.013 0.752±0.083 0.552±0.040

Similarity to Centroid ↓ 0.560±0.081 0.667±0.109 0.683±0.065

SELF-BLEU ↓ 0.165±0.020 0.135±0.085 0.035±0.012

Compression Ratio ↓ 4.010±0.185 3.024±0.560 2.058±0.089

Compression POS Ratio↓ 6.831±0.140 3.910±0.450 3.452±0.343

Table 7: Diversity metrics on the constraints. We add
similarity to centroid which is cosine similary between
the generated constraint and the precedent constraint
level (i.e., individuals to segment, subnarratives to
narratives and sub-events to scenario events). We see
that generated events are particularly diverse between
each others, which will have an impact on the diversity
of the generated content.

A.3 Examples

Narratives Subnarrative
Supporting economic
independence through
policies for agriculture,
industry, and mining

Louraly’s farmers
demand protectionist
policies for local agri-
culture and industry
to safeguard national
sovereignty

Opposing Louraly’s
economic indepen-
dence by promoting
benefits from globaliza-
tion

Louraly’s proposed
economic isolationism
would harm Western
businesses and workers

Promoting Tabiscus’
values in welcoming
war and political
refugees.

Providing temporary
housing and job oppor-
tunities for Verdantia
refugees, upholding
Tabiscus’ humanitarian
values.

Table 8: Examples of subnarrative generation based on
input narrative

Narratives Population Segment
Opposing Louraly’s
economic indepen-
dence by promoting
benefits from glob-
alization

Age Range: 25-40
Religion: Christianity
Political views: Center-Right
Country: The West
Professional Category: White Collars
Sexual Orientation: Straight
Sex: Female

Promoting Tabis-
cus’ values in
welcoming war and
political refugees.

Age Range: 30-50
Religion: Christianity
Political views: Center-Right
Country: Tabiscus
Professional Category: White Collars
Sexual Orientation: Straight
Sex: Female

Table 9: Examples of population segment generation
based on input narrative
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Corpus Diversity
Homogenization Score ↓ SELF-BLEU ↓ Compression Ratio ↓ Compression POS Ratio ↓

SocialForge - Corpus 0.535±0.001 0.020±0.004 4.016±0.028 8.594±0.053
Baseline - Corpus 0.569±0.002 0.025±0.011 4.963±0.034 9.212±0.022

SocialForge - Narrative 0.632±0.028 0.025±0.009 4.111±0.140 7.778±0.326
Baseline - Narrative 0.675±0.024 0.045±0.026 5.290±0.510 8.511±0.415

SocialForge - Events 0.599±0.022 0.023±0.008 3.867±0.193 7.703±0.233
Baseline - Events 0.699±0.022 0.061±0.039 4.967±1.350 8.060±1.743

SocialForge - Factions 0.614±0.021 0.023±0.006 4.143±0.147 7.925±0.312
Baseline - Factions 0.666±0.035 0.046±0.029 5.435±0.410 8.742±0.230

Table 6: Full diversity metrics between SocialForge and Baseline. Diversity is computed along the entire corpus and the
texts sharing the same narrative, scenario event, or factions. Bold values are the best. To compare; We also report the
mean sentence length (# characters) of SocialForge content = 142.16±1.04 and Baseline mean length = 134.43±0.9.
We see that SocialForge consistently performs better, and is more stable, as shown with the reported standard deviation.

Scenario event Sub-events
The Tabiscus government announced its
readiness to accept Verdantia refugees
while accusing Louraly of orchestrating
unrest in Verdantia.

The Tabiscus Intelligence Services
detected suspicious activities of Louraly
operatives in Eolios, leading to a covert
operation to disrupt their plans before
the refugee announcement.

Louraly’s president claimed in a speech
that Louraly should stop trading with
the West to enhance its own industrial
capacities

Amina Al-Faisal holds an emergency
meeting with trade representatives to
discuss the implementation of President
Haroun’ new directive on halting
Western trade. She emphasizes the
need for careful planning and gradual
transition to avoid economic shock.

Table 10: Examples of sub-event generation based on
scenario event.
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Narrative Subnarrative LLM
Score

LLM reasoning

Opposing Louraly’s
economic indepen-
dence by promoting
benefits from glob-
alization

Promoting
economic
self-
sufficiency
over glob-
alization by
discouraging
reliance on
Louraly’s
industries
and encour-
aging local
production.

1 The subnarrative Promoting economic self-
sufficiency over globalization by discouraging
reliance on Louraly’s industries and encouraging
local production directly contradicts the main narra-
tive of Opposing Louraly’s economic independence
by promoting benefits from globalization. The
subnarrative advocates for reducing dependence
on external factors (globalization) and enhancing
internal capabilities (local production), which aligns
with the concept of economic independence, not
opposing it. This suggests that the subnarrative is ac-
tually supporting economic independence rather than
opposing it, as the main narrative intends. Therefore,
there’s a significant discord between the two stances.

Opposing Louraly’s
economic indepen-
dence by promoting
benefits from glob-
alization

Globalization
brings job
opportu-
nities and
economic
growth to
Western
nations.

3 The rating reflects a Mostly disagree stance because
the subnarrative, while not directly contradicting the
idea of opposing economic independence through
globalization benefits, does not strongly support or
directly address the main narrative’s concerns about
Louraly.

Table 11: Examples of uncoherent subnarrative generation detected by the LLM Judge.

User account Subnarrative Event Text
MarieDupont337b Providing Verdantia

refugees with
education and
job opportunities
to integrate into
Tabiscien society.

In response to the
Tabiscien government’
announcement, Louraly’
suspected spy network
in Eolios was exposed
and arrested by Tabiscien
intelligence services
following a late-night raid
on several safe houses.

#VerdantiaRefugees mérite notre soutien total.
L’arrestation du réseau de espions de Louraly est
une victoire pour la sécurité de nos communautés.
Mais maintenant, il faut s’assurer qu’ils aient accès
à l’éducation et aux emplois pour une intégration
réussie en Tabiscus.
#VerdantianRefugees deserves our total support.
The Louraly’s spying network arrest is a victory for
our community safety. Now, we need to ensure that
they get access to education and employment for
successful integration within Tabiscus.

EmilyJ32 Louralys economic
isolationism harms
both Louraly
and The West by
limiting trade oppor-
tunities, hindering
innovation, and rais-
ing prices for con-
sumers in The West.

In response to President
Hariri’ speech, West-
ern diplomats held an
emergency meeting at
the Louraly Embassy to
discuss potential economic
sanctions against Louraly.

L’isolement économique de Louraly nuit à tous ! On
vient d’apprendre que des sanctions sont envisagées
suite au discours du président Hariri. C’est le moment
de promouvoir les avantages de la mondialisation pour
le bien de tous. #Louraly #économie #mondialisation
Louraly’s economic isolationism harms us all ! We
just learned that sanctions are considered following
President’s Hariri speech. It’s time to promote
globalization perks for the sake of all. #Louraly
#economy #globalization

Table 13: Examples of microblogging content generation based on subnarrative, persona and event.
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