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Abstract

The rapid advancement of generative Al tech-
nologies is driving the integration of diverse Al-
powered services into smartphones, transform-
ing how users interact with their devices. To
simplify access to predefined Al services, this
paper introduces MIRA, a pioneering frame-
work for task instruction recommendation that
enables intuitive one-touch Al tasking on smart-
phones. With MIRA, users can long-press on
images or text objects to receive contextually
relevant instruction recommendations for ex-
ecuting Al tasks. Our work introduces three
key innovations: 1) A multimodal large lan-
guage model (MLLM)-based recommendation
pipeline with structured reasoning to extract
key entities, infer user intent, and generate pre-
cise instructions; 2) A template-augmented rea-
soning mechanism that integrates high-level
reasoning templates, enhancing task inference
accuracy; 3) A prefix-tree-based constrained
decoding strategy that restricts outputs to prede-
fined instruction candidates, ensuring coherent
and intent-aligned suggestions. Through eval-
uation using a real-world annotated datasets
and a user study, MIRA has demonstrated sub-
stantial improvements in the accuracy of in-
struction recommendation. The encouraging
results highlight MIRA’s potential to revolu-
tionize the way users engage with Al services
on their smartphones, offering a more seamless
and efficient experience.

1 Introduction

Generative Al technologies, such as large language
models (LLMs) (Naveed et al., 2023), diffusion
models (Yang et al., 2024b), and Al agents (Xi
et al., 2023), are revolutionizing the capabilities of
Al smartphones (Marr, 2024a,b), ushering in a new
era of intelligent mobile devices that offer unparal-
leled levels of personalization and interaction. The
integration of LLMs powers sophisticated virtual
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Instruction Description

® The train booking details including departure time (06:37), arrival
time (12:39), departure station (Shanghai Honggiao), and arrival
station (Beijing South) are significant.

® The user likely requires remembering these details for the purpose
of travel planning.

Creating Memos

% Navigating

Scheduling

Instruction Name

Creating Memos

The departure station (Shanghai Honggiao) is mentioned.
The user may need to find the best way to reach the station,
especially if the user is unfamiliar with the location.

Navigating

® The specific departure and arrival times along with the travel date
(Aug 30) are crucial for scheduling.
® The user might plan other activities around the departure time.

Scheduling

® Atrain booking interface with departure and arrival time options,
train type filters, and price details appears in the image.
® The user may need to book a train ticket for their travel.

Booking Trains

Figure 1: An illustration of one-touch Al services on
smartphones.

assistants capable of engaging in more natural, con-
textually rich conversations, delivering detailed and
relevant information to meet specific user needs.
These advancements also enable smartphones to
generate high-quality images, videos, text, and
music on demand, providing users with unprece-
dented creative freedom. Furthermore, it empow-
ers a wide range of Al services, including real-time
language translation, advanced image captioning,
visual question answering, customized text sum-
maries, and personalized recommendations, setting
a new standard for smartphone functionality. As
generative Al continues to evolve, it promises seam-
less integration into various aspects of smartphone
use, transforming mobile devices into intelligent
Al agents that adeptly serve daily needs.

Given the rich Al capabilities on smartphones,
there is significant potential for seamless and ef-
fortless Al services. Currently, most smartphones
rely on conversational Al assistants (e.g., Siri) to
process user requests via text or voice commands.
While effective for interaction, this approach has
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limitations in handling routine daily tasks. Users
often need detailed, multi-step instructions to com-
plete Al tasks. For example, processing a screen-
shot of a train booking involves several steps: per-
forming text recognition (i.e., OCR), extracting
structured information, adding the event to a cal-
endar, and setting up a reminder. This process is
time-consuming and cumbersome. Additionally,
repeatedly executing these instructions for daily
repetitive tasks wastes valuable time and effort.

To address these challenges and promote seam-
less access to Al services, we propose MIRA, a
Multimodal Instruction Recommendation Agent
that enables one-touch Al task execution on smart-
phones. Users can long-press target objects such
as images, messages, or documents, triggering pre-
defined, contextually relevant task instruction rec-
ommendations for accessing Al services. For ex-
ample, as shown in Figure 1, when handling a
screenshot of a train booking, a user can simply
long-press the image to instantly receive recom-
mendations for actions like booking trains, creating
memos, scheduling calendar events, and navigat-
ing to station. In this paper, we define Al task in-
structions as detailed prompts and execution steps
to operate on trigger objects and complete a spe-
cific task. For instance, a navigation task might
involve recognizing a specific location from an im-
age and subsequently invoking a map navigation
API to guide the user. By encapsulating complex
processes into single, intuitive actions, MIRA al-
lows users to quickly and effortlessly access Al
services, simplifying task completion and maxi-
mizing convenience.

This represents an emerging application scenario
in the new era of Al smartphones. To our knowl-
edge, it is the first effort to address instruction
recommendations for Al services on smartphones.
With the rise of generative Al, functionalities such
as translation, summarization, navigation, event
scheduling, calling, memo creation, image editing,
image description, calorie calculation, and cooking
inquiries are now available. Each service typically
involves a complex pipeline of prompts, fine-tuned
models (e.g., LoRAs), and API calls. These ser-
vices can be added by smartphone providers or
registered by third-party partners. MIRA’s main
goal is to provide contextually relevant recommen-
dations from a wide range of Al services when
users long-press a specific image or text object (i.e.,
triggers). While supporting various trigger types is
ideal, we focus on text and image triggers in this

initial effort.

Unlike traditional recommender systems that fo-
cus on user behavior sequences, our instruction
recommendation task emphasizes on multimodal
trigger inputs. The challenge lies in understand-
ing the content of these triggers and extracting key
information to infer user intent and generate pre-
cise instructions. For example, given an image
of a bank card, the system should recognize tasks
like transferring funds or creating memos related
to banking.

This paper introduces MIRA, a multimodal large
language model (MLLM)-based recommendation
agent for understanding user context and recom-
mending task instructions. While MLLMs excel
in image recognition and text understanding (Liu
et al., 2024b),aligning trigger content with rele-
vant instructions is challenging. We make three
key contributions: 1) Introducing structured reason-
ing to extract entities, infer user intent, and gener-
ate precise instructions; 2) Developing a template-
augmented reasoning mechanism to improve task
inference accuracy; 3) Implementing prefix-tree-
based constrained decoding to ensure coherence
and intent alignment. We evaluate MIRA using
real-world datasets and a user study, showing sig-
nificant improvements in instruction recommenda-
tion accuracy.

2 Related Work

2.1 Multimodal Large Language Model
Reasoning

Recent advances in MLLM have highlighted their
impressive visual reasoning capabilities. Stud-
ies have explored plan-based Chain-of-Thought
(CoT) prompting (Shao et al., 2024; Mitra et al.,
2024), which guides models through interme-
diate reasoning steps for more accurate results.
LLaVA-CoT (Xu et al., 2024) introduces a Vision-
Language Model (VLM) designed for structured
reasoning, achieving notable success in visual tasks.
Building on this, LlamaV-ol (Thawakar et al.,
2025) uses multi-stage curriculum learning to pro-
gressively improve problem-solving skills. CoM-
CTS (Yao et al., 2024) combines collective learning
with tree search to optimize reasoning pathways.
However, these methods either require lengthy tree
search algorithms or rely on process reward models
to guide reasoning, making them inefficient. As a
result, an efficient and effective approach for com-
plex reasoning tasks in MLLMs is still lacking.
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Prompt Template:

Initial-Reasoning:

Consider a user interacting
with a smartphone interface
Wwho taps on an image
displayed on the screen.

and “Feb 19.”

|
|
|
|
dentify the entity |
information in the trigger
| Step 1.
location addresses, time | | >
and date, otc and infer |
appropriate assistive
functions basedonthe |
entities you find. |
|
|
|

summary of the reservation.
Failed to recognize navigation or
calendar needs.

Example Input: [Examples
of trigger objects]
Reasoning
Steps:[Examples of

MLLM

“Open URL” and “Translation.”

1. Extracted information: “JW Marriott”

Missed key details: check-out date,
room type, and number of guests.

——> 2. Assumed the user only needs a

3. Suggested irrelevant functions:

Ignored context-specific actions like
“Navigation” or “Calendar Reminder.”

Retrieval lT Update

Token Level Prefix
Tree Search

Updated-Reasoning:
1. Hotel Name: “JW Marriott”
Check-in: “Feb 19, 2024”
Check-out: “Feb 21, 2024”
Room Type: “Twin/Twin Room”
Guests: “2 adults”

I

Tag Description:

assistance.
Application Scenarios:

hotel confirmations.
= Reasoning Steps:

Trigger Object 1. Summarizing Trigger Content:

Template Name: Hotel Reservation Information Extraction

Extract hotel reservation details, infer user needs, and
recommend relevant smartphone functions for travel

Assist with travel management by automating actions from

Extract hotel name, dates, room type, guests, and contact

info.
... (Steps 2-3 omitted for brevity)

Step 2 Step 3
; 2. Identified relevant user needs: ;
Navigation to the hotel.
Setting calendar reminders for
check-in/out.
Contacting the hotel for inquiries.
3. Recommended precise functions:
“Navigation” with hotel address.
“Add to Calendar” for reservation.
“Call” function for direct inquiries.
Constrained
Decoding
Reasoning | Summarizaton |
|
Template | Translation |
. | |
lel’al'y | Navigation :
|
| Open URL |
k |
| Call I

Figure 2: Overview of MIRA. A prompt template and trigger object extract structured information through initial
reasoning, refine reasoning steps through template retrieval and updates, and apply constrained decoding during

inference to recommend predefined instructions.

2.2 MLLMs for Recommendation

Recent studies have explored integrating MLLMs
into multimodal recommendation systems (Liu
et al.,, 2024a), leveraging their ability to pro-
cess diverse data modalities. Frameworks like
VIPS5 (Geng et al.,, 2023) align visual, textual,
and personalization cues to enhance performance
with personalized prompts and efficient training.
MLLM-MSR (Ye et al., 2024) captures dynamic
user preferences by summarizing multimodal in-
puts, while TMF (Ma et al., 2024) improves multi-
behavior recommendations by incorporating graph
data. Recently, DeepMP (Wei et al., 2024) uni-
fies multimodal recommendation and generation
within a single MLLM model. These advance-
ments underscore the potential of MLLMs to refine
recommendations by analyzing user preferences
across modalities. However, ensuring precise align-
ment between multimodal triggers and actionable
Al services remains an open challenge.

3 Methodology

We present MIRA, a novel framework designed
to enhance instruction recommendation tasks. As
illustrated in Figure 2, MIRA comprises three key
components: structured chain-of-thought reason-
ing, template-augmented structured reasoning, and
prefix-tree-based constrained decoding.

Trigger Objects MIRA-Reasoning:

< Hotel Confir

Step I: The image is a hotel booking confirmation,
containing key elements such as the hotel address,
check-in date, and phone number.

Step 2: The content suggests several possible user
intents. The phone number might indicate the user’s
need to call the hotel for inquiries or confirmations.
The address could imply the intent to save the location
for future reference or to navigate to the hotel. The
check-in date points to potential scheduling actions,
like reminding the user to visit the hotel for check-in
by February 14, 2024.

Step 3: Based on the analysis, the suggested
instructions include calling the hotel, recording the

- address, navigating to the location, and extracting the
schedule.

Save Image

A hotel confirmation letter Answer:

shows 2 adults will stay in a

Deluxe Room from Feb 14 10 17. | Call, Record Address, Navigation, Extract Schedule ]

Figure 3: A Sample of the Reasoning-Dataset: Left - Im-
age or Text Trigger Objects, Right - MIRA-Reasoning
Process and Final Answers.

3.1 Enhancing MLLMs with Structured
Reasoning

Multimodal large language models (MLLMs) ex-
cel in tasks like OCR, object detection, and image
captioning but struggle with complex reasoning
tasks involving implicit constraints and object re-
lationships. In our task, MLLMs find it difficult
to infer user intent from trigger objects and rec-
ommend instructions accurately. Inspired by Ope-
nAl’s O1 (Jaech et al., 2024), DeepSeek-R1 (Guo
et al., 2025), and Qwen-QwQ (Yang et al., 2024a),
we enhance MLLMs with human-like reasoning,
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enabling thoughtful processing of trigger objects
and precise recommendations. By leveraging zero-
shot Chain-of-Thought (CoT) prompting in models
like GPT-4V and Qwen2.5VL-Max, we incorpo-
rate structured reasoning into the trigger-instruction
dataset, improving MLLMs’ ability to match trig-
ger content with instructions.

To guide the model, We designed a three-step
reasoning trajectory to guide the model in process-
ing trigger objects. First, in entity recognition and
summarization, MLLMs extract key entities (e.g.,
phone numbers, addresses, dates) from text and im-
ages, organizing them into structured themes. Next,
in the contextual relevance analysis, the model
links these summaries to user intent, connecting
entities like dates or locations to actions such as
saving or navigating. Finally, in the instruction
generation step, the model synthesizes the reason-
ing into context-aware, user-focused recommen-
dations. Formally, for a single sample S; in the
dataset, which consists of the trigger object g; and
the ground truth instruction a;, we provide a; di-
rectly to the MLLM, ensuring both consistency and
precision. Given a rich prompt template with in-
context examples p, MLLM constructs the reason-
ing steps 7; based on the provided correct answer.
The input and output format for the MLLM is as
follows:

ri = MLLM (p$, ¢, a;). (D

Equation 1 represents the generation of high-
quality reasoning traces under teacher forcing with
gold answers, used to bootstrap the initial training
dataset. After constructing the reasoning dataset
as shown in Figure 3, we perform supervised fine-
tuning (SFT) on MLLMs. During training, the
model is provided only with the prompt p; (without
in-context examples) and the trigger object g;, gen-
erating predicted reasoning steps 7; and predicted
answers a;:

i ,a; = M LLM (p;, q;). (2)

Equation 2 shows how the trained MLLM learns
to independently produce reasoning and instruc-
tions given only trigger context, improving auton-
omy. This approach equips the MLLM with rea-
soning capabilities for complex tasks while elim-
inating the need for large-scale models and in-
tricate prompt engineering. Specifically, we in-
troduce two special tokens, <REASONING>
and </REASONING>, marking the start and

end of the reasoning process, thereby enabling au-
tonomous reasoning.

3.2 Template-Augmented Structured
Reasoning

After fine-tuning on a reasoning dataset, MLLMs
are capable of structuring reasoning to analyze
complex content and relationships of trigger ob-
jects, enabling accurate instruction recommenda-
tions. However, the accuracy of this reasoning is
challenged by inherent randomness and hallucina-
tion tendencies, with no explicit supervision to en-
sure the correctness of the reasoning steps (Zhang
et al., 2025).

To address this, we propose the Reasoning Tem-
plate Library. This library uses high-level, solution-
oriented templates for structured reasoning, reduc-
ing inaccuracies and inconsistencies. Built using
closed-source MLLMs’ summarization capabili-
ties, it distills common problem-solving patterns
from the dataset. By identifying recurring strate-
gies, we developed robust templates that ensure
efficient and precise instruction recommendations
for diverse trigger objects.

As shown in the lower center of Figure 2, each
template includes four key components in a struc-
tured metadata format: Template Name (e.g., "Ho-
tel Reservation Information Extraction"), Tag De-
scription with keywords for easy search (e.g.,
"Travel," "Reservation,” "Hotel"), a brief sum-
mary of Application Scenarios, and Reasoning
Steps outlining reasoning steps (e.g., "Extract hotel
name," "Identify check-in date," "Recommend cal-
endar reminder"). This metadata enables efficient
retrieval, ensuring quick, accurate searches based
on keywords or problem characteristics for relevant
templates.

As shown in Figure 2, after building the reason-
ing template library, the next step is integrating
these templates with the MLLM to enhance its
reasoning. The process begins when the trigger
object (e.g., a hotel reservation confirmation) is
provided to the MLLM, which generates initial rea-
soning outlining task steps. However, in complex
scenarios, this reasoning may be incomplete. To
address this, we use vector-based retrieval to find
the most relevant template by calculating the simi-
larity between the initial reasoning vector and each
template’s vector, formalized as:

j = argmax, (Sim(f (7), {f(Dr,) }iL1)),

where Sim(f(7), {f(Dr)}g) =5 )
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where f(7) represents the embedding of the initial
reasoning, and { f(Dr,)}}¥, represents the embed-
dings of the templates in the library. Sim(-, -) is the
similarity function, which measures how closely
the reasoning steps of each template align with the
task at hand. We set a threshold ¢ (recommended
range: 0.5-0.7) to ensure the selected template is
suitable for the given trigger object. The most rele-
vant template 77 is selected, and its reasoning steps
are used to update the initial reasoning.

To ensure adaptability in dynamic smartphone
usage scenarios, our template library supports con-
tinual evolution. During inference, when a trigger
object results in low similarity to all existing tem-
plates (i.e., no suitable template passes the similar-
ity threshold J), we log the reasoning trace gen-
erated by the MLLM as a candidate for future
template distillation. These reasoning traces are
periodically clustered based on semantic similarity,
and representative examples are selected and sum-
marized by Qwen2.5VL-Max into new candidate
templates. Before adding any newly distilled tem-
plate D, , to the library, we compute its embed-
ding f(Dr,,,) and compare it against the existing
templates { f(Dr,)}!"_ ;. A new template is added
only if the maximum similarity is below a threshold
d, ensuring informativeness and non-redundancy:

max (Sim(f (D1, ), {f (D) }iz)) <90. (4)

Here, Sim(-,-) denotes the cosine similarity be-
tween two embeddings, and § is typically set to 0.5
to balance coverage and redundancy. This condi-
tion helps prevent duplicate entries, ensuring that
only novel and informative templates are added.
As a result, the template library can continuously
evolve over time, capturing new reasoning strate-
gies and accommodating rare edge-case scenarios
encountered during real-world deployment.

The final step is to instantiate the reasoning by
inputting the retrieved template and trigger object
into the MLLM to generate the updated reasoning
steps. This can be represented as:

fupdated < MLLM(TJ> qi)~ (5)

where 7yp4qteq TEPresents the updated reasoning
steps. Equation 5 represents the final reasoning
refinement, injecting template guidance into the
inference trajectory.

This process refines reasoning to better align
with task requirements. For example, with a hotel

Figure 4: The Illustration of Prefix Tree Searching.

reservation trigger object, the initial MLLM reason-
ing might only extract the hotel name and check-in
date. By retrieving a relevant template, the rea-
soning is enriched with details like check-out date,
room type, number of guests, and actions such as
setting a reminder or providing navigation. This
template-driven approach improves accuracy, re-
duces computational demands, and enables easier
deployment without additional training.

3.3 Prefix-Tree-Based Constrained Decoding

To prevent the model from generating irrelevant
instructions during inference, we implement con-
strained decoding with a prefix tree built from the
MLLM’s tokenizer and candidate instructions. Af-
ter the end token (</ REASONIN G>) of the rea-
soning process, the model switches to the prefix
tree, masking logits for invalid tokens and ensuring
only valid sequences are generated, as shown in
Figure 4. To build the prefix tree, we tokenize all
valid instruction sequences using the MLLM’s tok-
enizer and recursively construct trie nodes, mark-
ing valid transitions. During inference, the de-
coder filters logits using the current tree node’s
valid token set, ensuring efficient decoding. The
tree is rebuilt dynamically when the instruction
library updates and supports O(L) time decoding
per token, where L is the sequence length. For
example, selecting “save” leads to options like
“home,” “address,” “email,” and “phone.” It then se-
lects “phone,” followed by “number,” forming the
instruction “save phone number.” This approach
eliminates post-processing and reduces MLLMs’
hallucination, ensuring precise outputs.

29 ¢

4 Experiments
4.1 Datasets and Template Library
Construction

To train and validate MIRA, we built a dataset from
1,000 smartphone users, representing diverse de-
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mographics and usage patterns. Each sample was
annotated by at least three users, ensuring robust
inter-annotator agreement (x = 0.85). The dataset
includes 4,952 training pairs and 956 testing pairs,
providing a reliable basis for evaluating MIRA’s
performance in real-world scenarios. As detailed

Model Method Recall Precision Fl-score HR@1 HR@3
InternVL2.5-2B  Zero-shot 0.2904 03042 02971 0.3829 0.4012
Vanilla-SFT  0.4115 0.4201 0.4158 0.4942 0.5052
MIRA 0.7164 0.7382  0.7271 0.8051 0.8351
Qwen2.5VL-2B  Zero-shot 0.3043 0.3207 03122 03941 0.4223
Vanilla-SFT  0.4964 0.4882  0.4923 0.5051 0.5321
MIRA 0.7489 0.7397 0.7443  0.8151 0.8451

InternVL2.5-8B  Zero-shot 0.3145
Vanilla-SFT = 0.5254
MIRA 0.9283

Qwen2.5VL-7B  Zero-shot 0.3294
Vanilla-SFT ~ 0.5678
MIRA 0.9286

0.3319
0.5827
0.9154

0.3424
0.5731
0.9239

03230  0.4512 0.4783
0.5526  0.5963 0.6128
0.9218 0.9354 0.9516

0.3358  0.4589 0.4924
0.5704 0.6012 0.6841
09121 0.9542 0.9629

Table 1: Quantitative Comparisons Between MIRA and
Baseline Methods: The best results are in bold, and the
second-best results are underlined. All metrics indicate
better performance with higher values.

in Section 3.2, we use Qwen2.5VL-Max to extract
high-level insights from the training data, which are
then used to construct a structured thought template
library containing approximately 80 templates. We
utilize jina-embeddings-v3* for template retrieval.
While we leverage a closed-source model for high-
level insight extraction during template construc-
tion, the reasoning patterns distilled from these
summaries are model-agnostic and serve as gen-
eralizable abstractions for diverse scenarios. In
future work, we plan to incorporate open-source
models and crowdsourced annotations to enhance
cross-model generality and robustness.

4.2 Baselines and Metrics

In our experiments, we did not compare with
MLLM4Rec or LLM4Rec methods, such as
MLLM-MSR (Ye et al., 2024), Rec-GPT4V (Liu
et al., 2024c), LLMRank (Hou et al., 2024), and
NoteLLM-2 (Zhang et al., 2024), as they focus
on sequence recommendation tasks requiring user
behavior data. These methods target different
tasks than our instruction recommendation frame-
work. Instead, we compared MIRA with two base-
line methods: zero-shot prompting with in-context
learning (Dong et al., 2022) and supervised fine-
tuning on the original dataset. These methods are
more aligned with our task and serve as a relevant
benchmark for evaluating MIRA’s performance.

“https://huggingface.co/jinaai/jina-embeddings-v3.

Experiments were conducted on four MLLMs: In-
ternVL2.5 (Chen et al., 2024) (2B and 8B) and
Qwen2.5VL (Bai et al., 2023) (2B and 7B). We
evaluated MIRA using four standard recommen-
dation system metrics: recall, precision, F1-score,
and hit rate. All experiments were performed on
two GPUs with 32GB of memory.

4.3 Experimental Results
4.3.1 Comparison with baselines.

Table 1 presents the model performance, where
MIRA consistently outperforms baseline methods
across models of varying sizes: InternVL2.5 (2B
and 8B) and Qwen2.5VL (2B and 7B). Notably,
MIRA achieves substantial improvements across
all metrics. For instance, on Qwen2.5VL-7B,
MIRA reaches a macro Fl-score of 0.9121 and
HR@3 of 0.9629, significantly surpassing Vanilla-
SFT. These improvements stem from MIRA’s mod-
ular architecture, enhancing reasoning and en-
suring accurate recommendations. Furthermore,
MIRA’s superior performance on smaller models
like InternVL2.5-2B and Qwen2.5VL-2B under-
scores its efficiency, making it well-suited for real-
world deployment with constrained resources.

Model initial reasoning with Template

InternVL2.5-2B 0.6041 0.7271 (1 20.4%)
Qwen2.5VL-2B 0.6428 0.7443 (1 15.8%)
InternVL2.5-8B 0.7451 0.9218 (1 23.7%)
Qwen2.5VL-7B 0.7348 0.9121 (1 24.1%)

Table 2: Ablation study on the impact of template-
augmented reasoning on instruction recommendation
performance.

4.3.2 Depth Analysis.

An ablation study was conducted to evaluate the
impact of the template-augmented structured rea-
soning method. The study compares instruction
recommendation performance using initial reason-
ing versus template-enhanced reasoning, measured
by the F1 score, as shown in Table 2. The re-
sults demonstrate a significant improvement with
template-enhanced reasoning. InternVL2.5-2B
saw a 20.4% increase, Qwen2.5VL-2B improved
by 15.8%, reaching 0.7443, while larger models
showed even greater gains: InternVL2.5-8B im-
proved by 23.7%, and Qwen2.5VL-7B by 24.1%,
reaching 0.9121. Template retrieval mitigates hallu-
cination issues common in unsupervised reasoning,
significantly boosting recommendation accuracy.
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We further evaluated MIRA (Qwen2.5VL 7B)
against two state-of-the-art multimodal large
language models—Qwen2.5VL-Max and GPT-
4V—both commonly deployed via API in indus-
trial applications. All models were tested using
the same trigger objects and full templates under
a zero-shot Chain-of-Thought (CoT) prompting
setup (“Let’s think step by step”) (Kojima et al.,
2022). The evaluation considered four key metrics:
F1-score, average token length, inference time, and
model size. As shown in Table 3, MIRA achieved
the highest F1-score of 0.9121, outperforming both
GPT-4V (0.879) and Qwen2.5VL-Max (0.861). It
also demonstrated superior token efficiency, requir-
ing only 116 tokens on average—far fewer than
GPT-4V (817) and Qwen2.5VL-Max (807). De-
spite having just 7 billion parameters, MIRA com-
pleted inference in 11.2 seconds, faster than GPT-
4V (11.3s) and comparable to Qwen2.5VL-Max
(10.7s). These results highlight MIRA’s strong bal-
ance between accuracy and efficiency. Its com-
pact architecture enables faster and lighter infer-
ence without compromising performance, mak-
ing it highly suitable for deployment in resource-
constrained environments such as smartphones and
edge devices—where both responsiveness and com-
putational cost are critical.

Model Fl-score Token Length Inference Time Model Parameters

GPT-4V 0.879 817 11.3s >500B
Qwen2.5VL-Max 0.861 807 10.7s >500B
MIRA 0.9121 116 11.2s 7B

Table 3: Analysis of MIRA compared to Qwen2.5VL-
Max and GPT-4V on key industrial metrics: The best
results are in bold.

To further investigate the robustness of the tem-
plate matching process, we conducted a sensitivity
analysis on the similarity threshold ¢ used in Equa-
tion 3. We evaluated instruction recommendation
performance using the F1-score as the primary met-
ric, varying ¢ across multiple settings. As shown in
Table 4, § = 0.6 consistently yields the highest F1-
score across different MLLMs. Lower thresholds
(e.g., § = 0.4) tend to retrieve overly generic tem-
plates, leading to irrelevant or misaligned reasoning
steps. In contrast, higher thresholds (e.g., § = 0.8)
significantly reduce the number of matched tem-
plates, resulting in degraded performance due to
limited reasoning support. These results highlight
the importance of properly tuning § to balance re-
trieval coverage and reasoning precision.

Model 0=04 0=05 =06 6=038
InternVL2.5-2B  0.6892  0.7145 0.7271  0.7008
Qwen2.5VL-2B  0.7014 0.7312  0.7443 0.7221
InternVL2.5-8B  0.8893  0.9122  0.9218  0.9051
Qwen2.5VL-7B  0.8945 0.9012 09121 0.8958

Table 4: Sensitivity analysis of the similarity threshold
¢ for template retrieval. The best results are in bold.

4.3.3 Failure Case Analysis.

We examined 100 incorrect predictions from MIRA
to understand common failure patterns. Three ma-
jor types emerged: (1) Entity Omission: MLLMs
occasionally ignore subtle entities like timestamps
in footnotes; (2) Template Misalignment: Vector
retrieval retrieves a loosely relevant template, lead-
ing to incorrect reasoning paths; (3) Ambiguity in
Triggers: When triggers contain overlapping intent
signals (e.g., calendar + contacts), MIRA may pri-
oritize one over the other. Future improvements
will incorporate multi-template aggregation and
confidence-based filtering.

4.3.4 User study.

We invited 100 participants to evaluate 500 trigger
objects, each with 1 to 3 instruction recommenda-
tions generated by two MIRA versions based on
Qwen2.5VL-7B and InternVL2.5-7B. Participants
selected recommendations that aligned with their
expectations. The evaluation metric was the valid-
ity ratio, defined as the proportion of selected rec-
ommendations meeting participants’ expectations
out of the total provided. Our method achieved
validity ratios of 93% and 95% for the two ver-
sions, respectively, demonstrating its real-world
effectiveness.

5 Conclusion

We proposed MIRA, a framework leveraging
MLLMs for instruction recommendations on smart-
phones. By enabling users to obtain task sugges-
tions through a simple long-press on images or
text, MIRA streamlines Al task execution, reduc-
ing cognitive load and enhancing user interaction
efficiency. Key innovations include structured rea-
soning, template-augmented reasoning, and prefix-
tree-based constrained decoding, which enhance
recommendation accuracy and consistency. Exper-
iments and user studies show that MIRA outper-
forms existing methods, offering efficient resource
use and positioning it as an ideal solution for Al
service integration on mobile devices.
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Limitations

While MIRA offers substantial improvements in
multimodal instruction recommendation, several
limitations remain that point to promising direc-
tions for future research.

First, the current trigger modality coverage is
limited. MIRA primarily supports text and image
inputs, which restricts its applicability in more di-
verse smartphone contexts involving audio, video,
or sensor data. To expand its generality, we plan
to explore multimodal extensions that incorporate
audio transcriptions (e.g., voicemail), video scene
understanding (e.g., meeting highlights), and sen-
sor signals (e.g., location or step count), enabling
richer and more adaptive instruction recommenda-
tions.

Second, the reliance on a predefined template
library may constrain adaptability. While the
template-augmented structured reasoning mecha-
nism significantly enhances accuracy, its perfor-
mance may degrade on previously unseen or long-
tail tasks. Although we adopt a dynamic update
mechanism to evolve the template library (see Sec-
tion 3.2), the approach still depends on effective
template coverage and accurate retrieval. Addi-
tional improvements such as multi-template aggre-
gation or fallback strategies may be needed to en-
hance generalization.

Third, real-world deployment raises issues of
robustness, scalability, and privacy. Despite re-
ducing hallucination through constrained decoding
and template guidance, MIRA may still encounter
reasoning errors in highly complex or ambiguous
triggers. Moreover, its effectiveness hinges on high-
quality and diverse training data, especially for cap-
turing rare user intents or edge cases. Lastly, since
MIRA operates on potentially sensitive content
like images, documents, or messages, future de-
ployments must ensure privacy through techniques
such as on-device inference, secure model serving,
and data anonymization. We also aim to explore
differential privacy to further mitigate risk.

Overall, these limitations provide a roadmap for
extending MIRA into a more flexible, reliable, and
privacy-conscious framework in future work.
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